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Preface

The 4th International Conference on Network Security & Applications (CNSA
2011) was held in Chennai, India, during July 15–17, 2011.The conference focuses
on all technical and practical aspects of security and its applications for wired
and wireless networks. The goal of this conference is to bring together researchers
and practitioners from both academia and industry to focus on understanding
the present-day security threats and to propose and discuss counter-measures to
defend against such attacks. In the past few years, the enthusiastic participation
of a large number of delegates in different AIRCC–organized conferences, like
the International Conference on Network Security and Applications (CNSA),
International Conference on Networks and Communications (NECOM), Inter-
national Conference on Web and Semantic Technology (WEST), International
Conference on Wireless and Mobile Networks (WIMON), the First International
Conference on Advances in Computing and Information Technology (ACITY),
reflect the fact that the parent body of the Academy and Industry Research
Collaboration Center (AIRCC) is successful in providing a platform toward pro-
moting academic collaboration. We believe that this spirit of co-working was
further strengthened during CNSA 2011.

The CNSA 2011, NECOM 2011, WEST 2011, WIMoN 2011 and AICTY
2011 committees invited original submissions from researchers, scientists, engi-
neers, and students that illustrate research results, projects, survey works, and
industrial experiences describing significant advances in the areas related to the
relevant themes and tracks of the conferences.

Thanks to the authors whose effort as reflected in the form of a large number
of submissions for CNSA 2011 on different aspects of network security including
Web security, cryptography, performance evaluations of protocols and security
application, etc. All the submissions underwent a scrupulous peer-review process
by a panel of expert reviewers. Besides the members of the Technical Committee,
external reviewers were invited on the basis of their specialization and expertise.
The papers were reviewed based on their technical content, originality, and clar-
ity. The entire process, which includes the submission, review, and acceptance
processes, was done electronically. This hard work resulted in the selection of
high-quality papers that expand the knowledge in the latest developments in
networks security and applications.

There were a total of 1,285 submissions to the conference, and the Technical
Program Committee selected 195 papers for presentation at the conference and
subsequent publication in the proceedings. The book is organized as a collection
of papers from the 4th International Conference on Network Security and Ap-
plications (CNSA 2011), the Third International Conference on Networks and
Communications (NeCoM 2011), the Third International Conference on Web
and Semantic Technology (WeST 2011), the Third International Conference on
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Wireless and Mobile Networks (WiMoN 2011), and the First International Con-
ference on Advances in Computing and Information Technology (ACITY 2011).
This small introduction incomplete would be without expressing our gratitude,
and thanks to the General and Program Chairs, members of the Technical Pro-
gram Committees, and external reviewers for their excellent and diligent work.
Thanks to Springer for the strong support. Finally, we thank all the authors
who contributed to the success of the conference. We also sincerely wish that
all attendees benefited academically from the conference and wish them every
success in their research.

David C. Wyld Michal Wozniak
Nabendu Chaki

Natarajan Meghanathan
Dhinaharan Nagamalai
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Adaptation of MAC Layer for QoS in WSN

Sukumar Nandi and Aditya Yadav

IIT Guwahati

Abstract. In this paper, we propose QoS aware MAC protocol for Wire-
less Sensor Networks. In WSNs, there can be two types of traffic one is
event driven traffic which requires immediate attention and another is
periodic reporting. Event driven traffic is classified as Class I(delay sen-
sitive) traffic and periodic reporting is classified as Class II(Best Effort)
Traffic. MAC layer adaptation can take place in terms of (i) Dynamic
contention window adjustment per class, (ii) Reducing the delay suf-
fered by difference in Sleep schedules(DSS) of communicating nodes by
dynamically adjusting Duty Cycle based on Utilization and DSS delay of
class I traffic, (iii) Different DIFS (DCF Inter Frame Spacing) per class,
(iv) Adjusting all the three schemes proposed above simultaneously.

Keywords: Wireless Sensor Networks, QoS.

1 Introduction

WSNs are deployed for critical monitoring applications, some of these applica-
tions are delay-sensitive and have stringent requirement on end-to-end latencies.
Apart from this delay-sensitive traffic, they also support periodic reporting of
environment to their base stations. WSNs deployment for forest fire monitoring
is one of the type of applications that we are emphasizing on. This calls for QoS
specific mechanisms to be in place for supporting the application requirements.
There has been a lot of research and development carried out in architecture,
protocol design, energy saving and location in WSNs, but only a few studies have
been done regarding network efficiency (i.e. Quality of Service QoS) in WSNs.

We consider SMAC[1], as one of the widely accepted MAC layer implementa-
tions in WSNs and use it as our base MAC protocol for implementing the QoS
features at MAC level. SMAC pays no attention to latency and end to end delay,
and nodes form virtual clusters in terms of their common sleep-wakeup schedule
to reduce control overhead. For supporting delay-sensitive traffic and periodic
reporting for above mentioned application requirements, our prototype defines
two classes of traffic classI(immediate attention) and classII(periodic reporting)
respectively. In our prototype, we propose to adjust MAC level parameters Con-
tention Window[7], DIFS[7], Sleep schedules of nodes[1],[2] to provide QoS for
the classes of traffic specified. In [9] MAC level parameters are adjusted for QoS
guarantees, In [2], duty cycle is being adapted, but efficient QoS classes specific
way of adapting duty cycle in case of SMAC[1], and adapting MAC level pa-
rameters Contention Window and DCF- IFS in case of Sensor Networks is our
contribution, that this paper proposes.

D.C. Wyld et al. (Eds.): NeCoM/WeST/WiMoN 2011, CCIS 197, pp. 1–10, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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MAC layer is responsible for scheduling and allocation of the shared wire-
less channel, which eventually determines the link level QoS parameters namely
MAC delay. To maintain the per class service guarantees in dynamic environ-
ment, MAC layer is made adaptive to current network conditions. The proposed
dynamic adaptation of the behavior of MAC layer is done by, (i) dynamically
varying the contention window based on the class of traffic, (ii)Reducing the
delay suffered by Difference in Sleep Schedules(DSS) of communicating nodes
by dynamically adjusting Duty Cycle based on Utilization and DSS delay of
class I traffic, (iii) By differentiating the DCF Inter Frame Spacing for different
class of Traffic, (iv) Combining all the three proposed schemes for MAC Layer
Adaptation.

The rest of the paper is organized as follows. In section 2 we briefly discuss
about the related work. Section 3 describes our proposed scheme. Section 4
presents the simulated results to show the the efficiency of our proposed scheme.
Section 5 concludes the paper.

2 Related Work

Some of the works in improving end-to-end latency by duty cycle adaptation are
DSMAC[2] and UMAC[6].

In DSMAC[2], when duty cycle of a node is changed, for maintaining same
sleep schedule of this node with its neighbors, duty cycle is always doubled or
halved, so that neighbors can follow the same schedule and still communicate
with duty cycle changed node. The only difference in the new duty cycle node
now either wakes up more or less frequently than its neighbors. In DSMAC [2],
they take into account the delay faced by the sending nodes to a receiving node
for changing the duty cycle, but change of twice or half, increases the energy
consumption in Sensor networks. Moreover, it doesn’t consider the adaptation
for different types of traffic in WSNs.

In another scheme, UMAC [6] duty cycle is changed dynamically and its not
always doubled or halved, but its changed according to Utilization of the node, it
pays no attention to delay suffered by one hop neighbors of a node in sending data.
It also neglects the different service requirements for different class of traffic.

There has been some works done on providing QoS in WSNs at different layers,
mainly on Network and MAC layer. One of such work is, Energy aware QoS
Routing. In [3], the authors propose a QoS-aware protocol for realtime traffic
generated by WSNs, consisting of image sensors. This protocol implements a
priority system that divides the traffic flows in two classes: best effort and real-
time. All nodes use two queues, one for each traffic class. This way, different
kinds of services can be provided to these types of traffic.

Another MAC level contribution for QoS in WSNs is B-MAC [4]. It stands
out for its design and implementation simplicity, which has an immediate effect
in memory size occupation and power saving. B-MAC does not implement any
specific QoS mechanism; however, this fact is compensated by its good design.
Some parts of this design are addressed to improve the efficiency for avoiding
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collisions, efficiency in the channel occupation at low and high data rates, the
tolerance to changeable environments, or the good scalability properties.

In [5], author proposes a traffic-aware MAC protocol which dynamically ad-
justs the duty cycle adapting to the traffic load. Adaptive scheme operates on
a tree topology, and nodes wake up only for the time measured for successful
transmissions. By adjusting the duty cycle, it can prevent packet drops and save
energy.

3 Dynamic MAC Layer Adaptation for QoS in WSNs

In our framework, MAC layer is designed to adapt their behavior based on the
dynamic network conditions(which can be obtained through continuous moni-
toring) and service quality requirements of the admitted traffic.

3.1 Estimation of MAC Delay

The measurement technique for MAC delay is very simple. A node computes
the MAC delay(d) by subtracting the time (tr), that a packet is passed to the
MAC layer from the time (ts), an the packet is actually sent onto the link. Here
di and di−1

avg are measured MAC delay and previously stored average MAC delay
for a service class. η is a positive constant, which determines how much effect
the previously stored average MAC delay have on the current average MAC
delay.The contention window rules for our two service classes are given below.

di
avg = (1 − η) ∗ di + η ∗ di−1

avg (1)

3.2 Contention Window Adaptation

One of the schemes that we propose for adapting MAC Layer for providing
QoS in WSNs is Dynamic Contention Window adaptation for different class of
traffic. The contention window parameters namely CWmin and CWmax provides
intra node service differentiation among different class of traffic. The different
service classes are assigned a non overlapping ranges of contention window in
default setting. These default contention window ranges are adjusted by the CW
Adaptation based on dynamic network conditions and required service level of
a QoS class. To provide service differentiation across different classes of traffic,
the non overlapping contention window ranges are maintained while performing
contention window adaptation.

Class I (Delay sensitive service). This class of traffic corresponds to event
driven traffic(immediate attention) in WSNs. We have assumed that each node
ensure a maximum MAC Delay of DI for traffic of class I, and try to maintain
it by periodically monitoring the observed delay in that class and adjusting the
CW range accordingly. In this case, based on the per hop delay requirements of
the class I, given as DI , and the current MAC delay, D, measured in the node
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for Class I traffic, CWmax is adjusted as shown in Algorithm 1. In the algo-
rithm, CWmaxprev represents the value of CWmax for class I before applying
CW adaptation, and CWmax is the new value of CWmax obtained by applying
the dynamic adaptation of contention window, due to the difference between
expected maximum delay, DI , and the current measured delay, D, for class I. To
avoid the possibility of unnecessary fluctuation in setting of CWmax, a threshold
value namely Contention Window Threshold , CWthreshI is used in the algo-
rithm. Here αI is a small positive constant, that should be selected appropriately
to enable faster adaptation of CWmax to prevailing network condition.

Algorithm 1. Procedure for Contention Window Adjustment of Class I
{CWmax is calculated based on Mac delay}
CWmax := CWmaxprev ∗ (1 − αI ∗ (D − DI) ÷ D)
if (abs(CWmax− CWmaxprev) < CWthreshI) then

CWmax := CWmaxprev

return
end if
if (CWmax < CWmaxprev) then

CWmax := max(CWmax,CWmaxdef)
else

if (CWmax > CWmaxprev) then
CWmax := min(CWmax,CWmaxmax)

end if
end if

Class II (Best Effort Service). This class of traffic corresponds to periodic
reporting in WSNs. Traffic in this class has no delay guarantee requirements.
Contention window adaptation for this class of service is required to properly
utilize the available resources in the network, without degrading the service
quality of other high quality service class. Because the contention window of
Class II traffic, should not degrade the performance of ongoing higher priority
traffic, a checking is performed such that the CWmin value of Best Effort traffic
will not be smaller than CWmax of the other high priority traffic.

For class I, CWmin(default) value is 7, CWmax(default) is 15 and CW-
max(max) is 31. For class II, CWmin(default) value is 32, CWmax(default)
is 63 and CWmax(max) is 63.

3.3 Duty Cycle Adaptation

Second scheme, that we propose for adapting MAC Layer for providing QoS in
WSNs is Dynamic Duty Cycle change based on Utilization of a node and one
hop delay to the receiving node for classI traffic. In our proposed scheme of duty
cycle adaptation, we change duty cycle taking into account both the criteria of
Utilization and delay suffered by one hop neighbors. We change the duty cycle
by appropriate percentage, by taking into account two factors mentioned above,
as specified in Algorithm 2.
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In Wireless Sensor Networks, the MAC layer protocol SMAC[1], we noticed
that main reason behind delays in WSNs is the different sleep schedules followed
by the nodes. In SMAC[1], Nodes form virtual clusters based on common sleep
schedules to reduce control overhead and enable traffic-adaptive wake-up. So
when data is sent from source to sink, at many nodes it has to go from one
virtual clusters to another virtual cluster, and the bordering node follows both
the sleep schedules. This difference in sleep schedule is incorporated in total
end-to-end delay.

For the Class I(delay sensitive) traffic, this delay is undesirable. One of the
solutions to this problem that we propose, is to dynamically vary the duty cycle
of the nodes which are receiving more of Class I traffic. Suppose some Node 1
tries to transmit some class I traffic to Node 2, due to difference in sleep schedule,
it will incur a delay, If many nodes wants to transmit to Node 2, almost all will
be incurring this delay, which will increase the overall end to end delay of class
I traffic. So we propose to increase the duty cycle of Node 2 based on utilization
of the node and delay information received in the data frames by the sending
nodes.

Estimation of Difference in Sleep Schedules (DSS) Delay. The mea-
surement technique for Difference in Sleep Schedules Delay is very simple. A
transmitting node computes this delay(s), by subtracting the time (tss) that a
packet is passed to the MAC layer from the time (tsc) it starts carrier sensing
for sending the packet. Then it includes this delay (tss − tsc) in the MAC frame
header and sends the frame. Receiving node then extracts this delay as si, and
calculates the average delay si

avg. Here si and si−1
avg are measured DSS delay, and

previously stored average DSS delay for a service class. ζ is a positive constant,
which determines how much effect the previously stored average DSS delay have
on the current average DSS delay.

si
avg = (1 − ζ) ∗ si + ζ ∗ si−1

avg (2)

We vary the duty cycle at the time of synchronization, when in SMAC it broad-
casts the SYNC packets for the neighbor discovery, and each node also periodi-
cally broadcasts the SYNC packets so that its synchronized with its neighboring
nodes. So, when a node changes its duty cycle, it broadcasts in its SYNC pack-
ets its new updated time before it goes to sleep, and in this way changing the
duty cycle doesn’t desynchronize the nodes. Moreover by this, we reduce the
difference in sleeping schedules of all other nodes with this node, which has just
updated its duty Cycle.

For changing the duty cycle by appropriate amount as calculated in
Algorithm 2, duty cycle of a node should be updated at the time of sending
SYNC packets, so that its not desynchronized with other nodes as we are not
changing Duty Cycle by double or half. A node may be in many different sleep
synchronized virtual clusters, it is following many common sleep schedules. So
when duty cycle is changed it should be changed in all the schedules and all the
nodes following those schedules which are at one hop distance to current node,
should be informed by SYNC packets.
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SYNC packets are sent after some periods defined in SMAC[1] as SYNCPE-
RIOD. We implement this scheme by choosing the primary or first schedule
followed by node, as the schedule to change the duty cycle. Algorithm 2 , is per-
formed when SYNC has to be broadcasted in this schedule. Suppose duty cycle
needs to be changed, then we broadcast the SYNC in this schedule to indicate
the change in duty cycle, and for other schedules which till now also has some
non-zero periods left before they transmit SYNC packets, we make number of
periods left to zero, so that neighboring nodes following those schedules can per-
ceive the change in duty Cycle of the SYNC packet sending node, and by this
way nodes are not desynchronized even after varying duty cycle dynamically.

Duty Cycle Adaptation for Class I(Delay sensitive service): We have assumed
that each node ensure a maximum DSS Delay of SI for traffic of class I, and try
to maintain it by periodically monitoring the observed delay in that class, and
adjusting the Duty Cycle accordingly based on Utilization. In this case, based on
the per hop delay requirements of the class I, given as SI , and the current DSS
delay, S, measured in the node for Class I traffic, Duty Cycle(DC) is adjusted
as shown in Algorithm 2. In the algorithm, DCprev represents the value of DC
for class I before applying Duty Cycle adaptation, and DC is the new value of
Duty Cycle obtained by applying the dynamic adaptation of Duty Cycle, due to
the difference between expected maximum delay, SI , and the current measured
delay, S, for class I. To avoid the possibility of unnecessary fluctuation in setting
of DC, a threshold value namely Duty Cycle Threshold, DCthresh is used in
the algorithm. Here, Umin is min Utilization to change DC, DCU is permissible
DC calculated from Utilization, ρ is ratio of classI and class II packets.

For classI DCmin is 30, and DCmax is 60, and DCdefault for classI and classII
is 30. DCthresh can be chosen as 5% DCprev. We don’t want to fluctuate on very
small changes. Umin is dependent on the traffic rate, according to our traffic rate
we took Umin as 10%. ρmin is application dependent, depending on how delay
sensitive is application. We took ρmin to be 30%. Umin and ρmin these are traffic
and application dependent parameters, that depends on functionality performed
by WSNs. Uprev is the previous value of Utilization, we increase the DC in
proportion to increase in Utilization(U).

3.4 DCF Inter Frame Spacing (DIFS) Adaptation

Third scheme that we propose for adapting MAC Layer for providing QoS in
WSNs is DIFS Adaptation per class. DIFS, is the time interval since the last
sending of frame, after which any node can try to acquire the channel to send a
new frame. In proposed framework, we provide intra node service differentiation
based on DIFS, for different class of traffic. So, for class I we define parameter
denoted by difsI and for class II we define difsII. Values of DIFS for different
classes of traffic are, for class I, difsI is 8 and for class II, difsII is 15. Class I has
to wait less after sending of last frame to send a new Class I traffic frame, than
the Class II frame. In this differentiated service is provided based on MAC layer
parameter DIFS. In this case, the DIFS of the SYNC packets has to be adjusted
to the DIFS value of Class I, for maintaining the synchronization in the nodes.
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Algorithm 2. Procedure for Duty Cycle Adjustment of Class I
U := (Trx + Ttx) ÷ (Trx + Ttx + Tidle)
{Trx is the receiving time, Ttx is transmitting time, Tidle is the idle time, in last
SYNC period }
if (U < Umin) then

DC := DCdef

return
end if
{DCU is calculated duty cycle of node according to its utilization }
if (U > Umin) then

DCU = min(DC(1 + (U − Uprev)/Uprev),DCmax)
DCU = max(DCU , DCmin)
{DC is calculated based on DSS delay }
if ρ > ρmin then

DC := DCprev ∗ (1 + (S − SI) ÷ SI)
if (abs((DC − DCprev)/DCprev) < DCthresh) then

DC := DCprev

return
end if
{if DC based on DSS delay is less than DCprev, then DC is based on utilization}

if (DC < DCprev) then
DC := max(DCU , DCmin)

else
{if DC based on DSS delay is greater than DCprev , then DC is minimum of
DCU and DC based on DSS delay, so to minimize energy consumption}
if (DC > DCprev) then

DC := min(DC, DCU )
end if

end if
end if

end if

Fig. 1. Network Topology



8 S. Nandi and A. Yadav

3.5 Combining All the Schemes

Fourth scheme that we propose for adapting MAC Layer for providing QoS in
WSNs is implementing all the previous three approaches together, CW Adap-
tation, Duty Cycle Adaptation, DIFS Adaptation. In this, contention window
adaptation is done as specified in Algorithm 1. MAC Delay is measured as spec-
ified in Equation 1 and CW is adapted according to the class of traffic to be
transmitted. Duty Cycle adaptation also occurs simultaneously, each node sends
the information of DSS delay of class I packet to the receiving node, and re-
ceiving node keeps on updating the average DSS delay of classI packets in that
round, until its time to broadcast the SYNC packets. At this instant it runs the
Algorithm 2, to determine the change and inform the nodes. DIFS Adaptation
is done before the nodes starts communicating, different DIFS intervals are set
for class I traffic and class II traffic for intra node service differentiation. SYNC
packets follow DIFS interval of classI packets, as they are important messages
for synchronization. In this way all the three proposed schemes works together
in a node to improve the end-to-end delay for classI(delay sensitive) traffic in
presence of classII(periodic reporting) traffic.

4 Simulation and Results

The simulation of proposed scheme is implemented in ns2.29 simulator[10]. The
topology that we used for our simulations is shown in Figure 1. In Figure 1,
the Node numbered 0 is sink and all other sensors transmit to this node. Equal
number of Class I and Class II packets are generated by each node. In this
topology, distance between two nodes horizontally and vertically is 140 meters,
and diagonally its around 196 meters. Communication range of each node is
around 200 meters. Lines shown in the Figure 1, are routes. For simplicity, we
have used static routing with only one next hop from each node, but our approach
is not constrained by the topology.

Figure 2, shows the Contention Window Adaptation, Figure 4, Duty Cycle
Adaptation, Figure 3, shows the DIFS Adaptation and Figure 5, shows the com-
bination of all three proposals together. In every graph, the X axis is the Number
of packets of each class received at the sink, and the Y axis is the cumulative end to
end delay of packets of each class received at the sink. Since the number of packets
received at sink in SMAC and Proposed scheme are same, average latency of two
schemes are reported for all traffic.

Contention Window Adaptation, leads to 30% benefit in average end-to-end
delay of Class I Packets compared to SMAC. DIFS Adaptation, leads to 25%
benefit in average end-to-end delay of Class I Packets compared to SMAC. Duty
Cycle Adaptation, leads to 37% benefit in average end-to-end delay of Class
I Packets compared to SMAC. Duty Cycle, CW, DIFS Adaptation combined
leads to 60% benefit in average end-to-end delay of Class I Packets compared to
SMAC.
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Fig. 2. Cumulative end-to-end delay of
packets at sink with, CW adaptation

Fig. 3. Cumulative end-to-end delay of
packets at sink, with DIFS Adaptation

Fig. 4. Cumulative end-to-end delay of
packets at sink, with Duty Cycle Adap-
tation

Fig. 5. Cumulative end-to-end delay of
packets at sink, with all three adapta-
tions (CW,Duty Cycle,DIFS)

5 Conclusion

The paper, proposed schemes to deal with delay sensitive(event driven) traffic
in presence of periodic reporting traffic. This is achieved by adapting (i) CW,
different contention window for different class of traffic (ii) Duty Cycle, adapted
appropriately according to Utilization and DSS delay,unlike the previous works
in literature (iii) DIFS parameters at MAC layer (iv) Combination of all three
schemes proposed above. In dynamic duty cycle adaptation, our scheme adapts
duty cycle by appropriate amount instead of doubling or halving it as done
in previous approaches[2], so our scheme reduces energy consumption for duty
cycle adaptation, but at cost of extra control messages overhead. The simulation
results establish superiority of all the proposed schemes over SMAC. All the four
proposed schemes shows the improvement in end-to-end delay of class I traffic
in presence of class II traffic.
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Abstract. In Audio Steganography we find a way so that an audio file can be 
used as a host media to hide textual message without affecting the file structure 
and content of the audio file. In this system a novel high bit rate LSB audio data 
hiding and another method known as Pixel value differencing is proposed. This 
scheme reduces embedding distortion of the host audio. The hidden bits are 
embedded into the higher LSB layers resulting in increased robustness against 
noise addition. To avoid major differences from the cover audio and the 
embedded audio this algorithm helps in modifying the rest of the bits. To enlarge 
the capacity of the hidden secret information and to provide an imperceptible 
stego-audio for human perception, a pixel-value differencing (PVD) is used for 
embedding. The difference value of audio samples is replaced by a new value to 
embed the value of a sub-stream of the secret message. The method is designed in 
such a way that the modification is never out of the range interval. This method 
provides an easy way to produce a more imperceptible result than those yielded 
by simple least-significant-bit replacement methods. The SNR value is good for 
LSB scheme and the capacity is high for PVD scheme. 

Keywords: Audio Steganography, LSB, PVD, substitution Techniques, SNR.  

1   Introduction 

In Audio Steganography we find a way so that an audio file can be used as a host 
media to hide textual message without affecting the file structure and content of the 
audio file. Because of degradation in the perceptual quality of the cover object may 
leads to a noticeable change in the cover object, may leads to the failure of objective 
of steganography. The two primary criteria for embedding the covert message are that 
the stego signal resulting from embedding is indistinguishable from the host audio 
signal and the message should be correctly received at the receiver side. Audio data 
hiding method provides the most effective way to protect privacy. 

In the past few years, several algorithms for the embedding and extraction of 
message in audio sequences have been presented.[3] All of the developed algorithms 
take advantage of the perceptual properties of the human auditory system (HAS) in 
order to add a message into a host signal in a perceptually transparent manner. 
Embedding additional information into audio sequences is a more tedious task than 
that of images, due to dynamic supremacy of the HAS over human visual system. On 
the other hand, many attacks that are malicious against image steganography 



12 R. Darsana and A. Vijayan 

algorithms cannot be implemented against audio steganography schemes. Audio 
Steganography should guarantee Undetectability, Capacity, Robustness, Perceptual 
transparency, Security and Accurate Extraction[1]. 

The rest of this paper is organized as follows. Section 2 reviews previous works 
related to Audio steganographic methods. Section 3 summarizes the proposed scheme 
and has 2 effective methods to embed message in audio. Section 4 presents 
performance analysis. Section 5 concludes this paper with a summary of the main  
contributions of this work and future works. 

2   Related Work 

In audio steganography, secret message is embedded into digitized audio signal which 
result slight altering of binary sequence of the corresponding audio file. There are 
several methods are available for audio steganography.  

LSB Coding:-Least significant bit (LSB) coding is the simplest way to embed secret 
message in a digital audio file. This is done by replacing the LSB of each sample with 
a binary message. This coding helps in embedding large amount of data to be 
encoded.  
Parity Coding:-The parity coding method breaks a signal down into separate regions 
of samples and encodes each bit from the secret message in a sample region's parity 
bit. If the parity bit of a selected region does not match the secret bit to be encoded, 
the process flips the LSB of one of the samples in the region.  
Phase Coding:- Phase components of sound are not clearly perceptible to the human 
ear. Rather than introducing disturbances, the technique encodes the message bits as 
phase shifts in the phase spectrum of a digital signal, achieving an inaudible encoding 
in terms of signal-to-perceived noise ratio. 
Echo Hiding:-In this information is embedded in a sound file by giving an echo into 
the discrete signal. It allows for a high data transmission rate and provides superior 
robustness. To hide the data three parameters of the echo are varied: Amplitude, 
decay rate, and offset (delay time) from the original signal[11]. 
Spread Spectrum:-In the context of audio steganography, the basic spread spectrum 
(SS) method attempts to spread secret information across the audio signal's frequency 
spectrum as much as possible. This method spreads the secret message over the sound 
file's frequency spectrum, using a code that is independent of the actual signal. So the 
final signal occupies a bandwidth in excess of what is actually required for 
transmission. 

3   Proposed Scheme 

In this paper we introduce 2 methods for effective embedding in audio files. Here 
substituting the least significant bit of each sampling point with a binary 
representation of message. First method uses substitution in appropriate bit positions 
then reducing the amount of distortion using a modified LSB algorithm. Second 
method uses another algorithm where the secret message that can be embed is more 
that also with less distortion. The embedded secret message can be extracted from the 
resulting stego-audio without referencing the original cover audio. 
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3.1   Reduced Distortion Bit Embedding (Modified LSB Scheme) 

In this method it is able to shift the limit for transparent data hiding in audio from the 
lower LSB layer to the higher LSB layers such as fourth to sixth layer, using a two-
step approach. In the first step, a message bit is embedded into the ith LSB layer of the 
host audio using a novel LSB coding method. In the second step, the impulse noise 
caused by embedding is shaped in order to change its white noise properties. The 
standard LSB coding method simply replaces the original host audio bit in the ith layer 
(i=1,…,16) with the bit from the message bit stream. In the case when the original and 
watermark bit are different and ith LSB layer is used for embedding the error caused 
by embedding is 2i-1 (amplitude range is [-32768, 32767]). The embedding error is 
positive if the original bit is 0 and message bit is 1 and vice versa.  

A key idea of the proposed LSB algorithm is message bit embedding that causes 
minimal embedding distortion of the host audio. It is clear that, if only one of 16 bits 
in a sample is fixed and equal to the message bit, the other bits can be flipped in order 
to minimize the embedding error. For example, if the original sample value was 
0…010002=810, and the watermark bit was zero is to be embedded into 4th  LSB layer, 
instead of value 0…000002=010 that the standard algorithm would produce, the 
proposed algorithm produces a sample that has value 0…001112=710, which is far 
closer to the original one[3]. However, the extraction algorithm remains the same; it 
simply retrieves the message bit by reading the bit value from the predefined LSB 
layer in the embedded audio sample. 

In the embedding algorithm, the (i+1)th LSB layer (bit ai) is first modified by 
insertion of the present message bit. Then the algorithm given below is run. In a case 
where the bit ai need not be modified at all due to already being at correct value, no 
action is taken with the signal sample. The proposed embedding algorithm is 
implemented 4.1.1.In addition to decreasing objective measure as signal to noise ratio 
(SNR) value, in the second step of embedding the proposed method introduces noise 
shaping in order to increase perceptually transparency of the overall method. LSB 
watermark embedding in a silent or non-dynamic part of the audio sequence causes 
perceptible hissing noise as significant audio values are introduced where they did not 
exist in the host audio signal. In order to decrease these perceptual artifacts, the 
second part of the algorithm is executed. In our algorithm, embedding error is spread 
to the four consecutive samples, as samples that are predecessors of the current 
sample cannot be altered because information bits have already been embedded into 
their LSBs. Let e(n) denote the embedding error of the sample a(n), For the case of 
embedding into the 4th LSB layer, the next four consecutive samples of the host audio 
are modified according to these expressions:  

a(n+1)=a(n+1)+ |_e(n)_| 
a(n+2)=a(n+2)+ |_e(n)/2_| 
a(n+3)=a(n+3)+ |_e(n)/3_| 
a(n+4)=a(n+4)+ |_e(n)/4_| 

where |_A_| denotes floor operation that rounds A to the nearest integer less than or 
equal to A. Error diffusion method shapes input impulse noise, introduced by LSB 
embedding, by smearing it. The effect is most emphasized during silent periods of the 
audio signal and in fragments with low dynamics e.g. broad minimums or maximums. 
In these cases, there are several hundreds of samples with the same value (e.g. all 
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sixteen bits in a sample are zeros) and error diffusion method shifts the sample levels 
towards the mean value of expected additive noise. Therefore, the perceptual 
distortion is not as high as it would be without this step [3]. Both the steps jointly 
increase the subjective quality of stego object as noise made by LSB embedding has 
perceptually better-tuned distribution. The proposed LSB scheme thus tries to avoid 
large modification in the cover and robustness of embedding increases with the 
increase of the LSB depth used for hiding. 

3.1.1   Algorithm 
If bit 0 is to be embedded 

    if ai-1=0 then ai-1ai-2…a0=11…1 
   if ai-1=1 then ai-1ai-2…a0=00…0 and  
      ifai+1=0 then ai+1=1 
      else if ai+2=0 then ai+2=1 
       …  
      else if a15=0 then a15=1 
   else if bit 1 is to be embedded 
  if ai-1=1 then ai-1ai-2…a0=00…0 
  if ai-1=0 then ai-1ai-2…a0=11…1 and  
    
                        ifai+1=1 then ai+1=0 
      else if ai+2=1 then ai+2=0 
   … 
      else if a15=1 then a15=0 

3.2   Embedding Using Pixel Value Differencing Algorithm 

Hiding data in the LSBs of the samples of an audio is a common information hiding 
method that utilizes the characteristic of the human Auditory System to small changes 
in the audio. This simple LSB embedding approach is easy for computation, and a 
large amount of data can be embedded without great quality loss. The more LSBs are 
used for embedding, the more distorted result will be produced. Not all samples in an 
audio can tolerate equal amounts of changes without causing notice to a listener. In 
the PVD embedding method, the cover audio is simply divided into a number of 
samples. A flowchart of the proposed embedding method is sketched in Fig. 1. 

3.2.1   Quantization of Sample Differences 
A difference value d is computed from every two consecutive samples, say si and si1, 
of a given cover audio. Assume that the values of si and si1 are vi and v i1  
respectively, and then d is computed as v i - vi+1 which may be in the range from 0 to 
255 if 8 bit quantization is used. A block with d close to 0 is considered to be an 
extremely smooth block, whereas a block with d close to -255 or 255 is considered as 
a sharply edged block. By symmetry, we only consider the possible absolute values of 
d (0 through 255) and classify them into a number of contiguous ranges, say Ri where 
i =1,2,...n. These ranges are assigned indices 1 though n. The lower and upper bound 
values are li and Ri respectively, where li is 0 and ui is 255. The width of Ri is the 
selected range intervals are based on the human visual capability mentioned 
previously. 
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The widths of the ranges which represent the difference values of smooth samples are 
chosen to be smaller while those which represent the difference values of highly varying 
samples are chosen to be larger. That is, we create ranges with smaller widths when d is 
close to 0 and ones with larger widths when d is far away from 0 for the purpose of 
yielding better undistorted results. A difference value which falls in a range with index k 
is said to have index k. All the values in a certain range (i.e., all the values with an 
identical index) are considered as close enough. That is, if a difference value in a range 
is replaced by another in the same range, the change presumably cannot be easily 
noticed by human ears. Here some bits of the secret message is embedded into a audio 
samples by replacing the difference value of the block with one with an identical index, 
i.e., we change a difference value in one range into any of the difference values in the 
same range. In other words, in the proposed data embedding process, we adjust the 
sample values in each two sample pair by two new ones whose difference value causes 
changes unnoticeable to a listener of the stego-audio. 

3.3   Data Embedding and Extraction 

We consider the secret message as a long bit stream. We want to embed every bit in 
the bit stream into the sample pair of the cover audio. The number of bits which can 
be embedded in each block varies and is decided by the width of the range to which 
the difference value of the two samples belongs[2]. Given a sample pair B with index 
k and value difference d, the number of bits, say n, which can be embedded in this 
block, is calculated by Since the width of each range is selected to be a power of 2,the 
value of n=log 2 (uk – lk + 1) is an integer.  

 

 
Fig. 1. The data embedding process in PVD 
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3.3.1   Procedure 

1) Calculate the difference value di  between two consecutive samples pi  and 1+ip
for each block in the cover audio. The value is given by

 
 di=vi+1-vi 

2) Using id  to locate a suitable kR  in the designed range table, to compute

|)|min( ik duj −=
 
where ik du >= for all nk <=<=1  is the located range. 

3) Compute the amount of secret data bits t that can be embedded in each pair of two 

consecutive samples by iR . The value t can be estimated from the width w of jR   this 

can be defined by jwt 2log=   

4) Read t bits from the binary secret data and transform the bit sequence into a 

decimal value b. For instance, if bit sequence = 110 , then the converted value b = 6. 

5) Calculate the new difference value d to replace the original difference  

                                        
                 0 –            0                                                                              

6) Modify the values of pi and pi+11 by the following formula  

))(),(()','( 11 mfloorvmceilvvv iiii +−= ++  
if d is odd 

))(),(()','( 1 mceilvmfloorvvv iii +−=+ if d is even where 12/)'( +−= iddm  

Repeat Step 1-6 until all secret data are embedded into the cover audio, then the 
stego-audio is obtained.During the phase of secret extraction, the original designed 
range table is required. In the beginning, the same method in the embedding phase is 
used to partition the stego-audio into sample pairs. Then the difference value d for 

each pair of two consecutive samples pi*and *p   the stego-audio is calculated. Next, 

*id  is used to locate the suitable 1+iR  in Step 2 during the embedding phase. 

Therefore, *b  is obtained by subtracting jl  from *id . If the stego-audio is not 

altered, *b  is equal to b . Finally, *b  is transformed from a decimal value into a 

binary sequence with t bits, where jwt 2log= .  

The above equations satisfy the requirement that the difference between v’i and 
v’i+1 is d’. It is noted that a distortion reduction policy has been employed in 
designing for producing  v’i andv’i+1  from vi and vi+1 , so that the distortion caused by 
changing vi and vi+1  is nearly equally distributed over the two samples. The effect is 
that the resulting change is less perceptible. An illustration of the data embedding 
process is shown in Figure 2. In the inverse calculation, a smaller value of d’ produces 
a smaller range interval between v’i and v’i+1 while a larger d’ produces a larger 
interval. Some of the calculation may cause the resulting (v’i , v’i+1 ) to fall off the 
boundaries of the range [0,255] Although we may re-adjust the two new values into 
the valid range of [0, 255] by forcing a falling off boundary value to be one of the 
boundary values of 0 and 255, and adjusting the other to a proper value to satisfy the 
difference d’, yet this might produce some distortions. To solve this problem, a 
checking process is employed to detect such falling off boundary cases, and abandon 
the samples which yield such cases for data embedding[2]. The sample values of the 
abandoned blocks are left intact in the stego-audio. This strategy helps us to 



 Audio Steganography Using Modified LSB and PVD 17 

distinguish easily samples with embedded data from abandoned blocks in the process 
of recovering data from a stego audio. The proposed falling-off-boundary checking 
proceeds by producing a pair (v*

i and v*
i+1 ) by replacing m as m=(uk-d)/2. Since uk is 

the maximum   value in the range lk to uk   the resulting pair of v*
i ,v

*
i+1 ) produced by 

the use of  uk   will  yield the maximum difference That is, this maximum range 
interval (v*

i - v
*

i+1  )covers all over the ranges yielded by the other (v*
i ,v

*
i+1 ). So the 

falling off boundary checking for the block can proceed by only examining the values 
of (v*

i ,v
*

i+1 ) which are produced by the case of using uk If either v*
i  or v*

i+1 falls off 
the boundary of 0 or 255, we regard the block to have the possibility of falling-o ff, 
and abandon the block for embedding data. In addition, the inverse calculation in is 
designed in such a way that the inverse calculation can proceed directly or 
progressively. This property is useful for judging the existence of embedded data in 
each block in the data recovering process. Assume that blocks in stego audio has the 
values (vi ,vi+1 ) and that the difference d’ of the two values is with index k. we apply 
the falling off  boundary  the two  values is with index k. 

 

 
Fig. 2. Illustration of the data embedding process 

We apply the falling-off-boundary checking process to (v’i , v’i+1 ) by using

2/)'( dum k −=   and (v’’i , v’’i+1 ) is the resulting values We now want to prove 

that the resulting (v’’i , v’’i+1 ) are identical to the values (v*
i ,v*

i+1 )which were 

computed by 2/)'( dum k −=  in the embedding process The proof is as follows 

)),''(()''( 1,1, duvvfvv kiiii −= ++ )''),(( 1, duddvvf kii −+−= +                 

Also, the inverse calculation is designed in such a way that it satisfies the 

following property: )'')')(((),(( 1,),1 mmvvffmvvf iiii ++ =  for m=m’+m’’ 

The above result can be transformed further to be 

)')'),(()''),( 1,1, duddvvffduddvvf kiikii −−=−+− ++  

                                             = )'),(( 1, duvvf kii −+ )'',''( 1+= ii vv                                        
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This completes the proof. The above property shows that the results of both of the 
falling-off-boundary checking processes, one in data embedding and the other in data 
recovery, are identical. Note that in the recovery of the secret message from the stego-
audio using the previously described extraction process, there is no need of 
referencing the cover audio. 

4   Performance Analysis 

The goal of research is to develop quantitative measures that can automatically 
improve audio quality. The simplest and most widely used full-reference quality 
metric is the Signal to Noise ratio (SNR). Steganography capacity is the maximum 
message size that can be embedded subject to certain constraints. Tables 1 & 2 shows 
SNR values of different audios. We have randomly taken audios after embedding in 
those audios the SNR values are still around 40 db. Figures 3 to 6 shows the 
histogram analysis of original and embedded audios using two methods. Results show 
that quality is preserved in both methods. In audios 20 % embedding has done. 
Compared to LSB method PVD method can hold more secret data but LSB method 
shows high SNR value.  
 

Table 1. SNR value of different audios using 
PVD method 

Table 2. SNR value of different audios using 
LSB method 

 
 

 
Fig. 3. Histogram of original audio using 
PVD 

Fig. 4. Histogram of embedded audio using 
PVD 
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Fig. 5. Original audio using Modified LSB Fig. 6. Embedded audio using Modified LSB 

5   Conclusion and Future Work 

A new approach is proposed to resolve two problems of substitution technique of  
audio steganography. First problem is having low robustness against attacks which try 
to  reveal  the  hidden  message  and  second one  is  having  low robustness  against  
distortions  with  high  average  power. Substitution  algorithm will  try  to  embed  
the message bits in the deeper layers of samples and  other bits are altered  to decrease 
the error and  if alteration  is not possible  for any samples  it will  ignore  them. 
Using the proposed scheme, message bits could be embedded into vague and deeper  
layers  to achieve higher robustness. We tested the proposed algorithms with 5 music 
clips. The clips are sampled at 44.1 KHz with the length of about 1 minute and 
quantized by 8 bits.  The  performance of the proposed  scheme  in  terms of SNR  
(Signal to  NoiseRatio)and histogram is analyzed  and  listed  in Table 1 & 2 and  
Figures 3 to 6. In modified LSB method  the distortion are reduced  when  compared  
with  standard method and in PVD method the capacity of secret data that can be 
embedded is more.  In the future, more effective methods should be taken into 
account to further increase the embedding capacity and embedding should be done in 
live audio. 
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Abstract. The main objective of this paper is to propose a novel method for 
enhancing the Quality of Service (QoS) of multimedia applications in wireless 
adhoc networks. The enhancement is achieved by implementing a cross layer 
mapping algorithm, between application layer and Medium Access Layer where 
Connectionless Light Weight Protocol (UDPLite) is used in transport layer that 
supports multimedia applications. The Proposed method achieves 16% 
improvement in reduction of delay and 12.5% improvement in PSNR as 
compared to the conventional UDP Protocol under heavy traffic conditions. 

Keywords: Enhanced Distributed Channel Access, MANETs, PSNR, UDPLite, 
Video Streaming.       

1   Introduction 

Recent advancements in computing techniques have become an integral part of 
wireless communication networks. Mobile Ad hoc networks (MANETs) have 
emerged amid the unprecedented growth of Internet and are increasingly attracting 
attention because of its ability to connect across nodes without relying on pre-existing 
network infrastructure. The widespread emergence of real-time voice, audio and 
video applications, stimulates the successful development of viable technologies to 
provide these multimedia applications over mobile adhoc networks. The performance 
of MANET is affected by various factors such as mobility of node, battery life and 
routing protocols, topology change etc. Hence providing Quality of service for 
multimedia applications in adhoc networks is difficult. 

Quality of Service requirements of multimedia applications in adhoc networks 
have been supported by IEEE 802.11e standard. 802.11e defines four Access 
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Categories (ACs) with different transmissions priorities. The transmission priority is 
the probability of successfully earning the chance to transmit when individual ACs 
are competing to access the wireless channel. Higher the transmission priority, better 
is the opportunity to transmit. But in a wireless channel the unavoidable burst loss, 
due to excessive delays and limited bandwidth there are challenges for good 
transmission over wireless network.  

In this paper we argue that for 802.11e based adhoc networks, a partial checksum 
approach at the transport layer along with an adaptive cross layer mapping scheme 
between application layer and Medium Access Layer, can improve the performance 
of video transmission. In this paper an attempt has been made to get benefits of 
UdpLite along with cross layer approach. The rest of the paper is organized as 
follows. In this section 2 we discuss the aspects of an adaptive cross layer mapping 
algorithm and UdpLite. In this section 3 we discuss about proposed system. Section 4 
establishes system simulation model and Section 5 gives results to illustrate the 
performance while conclusion are drawn in section 6. 

2   UDPLite and Cross Layer Approach 

The quality of video can be increased by enabling the application layer to specify 
about the importance of packets and those packets can be preserved by the UDPLite 
protocol [1] in the transport layer along with Cross Layer Mapping approach. The 
notion of application-layer over transport-layer protection is not new and hence 
traditional real- time multimedia services have been realized as Realtime Transport 
Protocol (RTP) over User Datagram Protocol (UDP). User Datagram Protocol (UDP) 
is an unreliable protocol that is suitable for delay sensitive applications such as   real-
time media applications that are sensitive to network delays. UDPLite is an extension 
to UDP that even needs damaged data to be delivered rather than discarded by 
networks, so it allows partial checksums on multimedia data by enabling the 
applications to specify, the sensitive and insensitive parts of the multimedia stream on 
a per-packet basis. Errors in the sensitive part cause a packet to be discarded whereas 
an error in the insensitive part allows it to be delivered. The check sum is carried out 
on the sensitive part of the packet. UDP has a strict checksum where corrupted 
packets will be discarded if they contain any transmission errors. The UDPLite 
protocol allows the application to receive the corrupted packets instead of dropping 
them altogether. This is achieved by a partial checksum which only covers a fixed 
amount of sensitive data. Integrating UDPLite into existing UDP framework is 
simple. The length field in the UDP header is replaced by the coverage field, which 
signifies the number of bytes of the packet that are to be checksummed. With a 
checksum coverage value replacing the packet length, UDPLite packets are treated as 
classic UDP packets with the checksum enabled. To address security concerns and 
handle the multiplexing of other transport level flows, the packet header should 
always be checksummed. If corruption occurs in the Sensitive region or in the header, 
the packet is dropped at the receiver otherwise the packet is passed up to the 
application through the interface. 

 



   An Adaptive Cross Layer Design to Enhance Throughput for Multimedia Streaming 23 

Source Address 

         Destination Address 

Zero Proto UDP Length 

Source Port Destination 
Port 

CheckSum 
Coverage 

Checksum 

Fig. 1. The UDPLite Header 

The UDPLite protocol headers are shown in Figure 2. Shaded fields are the fields 
of the pseudo header provided by the IP layer, and white fields belong to the UDPLite 
header. The UDPLite checksum covers the conceptual IP pseudo-header in order to 
protect against misrouted packets. 

The Checksum Coverage field in the UDP Lite header denotes the number of 
octets (counting from the first octet of the header) that are covered by the checksum. 
The value of Checksum Coverage is zero indicating that the entire UDP-Lite packet is 
covered by the checksum. This explains that the value of the Checksum Coverage 
field MUST be either 0 or at least 8. The UDP Lite header and the IP pseudo-header 
are always verified by the checksum, which means that the least acceptable value of 
the coverage field is eight (the number of bytes in the UDP Lite header). A UDP-Lite 
packet with a Checksum Coverage value of 1 to 7 MUST be discarded by the 
receiver.  

Cross Layer Mapping Scheme 

From the Application Layer the video significance information is generated and  
transmitted to Enhanced Distributed channel access used in Medium Access Layer.  
In EDCA, packets arriving from Application layer and Transport layer (UDPLite 
layer) packets are tagged with four different user priorities and each priority is 
mapped to one of four Access Categories (ACs). The four different Access Categories 
(ACs) are Voice traffic, Video traffic, Best Effort traffic and Back Ground traffic that 
are represented as AC0, AC1, AC2 and AC3 respectively. Each AC maintains a local 
queue and an independent back off instance with a specific set of contention 
parameters. All ACs contend independently for access to the channel and internal 
collisions may occur, but are solved by allowing the AC with the highest priority to 
gain access to the channel. 

 

UDP lite 
header 

IP Pseudo-
header 
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Fig. 2. Architecture of adaptive mapping 

To achieve differentiation between Access Categories (ACs), Contention Window 
(CW) parameters such as CWmin and CWmax and Arbitrary Interframe Space (AIFS) 
are used. to Instead of waiting for the normal Differentiated Inter Frame Space (DIFS) 
time, each AC waits a specific AIFS time. Higher priorities have lower values of the 
Contention Window (CW) parameters and AIFS. This leads to a higher fraction of the 
capacity and lower delays since the channel access frequency is increased. An 
additional parameter is the Transmission Opportunity (TXOP) that specifies the 
length of time the channel is occupied by a station. Depending on this limit, one or 
several packets may be transmitted when an AC has acquired the channel. Priority 
differentiation used by EDCA ensures better service to high priority class while 
offering a minimum service for low priority classes. 

The AC with the smallest AIFS has the highest priority, and a station needs to 
defer for its corresponding AIFS interval. From Table 1 it is inferred that the smaller 
the parameter values (such as AIFS, CWmin and CWmax) the greater the probability 
 

Table 1. Default EDCA parameter set values 

Priority Access Category Designation AIFSN CWmin CWmax TXOPlimit

3 AC_VO Voice 2 (CWmin+1)/4-1 (CWmin+1)/2-1 0.003008

2 AC_VI Video 2 (CWmin+1)/2-1 CWmin 0.006016

1 AC_BE Best Effort 3 CWmin CWmax 0

0 AC_BK Background 7 CWmin CWmax 0
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to access the medium. Each Access Category within a station behaves like an 
individual virtual station, it contends for access to the medium and independently 
starts its backoff procedure after detecting the channel being idle for at least an AIFS 
period. When a collision occurs among different access categories within the same 
station, the higher priority access category is granted the opportunity to transmit, 
while the lower priority access category suffers from a virtual collision, similar to a 
real collision outside the station. 

In the cross-layer approach, the frames of the MPEG-4 video packets are 
dynamically mapped to the appropriate Access Category based on both the 
significance of the video frame and the network traffic load. Based on this Access 
Category the MPEG4 video packets are mapped dynamically to the appropriate 
Access Category (AC). Typically a MPEG video contains B-Frames, I-Frames and  
P-Frames. Loss of Important frames in MPEG4 video stream would degrade the 
delivered video quality, whereas loss of B-Frame doesn’t affect all the frames of 
Group of Pictures (GOP) but itself. Loss of I-Frame would cause all frames in Group 
of Pictures (GOP) to be undecodable. Based on the significance of the video frame, 
the channel access priorities are used to prioritize the transmission opportunity at the 
MAC layer are set with the I frame as the highest; the P frame below I but above B’s 
priority, and the B frame set at the lowest priority. Mapping probability defined as 
Prob_TYPE is assigned according to its coding significance of video data. This way 
the important video data is alloted to high priority AC queue in 802.11e MAC layer 
which has been discussed in [2]. If allocating a frame into a lower priority queue is 
inevitable, the transmission allocating probability of lower significant frames is higher 
than that of important video frames. When larger Prob_TYPE is assigned to less 
important video frames the MPEG4 downward mapping probability relationship of 
the video frame types become Prob_B> Prob_ and Prob_I, values lying between 0 and 
1. Moreover, to support dynamic adaptation to changes in network traffic loads,  
MAC queue length has been used as an indication of the current network traffic load. 
According to the IEEE 802.11e specification, when transmitted over an IEEE 802.11e 
wireless network, MPEG-4 video packets are placed in AC2 category which has 
better opportunity to access the channel than lower priority Access Categories (ACs). 
The tradeoff is, when the video stream increases, this queue rapidly jams and drops 
occur. So an adaptive, cross-layer mapping algorithm approach has been implemented 
and it is already discussed in [3].  This mapping algorithm re-arranges most recently 
received video packets into other available lower priority queues, while the AC2 
queue is getting filled. Two parameters, threshold_low and threshold_high which 
was denoted in [2] has been used predicatively to avoid the upcoming congestion by 
performing queue management in advance. The integrated function to introduce these 
two parameters in the cross layer mapping approach is in the following expression: 

Prob_New=Prob_Type *      qlen (AC[2]) - threshold_low

threshold_high - threshold_low  

In this function, the original predefined downward mapping probability of each 
type of video frame, Prob_TYPE, will be adjusted according to the current queue 
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length and threshold values, and about the result is a new downward mapping 
probability, Prob_New. The higher Prob_New, the greater the opportunity for the 
packet to be mapped into a lower priority queue. 

In the cross layer mapping approach when a video packet arrives, first the queue 
length of AC2 is checked and it is compared with values of threshold_high and 
threshold_low. If queue length is lower than the threshold_low (light load), the video 
data is mapped to AC[2] irrespective of the type of video data being transferred. But 
if the queue length is greater than the threshold_high (heavy video traffic load) the 
video data is directly mapped to lower priority queues, AC[1] or AC[0]. However if 
queue length of AC[2] is between threshold_high and threshold_low, the mapping 
decision considers both the mapping probability (Prob_TYPE) and the current 
buffering size condition of the queue. Hence, the video data packet will be mapped to 
different AC’s according to the calculated downward mapping probability. With such 
a priority scheme in mac layer along with UDPLite in Transport layer the 
transmissions are prioritized and the drop rate of video is minimized. 

3   Related Work 

EDCA has been improved by adjusting the parameter adaptively to channel state or 
congestion level in [4]. adaptive EDCA had been implemented, where the access 
point adopted the contention window based on the network congestions  was 
discussed in [5]. a two level protection had been applied for voice and video traffic by 
distributed admission control. The Budget calculation had been done in EDCA to 
protect existing video streams and the issue of bandwidth allocation for video streams 
had been investigated in [6]. The cross layer architecture was used which is based on 
the data partitioning and they have been associated to each partition within the access 
layer categories of EDCA was discussed in [7]. The macro and micro rate control 
schemes had been used at the application layer and network layer which uses 
bandwidth estimation and adaptive    mapping of packets using video classifications 
was discussed in [8]. A wireless video system had been built using the error resilient 
low bit rate video coder by implementing UDPlite and PPP lite in transport and link 
layer protocols for cellular video was discussed in [9]. The H.264 had been 
transmitted for video over an adhoc scenario using Udplite which has reduced 
retransmission using unequal error protection was discussed in [10]. A multimedia 
network asic design had been implemented which includes the characteristics of 
H.264 with Udplite to reduce packet loss was discussed in [11]. A distributed 
algorithm had been implemented for channel time allocation among multiple video 
streams, and they had investigated several heuristic packet pruning schemes for rate 
adaption of high definition video streams were discussed in [12]. A distributed rate 
allocation scheme had been implemented with a goal of minimizing the total video 
distortion of all peers without excessive network utilization was discussed in [13]. 
This scheme relied on cross-layer information exchange between MAC and 
application layers. A work had been done on 802.11e, where the parameters of MAC 
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layer had been adjusted to provide very good quality by adding UDPlite in transport 
layer was discussed in [14]. 

4   Proposed System 

The figure 3 depicts the main components of the system architecture for wireless 
media streaming. The media source which can be a real time encoder or pre 
compressed media file, generated media packets that are initially sent to the 
application layer buffer. Subsequently the UDPLite header is added by the transport 
layer, IP header is added by the network layer. The IP packet is sent to the 802.11e 
MAC layer and creates an MAC protocol data unit for wireless transmission. All 
packets are stored in link layer buffer. Similarly the above process is been reversed at 
the receiver end. 

 

Fig. 3. Multimedia Streaming System 

5   Simulation Results and Discussions 

A. Implementation and simulation setup of Cross Layer Mapping along with 
UDPLite. 

The simulation of Cross Layer Mapping approach along with UDPLite using NS2 
simulator has been done, and the performance of the received video at the receiver has 
been examined. We simulate a Cross Layer Mapping approach along with UDPLite 
over a ad-hoc network using the NS2 simulator. By exploiting the cross layer 
mapping approach, prioritization is done in the transmission of essential video data 
that improves the queue space utilization and also support dynamic adaptation for 
changes in network traffic loads. MAC queue is used as the indication of the current 
network traffic load. When video is transmitted over an IEEE 802.11e WLAN, 
MPEG4 video packets are placed in AC2 which increase efficiency of accessing 
channels when the video stream increases in the AC2 queue rapidly filled and 
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problems such as jams and drops occur. Inorder to overcome these problems, the 
proposed approach arranges most recently received video packets into other available 
lower priority queues. since UDPlite is used in the transport layer the packets, which 
are prone to errors due to radio channel variations are also delivered to the receiver by 
the UDPlite protocol in the transport layer, if the error has occurred in the payload. 
the corrupted packet will be discarded, if the error has occurred in the header.  

5.1   Simulation Topology 

The simulation is performed with 3 types of video sources like YUV QCIF (176 x 144) 
Foreman, Claire, Akiyo. Each video frame was fragmented into packets before 
transmission and the maximum packet size over the simulator network is 1000 bytes. 
Figure 4 presents the simulation topology in the experiment. There are eight ad hoc 
wireless nodes where one is video server and another is video receiver. The data rate of 
wireless link is 1Mbps.  

 

 

Fig. 4. Network topology used in simulation 

5.2   Experiments and Results 

In all simulation experiments the performance of 4 cases -MPEG4 UDP, MPEG4  
UDPLite, cross layer mapping with UDP and cross layer mapping with UDPLite  has 
been compared, for the video sequences. 

Delay 

Figure 5 represents the delay produced by cross layer mapping with UDP and cross 
layer mapping with UDPlite, Figure 6 represents the delay produced by MPEG4 UDP 
and MPEG4 UDPLITE while transmitting Foreman of 400 frames as video source. 
The delay produced by cross layer mapping with UDP is 0.72 sec because no priority 
is given for the video packet. 
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Fig. 5. Delay produced by cross layer mapping with UDP and cross layer mapping with 
UDPLite (Foreman) 

 

Fig. 6. Delay produced by MPEG4 UDP and MPEG4 UDPLITE (Foreman) 

Peak Signal Noise Ratio 

Similarly PSNR produced by cross layer mapping with UDP and cross layer mapping 
with UDPLite. Figure 7 represents the PSNR produced by cross layer mapping with 
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UDP and cross layer mapping with UDPLite while the video source transmitted is 
Foreman, Figure 8 represents the PSNR produced by MPEG4 UDP and MPEG4 
UDPLITE while the video source transmitted is Foreman. 

 

 

Fig. 7. PSNR produced by cross layer mapping with UDP and cross layer mapping with 
UDPLite (Foreman) 

 

 

Fig. 8. PSNR produced by MPEG4 UDP and MPEG4 UDPLITE (Foreman) 
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Fig. 9. (a). Original video frame (Foreman), (b). PSNR of MPEG4 with UDP, (c). PSNR of 
MPEG4 with UDPLITE, (d). PSNR of cross layer mapping with UDP, (e). PSNR of cross layer 
mapping with UDPLite. 

6   Conclusion 

Although, IEEE 802.11e EDCA has some features for QoS support it is not effective 
in providing priority to real time traffic such as delay sensitive video. By using 
dynamic mapping technique, video packets are mapped to the appropriate access 
category based on the significance of video data and network traffic load. Our 
proposed approach combines the benefits of UDPLite along with cross layer mapping 
thereby increasing the PSNR and decreasing the delay to a great extent. 
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Abstract. Memory cells have been protected from soft errors for more than a 
decade; due to the increase in soft error rate in logic circuits, the encoder and 
decoder circuitry around the memory blocks have become susceptible to soft 
errors as well and must also be protected. An attempt is made to implement the 
FPGA based fault-tolerant memory architecture which tolerates transient faults 
both in the storage unit and in the supporting logic (i.e., encoder, corrector, and 
detector circuitries) by using the Euclidean Geometry Low-Density Parity-
Check (EG-LDPC) code. This architecture is authorized in Verilog, behavior 
simulation using the ISE simulator and synthesis by using the synthesis Xilinx 
ISE 9.1. This is a new approach to design fault-secure encoder and decoder 
circuitry for memory designs and to identify and define a new class of error 
correcting codes whose redundancy makes the design of fault-secure detectors 
(FSD) particularly simple. 

Keywords: Encoder, Fault Tolerance, Memory, Decoder, Fault –Diagnosis. 

1   Introduction 

Electronic space provided by silicon (semiconductor memory) chips or magnetic/ 
optical media can be used as temporary or permanent storage for data and/or 
instructions to control a computer or execute one or more programs. The major 
drawback of these chips is the errors that occur i.e. both hard and soft errors. Hard 
errors are caused due to fabrication defects in the memory chip and cannot be 
corrected once they start appearing. On the other hand, Soft errors are caused 
predominantly by electrical disturbances. Error detection and correction techniques 
enable reliable delivery of digital data over unreliable channels by detecting and 
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correcting the errors introduced by the channel and thereby recovering the original 
transmitted information. The “Error Correction Code" (ECC) [1] or forward error 
correction (FEC) code[2] is one such method used to detect and correct for the errors 
introduced during storage or transmission of data. In this technique, redundant or 
parity data is added to a message such that the original information can be recovered 
by a receiver even when a number of errors (up to the capability of the code being 
used) were introduced. The code is embedded into the RAM and such RAM chips are 
called as ECC Memory. These ECC memory chips are predominantly used in servers 
rather than in client computers for protection and reliability. The servers contain 
several Gigabytes of RAM that operate 24 hours a day and the likelihood of errors 
cropping up in their memory chips is comparatively high. If the Memory errors are 
not corrected immediately, then the computer/server may eventually crash. When a 
client crashes, it normally does not affect other computers even when it is connected 
in  a network, but when a server crashes it brings the entire network down with it. 
Hence ECC memory is mandatory for servers but optional for clients when they are 
used for mission critical applications. Further, the code saves a lot of time as the 
receiver need not ask the sender for retransmission of data and hence a back-channel 
is not required.  Error-correcting codes are frequently used in simplex communication 
such as broadcasting, as well as for reliable storage in media such as CDs, DVDs, 
RAM and ROM. FEC codes such as low-density parity-check codes (LDPC) achieve 
 

 

 

Fig. 1. Fault-tolerant memory architecture, with parallel corrector 
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a remarkable performance with iterative decoding that is very close to the Shannon 
limit[3]. Consequently, these codes have become strong competitors to turbo codes 
for error control in many communication and digital storage systems where high 
reliability is required. LDPC codes can be constructed using random or deterministic 
approaches. In this paper  focus is made on Euclidean Geometric (EG) LDPC codes, 
which are constructed deterministically using the points and lines of a Euclidean 
geometry [1], [4]. The EG LDPC codes are cyclic and consequently their encoding 
can be efficiently implemented with linear shift registers. Minimum distances for EG 
codes are also reasonably good and can be derived analytically. Iteratively decoded 
EG LDPC codes does not have the serious error- floors that plague randomly-
constructed LDPC codes[5] as they do not have pseudo-code words of weight smaller 
than their minimum distance. For these reasons, EG LDPC codes are good candidates 
for use in applications like optical communications that require very fast encoders and 
decoders and very low bit error-rates. Hence, a fault tolerant memory architecture is 
implemented using the EG LDPC codes as depicted in Fig. 1. 

2   Fault –Tolerant Memory System 

The proposed memory system design (Fig. 1) can tolerate errors in any part of the 
system, including the storage unit and encoder and corrector circuits using the fault-
secure detector. For a particular ECC used for memory protection, let E be the 
maximum number of error bits that the code can correct and D be the maximum 
number of error bits that it can detect, and in one error combination that strikes the 
system, let ee, em, and ec be the number of errors in encoder, a memory word, and 
corrector, and let ede and edc be the number of errors in the two separate detectors 
monitoring the encoder and corrector units. In conventional designs, the system would 
guarantee error correction as long as em ≤ E and ee=ec=0. In contrast the system can 
correct any error combination as long as em ≤ E, ec +edc ≤D and em +ec +edc ≤ D. This 
design is feasible when the following two fundamental properties are satisfied: 

• Any single error in the encoder or corrector circuitry can at most corrupt a 
single codeword bit (i.e., no single error can propagate to multiple codeword 
bits). 

• There is a fault secure detector that can detect any combination of errors in 
the received codeword along with errors in the detector circuit. This fault-
secure detector can verify the correctness of the encoder and corrector 
operation. 

The information bits are fed into the encoder to encode the information vector, and 
the fault secure detector of the encoder verifies the validity of the encoded vector. If 
the detector detects any error, the encoding operation must be redone to generate the 
correct codeword. The codeword is then stored in the memory. During memory 
access operation, the stored code words will be accessed from the memory unit. Code 
words are susceptible to transient faults while they are stored in the memory; 
therefore a parallel corrector unit is designed to correct potential errors in the 
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retrieved code words. In our design all the memory words pass through the corrector 
and any potential error in the memory words will be corrected. Similar to the encoder 
unit, a fault-secure detector monitors the operation of the corrector unit. The entire 
circuitry is implemented using the flowchart given in Fig. 2. 

 

Fig. 2. Flow chart for fault-tolerant memory system 

3   Circuit Implementation 

Let I = (10, i1, i2----ik-1) be the k-bit information vector that will be encoded into an  
n-bit codeword, c= (c0, c1----cn-1). For linear codes, the encoding operation essentially 
performs the following vector-matrix multiplication: c=i. G, Where G is a k*n 
generator matrix. The validity of a received encoded vector can be checked with the   
Parity-Check matrix, which is a (n-k)*n binary matrix named H. The checking or 
detecting operation is basically summarized as s=c.HT. The (n-k) -bit vector s is called 
the syndrome vector. A syndrome vector is zero if c is a valid codeword, and nonzero 
if c is an erroneous codeword. Each code is uniquely specified by its generator matrix 
or parity-check matrix. A code is a systematic code if every codeword consists of the 
original k-bit information vector followed by n-k parity bits. With this definition, the 
generator matrix of a systematic code must have the following structure: G= [I:X] 
Where I is a k*k identity matrix and X is a k*(n-k) matrix that generates the parity-
bits. The advantage of using systematic codes is that there is no need for a decoder 
circuit to extract the information bits. The information bits are simply available in the 
first k bits of any encoded vector. A code is said to be a cyclic code if for any 
 



 Implementation of Fault Secure Encoder and Decoder for Memory Application 37 

codeword c, all the cyclic shifts of the codeword are still valid. A code is cyclic if 
the rows of its parity-check matrix and generator matrix are the cyclic shifts of their 
first rows. The minimum distance of an ECC, d, is the minimum number of code bits 
that are different between any two code words. The maximum number of errors that 
an ECC can detect is d-1, and the maximum corrections d/2. Any ECC is represented 
with a triple (n, k, d), representing code length, information bit length and minimum 
distance respectively.  

3.1   Encoder  

The cyclic ECC codes are converted into systematic codes using the procedure 
mentioned in [1, 6]. The Fig. 3 shows the systematic generator matrix to generate (15, 
7, 5) EG-LDPC code. The reason for selecting (15, 7, 5) among other LDPC codes is 
that the difference between number of errors detected and corrected should be 
minimum (1 bit).The encoded vector consists of information bits followed by parity 
bits, where each parity bit is simply an inner product of information vector and a 
column of X, from G=[I:X], for generating the matrix, we select a generator 
polynomial such that density in each row should be 5 according to LDPC code which 
is represented in binary form. The next step is to apply circular right shift to that row 
and continue until k times to get non systematic matrix. Now convert non systematic 
generator matrix to systematic generator matrix ie G= [I:P] by xor one row with any 
other row to see that only 5 ones are present.   

 

Fig. 3. Generator matrix for the (15, 7, 5) EG-LDPC in systematic format 

Fig.4 shows the encoder circuit to compute the parity bits of the (15, 7, 5) EG-
LDPC code. The  i= {i0,i1,i2----i6} is the 7-bit information vector and will be copied to 
(c0----c6) bits of the encoded vector, and the rest of encoded vector, the parity bits, are 
linear sums (XOR) of the information bits. If the building block is a two-input gate,  
then the encoder circuitry will take 22 two-input XOR gates. Each of the XOR gates 
generates one parity bit of the encoded vector. The codeword consists of seven 
information bits followed by eight parity bits. 
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Fig. 4. Structure of encoder circuit for the (15, 7, 5) EG-LDPC code 

3.2   Detector 

The core of the detector operation is to generate the syndrome vector, S=c.HT, which 
is basically implementing the following vector-matrix multiplication on the received 
encoded vector c and parity-check matrix H. Therefore each bit of the syndrome 
vector is the product of c with one row of the parity-check matrix. This product is a 
linear binary sum over digits of c where the corresponding digit in the matrix row is 1. 
This binary sum is implemented with an XOR gate. Fig. 5 shows the detector circuit 
for the (15, 7, 5) EG-LDPC code. Since the row weight of the parity-check matrix is 
ρ, to generate one digit of the syndrome vector we need a ρ -input XOR gate, or (ρ -1) 
2-input XOR gates. For the whole detector, it takes n (ρ -1) 2-input XOR gates. Note 
that implementing each syndrome bit with a separate XOR gate satisfies the 
assumption of Theorem I of no logic sharing in detector circuit implementation. An 
error is detected if any of the syndrome bits has a nonzero value. The final error 
detection signal is implemented by an OR function of all the syndrome bits. The 
output of this -input OR gate is the error detector signal. 
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Fig. 5. Fault-secure detector for (15, 7, 5) EG-LDPC code 

3.3   Corrector 

For high error rates, the corrector is used more frequently and its latency can impact 
the system performance. Therefore we can implement a parallel one-step majority 
corrector which is essentially n copies of the single one-step majority-logic corrector. 
All the memory words are pipelined through the parallel corrector. This way the 
corrected memory words are generated every cycle. The detector in the parallel case 
monitors the operation of the corrector, if the output of the corrector is erroneous; the 
detector signals the corrector to repeat the operation. Faults detected in a nominally 
corrected memory word arise solely from faults in the detector and corrector circuitry 
and not from faults in the memory word. Since detector and corrector circuitry are 
relatively small compared to the memory system, the failure rate of these units is 
relatively low. Assuming our building blocks are two-input gates, γ number of  
ρ -input parity-check sums will require (γ*ρ-1) two-input XOR gates. The size of the 
majority gate is defined by the sorting network implementation. The parallel 
implementation consists of exactly n copies of the serial one-step majority- logic 
corrector. 
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Fig. 6. Parallel corrector 

3.4   One-Step Majority-Logic Correction  

It is the fast and relatively compact error-correcting technique [1]. There is a limited 
class of ECCs that are one-step-majority correctable which include type-I two-
dimensional EG-LDPC. The procedure identifies the correct value of each bit in the 
codeword directly from the received codeword; this is in contrast to the general 
message-passing error correction strategy (e.g., [5]) which may demand multiple 
iterations of error diagnosis and trial correction. Avoiding iteration makes the 
correction latency small and deterministic. This technique can be implemented 
serially to provide a compact implementation or in parallel to minimize correction 
latency.  

This method consists of (1) Generating a specific set of linear sums of the received 
vector bits and (2) Finding the majority value of the computed linear sums. A linear 
sum of the received encoded vector bits can be formed by computing the inner 
product of the received vector and a row of a parity-check matrix. This sum is called 
Parity-Check sum. The core of the one-step majority-logic corrector is generating γ 
parity-check sums from the appropriate rows of the parity-check matrix. The one-step 
majority logic error correction is summarized in the following procedure. These steps 
correct a potential error in one code bit let’s say, e.g. cn-1. 

• Generate γ parity-check sums by computing the inner product of the received 
vector and the appropriate rows of parity-check matrix. 

• The γ check sums are fed into a majority gate. The output of the majority 
gate corrects the bit cn-1by inverting the value of if the output of majority gate 
is “1”. 
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The circuit implementing a serial one-step majority logic corrector for (15, 7, 5) 
EG-LDPC code is shown in Fig.7. This circuit generates γ parity-check sums with γ 
XOR gates and then computes the majority value of the parity-check sums. Since 
each parity-check sum is computed using a row of the parity check matrix and the row 
density of EG-LDPC codes are ρ, each XOR gate that computes the linear sum has ρ 
inputs. 

 

Fig. 7. Serial one-step majority logic corrector structure to correct last bit (bit14th) of 15-bit 
(15, 7, 5) EG-LDPC code 

The single XOR gate on the right of Fig. 7 corrects the code bit c n-1 using the 
output of the majority gate. Once the code bit c n-1 is corrected, the codeword is cyclic 
shifted and code bit c n-2 is placed at c n-1 position and will be corrected. The whole 
codeword can be corrected in n rounds. If the fault rate is low, the corrector block is 
used infrequently; since the common case is error-free code words, the latency of the 
corrector will not have a severe impact on the average memory read latency. The 
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serial corrector must be placed off the normal memory read path. The memory words 
retrieved from the memory unit are checked by detector unit. If the detector detects an 
error, the memory word is sent to the corrector unit to be corrected, which has the 
latency of the detector plus the round latency of the corrector. 

4   Results Analysis 

The behavioral simulation waveform for the fault secure encoder is shown in Fig.8. In 
Fig.8, the input is information i(k-bit) vector and output is the c(n-bit)encoded 
codeword.  

 

Fig. 8. Behavioral simulation waveform for the fault secure encoder 

The behavioral simulation waveform for the fault secure memory system is shown 
in Fig.9. In Fig.9 inputs are I(k-bit) (information vector), clk, wen(write enable), 
ren(read enable), and e (error vector) is to introduce an error. In this detector output  d 
which detects the errors in the encoded code word. First information vector is given to 
encoder it gives encoded vector as an output which is n-bit length. This encoded 
vector is given as input to the detector. If any error is present in the encoded code 
word the detector output is ‘1’ else ‘0’ encoded codeword is correct. The correct 
encoded codeword is given to the memory  when ‘wen’ is ‘1’(high) data is write into 
memory in a perticular address location, here address line is the information vector. 
when ‘ren’ is high data is read and given as an output of memory. The memory output 
is combination of coded vector and error vector. This memory output is given as an 
input to the corrector which corrects the suspected coded word. This corrected coded 
word is given to the detector to check whether coded word is correct or not.At the 
corrector side detector sinal is ‘md’. The above action is observed by signal ‘ed’ 
where ‘ed’ is the output of the detector before corrector. 
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Fig. 9. Behavioral simulation waveform for the fault-tolerant memory system 

The above results prove that the procedure adopted for recognizing and correcting 
the faults is being done with much accuracy and speed.  The method can be extended 
to achieve much higher speeds and redundancy in nano memory cells.   

5   Conclusion and Future Scope 

The FPGA implementation of fault tolerant memory architecture will tolerate the 
transient faults both in the storage unit and in the supporting logic (i.e., encoder, 
corrector and detector circuitries). The potential transient errors in the encoder or 
corrector output can be corrected by the detect-and-repeat technique. This new 
technique also takes less area and time compared to other ECC/FEC techniques as 
there is no need of decoder. Efforts can be made to use nano memory which provides 
smaller, faster, and lower energy devices which allow more powerful and compact 
circuitry in the near future.  
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Abstract. Wireless Sensor Networks, are made of low-cost, low-power, small 
in size, and multifunctional sensor nodes. The efficient energy utilization is one 
of the important performance factors for wireless sensor networks survivability 
be-cause nodes operate with limited battery power. In this paper we propose 
and analyze a new approach of zone based clustering head selection algorithm 
for wireless sensor network of homogeneous nodes. Nodes in the network are 
uniformly distributed. In this clustering algorithm, network performance is 
improved by selecting cluster heads on the basis of the residual energy of 
existing cluster heads, and nearest hop distance of the node. In this paper we 
evaluate various performance metrics like energy consumption, network life 
time, number of channel heads metrics in each round and compare these with 
respect to random algorithm i.e. LEACH. We conclude that proposed protocol 
effectively extends the network lifetime without degrading the other critical 
overheads and performance metrics. 

Keywords: Wireless Sensor network, Zone, Clustering Algorithm, Residual 
Energy. 

1   Introduction 

A sensor network consists of a large number of very small nodes that are deployed in 
some geographical area. The purpose of the network is to sense the environment and 
report what is happening in the area in which it is deployed. These tiny sensor nodes, 
which consist of sensing, data processing, and communicating components, leverage 
the idea of wireless sensor networks [1]. Due to recent technological advances, the 
manufacturing of small and low cost sensors became technically and economically 
feasible. The sensing electronics measure ambient conditions related to the environ-
ment surrounding the sensor and transform them into an electric signal. Processing 
such a signal reveals some properties about objects located and/or events happening 
in the vicinity of the sensor [2]. Sensors have the ability to communicate either among 
each other or directly to an external base-station. A greater number of sensors allows 
for sensing over larger geographical regions with greater accuracy. Each sensor node 
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comprises sensing, processing, transmission, mobilization, position finding system, 
and power units. Despite the innumerable applications of WSNs, these networks have 
several restrictions, e.g., limited energy supply, limited computing power, and limited 
bandwidth of the wireless links connecting sensor nodes. 

The main constraint in designing a routing protocol in WSNs is limited power of 
sensor nodes that mandates the design of energy-efficient communication protocol. 
There are many protocols proposed for other wireless networks like mobile or ad-hoc. 
However, these protocols cannot be used directly due to resource constraints of sensor 
nodes like limited battery power, computational speed, and human interface of node 
device and density of nodes in network. Much research has been done in recent years, 
but even after many efforts, there are still many design options open for improvement. 
Thus, there is a need of a new protocol scheme, which enables more efficient use of 
energy at individual sensor nodes to enhance the network survivability. In this paper, we 
analyze energy efficient homogeneous clustering head selection algorithm for WSN. 
We first describe the protocol and then we provide simulation results in MATLAB [9] 
and determine performance analysis of given protocol compared with benchmark 
clustering algorithm LEACH. 

The paper is organized as follows. Section 2 summarizes the related previous 
works Section 3 discusses the basic radio energy model. Section 4 describes the 
proposed homogeneous clustering algorithm. Simulation results are presented in 
section 5 Comparisons with random LEACH algorithm in section 6. Conclusions and 
suggestions for future work are given in section 6. 

2   Related Work 

Routing is a process of determining a path between source and destination upon re-
quest of data transmission. A variety of protocols have been proposed to enhance the 
life of WSN and for routing the correct data to the base station. Battery power of 
individual sensor nodes is a precious resource in the WSN [3]. For example, the 
power consumed by a Berkeley mote to transmit 1-bit of data is equivalent to the 
computation of 800m instructions. When the battery power at a sensor node expires, 
the node is called as a dead node and the sensor node discontinues its operations in 
the network. 

In general, routing in WSN can be divided into flat-based routing, hierarchical-
based routing, and location-based[10] routing depending on the network structure. 
In flat-based routing, all nodes are typically assigned equal roles or functionality. In 
hierarchical-based routing, however, nodes will play different roles in the network. In 
location-based routing, sensor nodes positions are exploited to route data in the  
network. 

Hierarchical routing performs energy-efficient routing in WSN, and contributes to 
overall system scalability and lifetime. In a hierarchical architecture, sensors organize 
themselves into clusters and each cluster has a cluster head, i.e. sensor nodes form 
clusters where the low energy nodes are used to perform the sensing in the proximity of 
the phenomenon. For the cluster based wireless sensor network, the cluster information 
and Cluster Head (CH) selection are the basic issues. The cluster head coordinates the 
communication among the cluster members and manages their data [11]. 
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According to the manner the data are collected, cluster based WSNs are classified 
into three broad categories namely (i) homogeneous sensor networks, (ii) hetero- 
geneous sensor network, (iii) hybrid sensor network. 

 

(i) In the homogeneous sensor networks, all the sensor nodes and base stations are 
identical in terms of hardware capability and initial battery power. In this method, the 
static clustering elects cluster heads (CH) only once for the entire lifetime of the net-
work. This results in overload on cluster heads. As proposed in LEACH [4], the role 
of cluster heads is randomly and periodically rotated over all the nodes to ensure the 
same rate of dissipation of battery power for all the sensor nodes.  

(ii) Heterogeneous sensor networks, has two or more different types of sensor nodes 
with different hardware capabilities and battery power are used. The sensor nodes 
with higher hardware capabilities and more battery power compared to other sensor 
nodes act as cluster heads and perform as a normal sensor node.  

(iii) In hybrid sensor networks several mobile base stations work cooperatively to 
provide fast data gathering in a real-time manner.  

 
Low-energy adaptive clustering hierarchy (LEACH) is a popular energy-efficient 

adaptive clustering algorithm that forms node clusters based on the received signal 
strength and uses these local cluster heads as routers to the base station [7]. LEACH 
is an application-specific data dissemination protocol that uses clusters to prolong the 
life of the wireless sensor network. LEACH utilizes randomized rotation of local 
cluster heads to evenly distribute the energy load among the sensors in the network 
[4]. LEACH uses three techniques namely (i) randomized rotation of the cluster heads 
and corresponding clusters, (ii) localized coordination and control for cluster set-up 
and operation, and (iii) local compression to reduce global communication. LEACH 
clustering terminates in a finite number of iteration, but does not guarantee good 
cluster head distribution and assumes uniform energy consumption for cluster heads.  

The author in [8] has proposed a theoretical model for energy efficient routing in 
homogeneous sensor network but did not implement and evaluate the performance of 
the protocol in any simulator. In this study we consider the impact of the model and 
its behavior with respect to benchmark LEACH protocol. Our paper has highlighted 
the practical implementation of protocol in MATLAB and determines various 
performance metrics like energy consumption, network lifetime, number of cluster 
heads in each round. 

3   Network and Energy Consumption Model 

We assume that the energy consumption of the sensor is due to data transmission and 
reception. Cluster head consume energy for the data aggregation before it sends the 
data to BS. We use the same radio model as stated in [4] and shown in Figure 1, using 
this model the energy consumed in transmitting one message of size k bits over a 
transmission distance d, is given by 

ETx(k,d)=k(Eelec + εAMPd
λ
)= Eelec  k + kεAMPd

λ,
, 
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where     k=length of the message,  
     d=transmission distance between transmitter and 
      receiver, Eelec= electronic energy, 

 εAMP=transmitter    

 amplifier, λ= Path Loss   
 (2<=λ<=4), 

Also, the energy consumed in the message reception is given by 
      E

rx = E
elec  k,

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Energy Model for algorithm 

4   The Proposed Homogeneous Clustering Algorithm [8] 

4.1   Basic Assumptions for the Clustering Algorithm  

• Number of nodes in network are 100.   
• The base station (BS) is located outside the deployed area and fixed.   
• All nodes can send data to BS.   
• The BS has the information about the location of each node.  
• Data compression is done by the Cluster Head.   
• Data Compression energy is different from the reception and transmission.   
• In the first round, each node has a probability p of becoming the cluster head.   
• A node, which has become cluster head, shall be eligible to become cluster 

head after 1-1/p rounds.  
• All nodes are of same specification.  
• All nodes in the network are having the same energy at starting point and 

having maximum energy.   
• All nodes consume same energy for transmission and reception.  
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• Energy of transmission depends on the distance (source to destination) and 
data size.   

• Nodes are uniformly distributed in network.  

4.2   Proposed Algorithm  

The proposed algorithm works in round. Each round has the setup and transmission 
phase. 

 
Setup phase:  

1. Network is virtually divided in grid of 6 rectangles 

 

Fig. 2. Homogeneous Network with 100 nodes 

1. All nodes send data to BS about their location.   
2. Nodes belonging to a rectangle create a group called pre-cluster.  

 
 
 
 
 
 
 
 

 
 
 
 

Fig. 3. Precluster 

3. A random node from the pre-cluster is selected as cluster head. 
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.  

Fig. 4. Cluster head 

4. Selected cluster head sends advertisement of their cluster as joining request to all 
other nodes in the network.  

 

Fig. 5. Selected cluster head send JOIN request to all other node in network 

 
5. On the basis of the distance the nodes select one cluster head, which is most near to 

it.   
6. The nodes send confirmation by ACK to cluster head. And final cluster 

formation is done.  

 
Fig. 6. Final Cluster formation 
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7.     The node of a pre-cluster may lie in another final cluster. 
 

Transmission Phase 
Nodes send the sensed data to the Cluster Head and CH performs aggregation and 
compression on data and sends it to Base Station. 

 
New Cluster Head (CH) Formation  
New CH is selected by checking the residual energy of cluster head. If the energy of 
the current CH is less then threshold level, new CH is selected. New CH is to be 
selected depending on the following criteria: 

• A node has not become a CH for the past (1-1/p) round.   
• The node is having the maximum residual energy in the cluster.   
• The node, which is nearest to existing cluster head in cluster.  

5   Performance Evaluations 

The performance analysis of above routing protocol is evaluated with the MATLAB. 
Then the protocol is compared to the LEACH algorithm (in which cluster selection is 
done by random selection) in terms of the network lifetime. 

5.1   Simulation Parameter 

Table 1. Simulation Parameters 

Parameter Values
Simulation Round 2000
Topology Size 200 X 200

Number of nodes 100
CH probability 0.5
Initial node power 0.5 Joule

Nodes Distribution Nodes  are  uniformly distributed

BS position Located at (100,250)
Energy for Transmission (ETX) 50*0.000000001 Joule
Energy for Reception (ERX) 50*0.000000001 Joule
Energy for Data Aggregation 5*0.000000001 Joule  

 

5.2   Simulation Result  

1. Energy Consumption: -We simulated the proposed and random algorithm 
(LEACH) for 10 times and determined the cluster with the maximum 
number of nodes. We calculated the energy for the control packet size 
(ctrPack-etLength) of 100 bytes.  
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Power consumption in random selection method for cluster head is 
    E consume=Energy for the reception of data for all nodes in cluster 
               + Send the CH information to Base station. 

                                   =(ERX*ctrPacketLength *N) 
                                   + EDA 
                                   + (ETX * ctrPacketLength + Emp* ctrPacketLength) 
 

(* λ Is path loss and we consider the same path loss for all the nodes. Path Loss can 
be in the range 2 to 4) (In the simulation we assumed path loss as 3.) 

2. Network Life Time: -Number of rounds when first node is dead. In the random 
selection method cluster head selection in each round is done on the basis of 1/p, 
but not on the basis of residual energy.  

 

Table 2. Simulation result  

 
 

 
Fig. 7. Energy consumption of nodes for cluster selection  
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The cluster head is determined by the following function: - 
Pt if n €€  G  

T(n)    = ______________ 
1-Pt.(r.mod i/Pt)

2
 

 
0, Otherwise 

 

Where Pt is the desired percentage of cluster heads, r is the current round number; 
G is the set of nodes that have not been cluster-heads in the last 1/Pt rounds. 

When a node is dead in the network it will not be the part of the network. It shows 
that if a dead node occurs in early rounds of the algorithm, this may affect lifespan of 
the network or drag towards the early dead of all nodes. 

Table 3. Network Life Time  

No.of Round in
which  first  dead  node No.   of   Round   in   which

No. of occur in random first   dead   node   occur   in
Simulation selection  selection

1 516 745
2 552 792
3 541 683
4 494 782
5 511 743
6 520 740
7 535 692
8 549 699
9 562 763

10 501 635

proposed
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3. Energy Consumption with varying message size:- We simulated with the 

maximum number of node that is 46 in random selection and 27 in the pro-
posed method with different message size; energy consumption is shown in 
following table.  

Table 4. Energy Consumption for cluster head selection for different message size 
 

 Energy Consumed in Random Energy Consumed in Pro- 
Message size in Byte Selection J/mS posed Selection J/mS 

1000 235.0005001 140.0005001 
2000 470.0005003 280.0005003 
3000 705.0005004 420.0005004 
4000 940.0005005 560.0005005 

5000 1175.000501 700.0005007 

6000 1410.000501 840.0005008 
7000 1645.000501 980.0005009 

8000 1880.000501 1120.000501 

9000 2115.000501 1260.000501 

10000 2350.000501 1400.000501 

 

Fig. 9. Energy Consumption for different message size 

6   Conclusion and Future Work 

Energy consumption is the main design issue in routing of wireless Sensor Network. 
We concluded that energy consumed for the cluster head selection is less in the pro-
posed algorithm, which directly shows the increased network survivability. Further 
the network lifetime of the proposed algorithm has greater span than the LEACH 
protocol. We have also determined the impact of message length in the energy 
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consumption. Since energy assumption increases with the message size, so if the 
message length can be decreased the residual energy of node is more and it increases 
the lifetime of the node and that directly increase the life of network. The proposed 
algorithm is for the homogeneous network and we propose to extend this work for the 
heterogeneous network. 
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Abstract. As an affordable alternative solution for the current generation last 
mile wireless communication network access, the FSO – Free Space Optical 
Communication has vast development in supporting of FSO communication.  The 
primary advantages of FSO system are the license free optical nodes, higher data 
rates, easy to install with less expensive setup. However, obtaining the reliable 
communication link and higher bandwidth rate still having some difficulties due 
to environmental interferences. These difficulties plays important role in 
designing of a strong and high efficient FSO network. In this paper, we propose 
new approaches based on mixed Integer Programming formulations to design 
optimized FSO network structure to improve the link availability and high data 
rate, and also considered the allocation of limited bandwidth. In our analyses 
result provide right directions to design high efficient reconfigurable FSO 
network design. 

Keywords: FSO network structure, Bandwidth, FSO routing, FSO network 
design. 

1   Introduction 

The global telecommunications network has seen massive expansion over the last few 
years. First came the tremendous growth of the optical fiber long-haul, wide-area 
network (WAN), followed by a more recent emphasis on metropolitan area networks 
(MANs). Meanwhile, local area networks (LANs) and gigabit ethernet ports are being 
deployed with a comparable growth rate. In order for this tremendous network capacity 
to be exploited, and for the users to be able to utilize the broad array of new services 
becoming available, network designers must provide a flexible and cost-effective 
means for the users to access the telecommunications network. Presently, however, 
most local loop network connections are limited to 1.5 Mbps (a T1 line). As a 
consequence, there is a strong need for a high-bandwidth bridge (the “last mile” or 
“first mile”) between the LANs and the MANs or WANs. A recent New York Times 
article reported that more than 100 million miles of optical fiber was laid around the 



56 R. Srinivasan and A. Vijayaraj 

world in the last two years, as carriers reacted to the Internet phenomenon and end 
users’ insatiable demand for bandwidth. Despite the huge investment in trenching and 
optical cable, most of the fiber remains unlit, 80 to 90% of office, commercial and 
industrial buildings are not connected to fiber, and transport prices are dropping 
dramatically. Free Space Optics (FSO) systems represent one of the most promising 
approaches for addressing the emerging broadband access market and its “last mile” 
bottleneck. Free Space Optics (FSO) systems offer many features, principal among 
them being low start-up and operational costs, rapid deployment, and high fiber-like 
bandwidths due to the optical nature of the technology [19].  

The optical link can reach 1 Gbps or more to support wide bandwidth range over a 
long distance communication; Due to above characteristics the optical network will 
offer wide range of directions for new era communication. Let us have a situation, i.e., 
it’s too difficult to setup optical fibres and also we have to go for huge budget, time to 
setup, even though RF wireless structure its not supporting higher bandwidth, and also 
less secured. An FSO structured network using Biphase shift keying method can 
interconnect multiple wireless LANs using IEEE 802.11 without modulating and 
demodulating radio signals [1], [5]. A basic FSO system is illustrated in Figure 1. 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. 

Even though the FSO structure supporting high bandwidth, long distance cost 
efficient communication the environmental factors such as weather related factors like 
fog, rain, clouds and high density obstacle like high density clouds and buildings 
remain great challenges to reduce and may limit the data rate and availability of link 
through LOS(Line of Sight)[8]. For example, the primary challenge to FSO-based 
communications is dense fog. Rain and snow have little effect on FSO technology, but 
fog is different. Fog is vapor composed of water droplets, which are only a few 
hundred microns in diameter but can modify light characteristics or completely hinder 
the passage of light through a combination of absorption, scattering, and reflection. 
The primary answer to counter fog when deploying FSO-based optical wireless 
products is through a network design that shortens FSO link distances and adds 
network redundancies. FSO installations in extremely foggy cities such as San 
Francisco have successfully achieved carrier-class reliability [1] 

Recent surveys and research schemes having lot of directions to overcome LOS 
line of sight problems with low bit-error-rate (BER) performance in FSO 
communication system under severe interference conditions [9]. But the increasing of 
laser power can solve this problem upto some extent. When the optical transmitter 
reaching maximum power limit, we have to decrease the bandwidth or transmission 
distance of the physical links which are under severe weather conditions such as 
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heavy fog which will lead to do some modifications in logical and physical structures 
of FSO networks, due to above reason the efficiency and performance of Free Space 
Optical network will be affected. So, our idea of improving optimum structure of FSO 
network in the topological level. That we discussed in this paper. 

The rest of the paper, in part II, we reviewed the problems related with FSO 
network structure management while implementing our ideas. Part III and IV we 
represented the integer programming models to design optimized FSO network 
structure. In Part V, we discussed about the all other issues like reconfiguration, 
reliability and other challenges in design of FSO network structure. Finally we 
concluded the paper in final section. 

2   Optical Wireless Network Structure – Design and Management 

The wired network structure well studied for this purpose including multiplexing 
techniques especially WDM (wavelength division multiplexing) [10], [12]. Since the 
physically connected optical communication networks establishes direct transmission 
path through the fibre optic cables which combines both physical and logical network 
structure. However, in case of FSO design, the weather conditions, transmission length 
etc., plays important role in deciding the quality of service through the link availability, 
and high data rates. With this, the wireless network radio frequency transmissions (ref: 
IEEE802.11), a transmitted signal in FSO system can able to reach one specified 
receiver (LOS), and no issues about hidden terminal problem[13]. Based on this, we 
have to analyze both physical and logical architecture design, and wireless related 
algorithms cannot be directly used to design FSO network. 

While the majority of research in optical wireless literature has focused on the 
physical components, modulation and coding schemes (for example, [1], [5], [14]), 
network structure design is generating increased attention recently [15]–[18]. The 
study in [15] presented network structure control heuristics to jointly minimize 
congestion and cost by defining a weighting formulation for specifying preferences in 
the physical or network layer in 2-degree Free Space Optical (FSO) ring networks. 
Given the nature of heuristic algorithms, this work does not guarantee any optimal 
topologies and is limited to ring network structure without consideration of multi-hop 
routing in mesh topologies with diverse node degrees (e.g., ≥ 2). The authors of [16], 
[17] considered network structure control and routing in a model with limited number 
of transceivers at each node. In [18], the authors developed cross layer heuristics to 
design FSO network structure control (without routing) in bi-connected networks by 
using the Bit Error Rate as the weight of each link. However, none of previous work 
considered the availability of the physical FSO link when designing the network 
structure. In addition, previous work assumes one request either is 100% satisfied or 
blocked without considering how to split or partially satisfy a traffic request 
(constrained by a lower bound) by effectively designing both the physical and logical 
FSO network topologies, which does not take full advantage of the benefits of FSO 
system. In this paper we for the first time, conduct a comprehensive study on 
optimizing physical and logical network structure design in FSO network while taking 
into the link availability, splittable flow and partial bandwidth allocation into 
consideration. As to be described in next sections, we develop mixed Integer 
Programming formulations to model the network structure design problems. 
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3   Design in Physical Level Structure 

For example, In designing of FSO network structure in a city with number of 
connection originating or terminating building for the traffic and also other buildings 
which is not part of any connectivity also should be considered to ensure Line of Sight 
(LOS), In other words, though some buildings may not join the FSO network, they 
could stand in-between of the buildings joined the network and hence hampering the 
creation of some potential FSO links1. Hence, when using FSO, each building is 
eligible for connecting to only a subset of the buildings that have line of sight and 
locate within a specified maximum transmission range. In fact, the limited number of 
transceivers due to cost concerns at each FSO node and requiring line-of-sight between 
the senders and the receivers prevent the setup of a direct physical FSO link between 
all node pairs. The scalability problems can also arise when connecting N FSO nodes 
with N−1 transceivers at each node, and O (N2) FSO links in the whole network. 
Furthermore, the available bandwidth on each physical FSO link depends on the 
distance between the nodes. Hence, the selection of FSO links to be established is very 
critical as that affects the robustness and performance of the FSO system. This problem 
is referred as physical network structure design. The physical design problems can be 
formulated as follows: assume that the FSO network having N nodes and the location, 
signal interference/weather condition, distance between each node pair, and the 
number of transceivers at node i, ∇i, are given 2; then the problem is how to design a 
physical network structure that achieves optimum performance in terms of network 
capacity or accommodating more traffic demands. At the same time any  
    For instance, given buildings A and C are in the FSO network and B is not, we 
cannot create a direct FSO link from A to C if B blocks the line of sight between A 
and C. Building A has to rely on other buildings in the network to reach Building C. 
node that may generate or receive traffic cannot be isolated from the FSO network. 
To comprehensively model the problem of physical network structure design, for each 
node pair (i, j), we define Λi,j as the potential effective link bandwidth if one FSO 
link is established between node i and j, which can be determined as Equation (1). 

 

,i j =Λ                      (1) 

 
 

 

where ρi,j is the probability that the FSO link between node i and j operates at normal 
condition with link bandwidth of Bi,j . The bandwidth of the FSO link can degrade to 
Fi,j under interferences such as fog, which occurs with probability 1 − ρi,j. With the 
definition of effective link bandwidth, we can model the problem of physical network 
structure design by using following formulations. 

A. Notations 

N:  the number of nodes in the FSO network; ∇i:  the number of transceivers at node i; 
Λi,j :  the potential effective link bandwidth between node i and j; 
Li,j :  1, if there is a physical FSO link in the FSO network, and 0 otherwise; 
γi,j :  the actual link bandwidth between node i and j in the FSO network.. 

0 if no line-of-sight between node i and j; 
0 if node I is too far away from node j; 
ρi,j Bi,j+ (1- ρi,j ) Fi,j otherwise 
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B. Integer programming formulations(IPF) 
The main objective is to improve the available bandwidth of the whole FSO network 
as shown in Equation (2) and the secondary objective is to maximize the minimum 
available bandwidth of individual FSO link as in Equation (3). 

Maximize ,
,

i j
i j

ϒ∑      (2) 

Maximize min
i,j

  ,i jϒ      (3) 

The following constrains are also required. Equations (4) and (5) are the 
transceivers constraint at each FSO node; Equations (6) and (7) ensure that each node 
has at least one physical link connected to the FSO network; The actual link bandwidth 
between node i and j is specified in Equation (8). 

 

,i j j j
i

L ≤ ∇ ∀∑    (4)  

∑L ≤ ∇ ∀
i,j i ij

   (5) 

0,Li j ji
> ∀∑    (6) 

0,Li j ij
> ∀∑    (7) 

, , , ,xLi j i j i j i jϒ = Λ ∀    (8) 

4   Design in Logical Level Structure  

In the case of Logical network structure design, the physical network structure 
including the set of nodes and links as well as the actual link bandwidth (i.e., Υi,j) is 
fixed. Given a set of traffic demands that can be projected by monitoring the traffic 
pattern in the network or can be inferred from the Service Level Agreements (SLAs) 
[16], the basic problem is how to satisfy as many traffic demands as possible or 
maximize the network throughput by establishing logical connections among the node 
pairs. While each logical connection may travel through multiple intermediate FSO 
links, a certain amount of bandwidth is reserved on each corresponding physical link. 
We refer to such logical connection as FSO flow.  

The following additional parameters and variables are defined for describing the 
mathematic model to optimally establish the FSO flows in the network. 

 
Γs,d the projected traffic demand of the node pair (s, d); 
Ms,d the minimum bandwidth request for the node pair (s, d); 
V s,d 1, if the FSO flow from s to d utilizes physical link between node i and  node 
j, and 0 otherwise; 
Ωs,d the reserved bandwidth on physical link between  node i and node j, for  the 
FSO flow from s to d; 
Πs,d the assigned/satisfied bandwidth for the FSO flow from s to d. 
  

Actual bandwidth in-between node i 
and  j 

Ensuring that each node has atleast one 
physical connection 

Transceivers constraint of each FSO 
node

i,j 
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Equation (9) shows the objective function which is to satisfy as many traffic demands 
as possible. 

                                              
(9) 

Note that two parameters are used to specify the traffic demand for each node pair 
(s, d), wherein Ms,d is the lower bound and Γs, d is the projected demand or upper 
bound of the assigned bandwidth for the FSO flow from s to d as shown in Equations 
(10)-(11). 
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Equations (12) - (17) are the traffic flow constraints which ensure each FSO flow 
only starts from the source node and ends at the destination node while Equations (18) 
and (19) specify the traffic continuity and FSO link capacity constraints, respectively.  

Given a set of traffic demands and N nodes, one can adopt a two-stage scheme or 
joint scheme to optimize the network structure. With the two-stage scheme, after using 
the model in Section 3 to establish the physical network structure in the first stage, the 
model in Section 4 is applied to satisfy as many traffic as possible in the second stage. 
With the joint scheme, the mathematical models in Section 3 and 4 are combined to 
design an FSO network from scratch by excluding the objective equations (2) - (3), 
wherein the optimized physical network structure and FSO flows can be set up by 
jointly considering the physical network structure and logical network structure design 
while taking into the link availability, partial and minimum bandwidth allocation into 
consideration. 
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5   Performance Analysis 

In our simulation and experiments, we focus on the performance analysis and results to 
compare the proposed two-stage scheme and joint scheme. A random 5-node FSO 
system is considered and each node has two transceivers available for establishing 
bidirectional links as shown in Figure 2(a).   

 
 
 
 
 
 
            (a)                                    (b)                                    (c)   

Fig. 2. Wireless Optical network structure with five nodes 

The link availability and bandwidth parameters are randomly generated and 
calculated according to Equation (1). The total projected traffic demands (i.e., ,, s ds d∑ Γ  
are 1.92Gbps and the minimum bandwidth request for a node pair is 11Mbps. Figure 
2(b) and Figure 2(c) show the network structure after running the two stage scheme 
and joint scheme, respectively. In the experiment, the joint scheme accommodates 
about 87% of the total traffic demand while the two-stage scheme only satisfy about 
80% of the total traffic demand. Our other simulation results also show that the joint 
scheme outperforms the two-stage scheme by a noticeable margin.  

This can be explained as follows: in the two-stage scheme, the objective function 
(i.e., Equation (2)) of the first stage is aggressive in achieving maximal bandwidth of 
the whole FSO network, which may actual create some bottleneck FSO links. And 
those bottleneck links may in turn hurt the performance of two-stage scheme when 
accommodating traffic demand in the second stage. 

Note that, even though the proposed schemes are based on the case with static 
(projected) traffic, the schemes can be used (with minor modifications) to minimize the 
blocking probability or maximize the throughput for dynamic traffic demands. 
Nevertheless, there are several related research issues such as how to enhance the 
current network structure with new (updated) links/nodes to accommodate additional 
traffic among the same set of source and destination nodes or include new source or 
destination nodes, which deserve further investigation. 

6   Conclusion and Future Directions 

Free Space Optical communication (FSO) technology is evolving fast as a cost-
effective and high-capacity alternative solution to broadband access. The FSO system 
owns prominent features such as very high bit rates, quick and inexpensive setup 
without digging up roads, and no licensing requirements or tariffs for their utilization. 
In an FSO system, at least one part of the optical channel passes through the Earth’s 
atmosphere. As a result, the available FSO link bandwidth is vulnerable to 
interferences such as attenuation, scintillation and weather, which may significantly 
affect the system performance if the system is not considered and optimized properly. 
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In this study, we proposed and investigated Mix Integer Programming formulations 
for optimum design of FSO network structure while considering the link and 
bandwidth availability, and partial bandwidth allocation. Our goal in setting out the 
formulations is not to provide a computational tool, but rather to provide a 
corresponding problem definition/model and draw further research attention in 
optimizing and modeling FSO network.  
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Abstract. Many applications of wireless sensor networks are used to
achieve energy efficiency and require secure data communications. To
achieve security in wireless sensor networks, it is important to be able
to encrypt the messages sent between sensor nodes. The key manage-
ment task is challenging due to resource constrained nature of wireless
sensor networks. We are introducing two key management methods for
wireless sensor networks, which can handle events like node addition,
node compromise and key refresh at regular intervals. The first one is
Binary Tree Based Method, used to generate Cluster Key CK, for intra
cluster communication and Common Cluster Key CCK, for inter clus-
ter communication. The second one is DH Key Exchange Method per-
forms key management with minimum communication and storage at
each node which ensures the security from eavesdropping and internal
attacks. Our Key management methods avoid the usage of public key in
communications.

Keywords: Binary Trees, DH Key Exchange, Hierarchical wireless sen-
sor networks, Cluster Head, Sensor node, Base Stations.

1 Introduction

Wireless Sensor Networks (WSN) are composed of small autonomous devices, or
sensor nodes, that are networked together. Sensor networks can facilitate large
scale, real-time data processing in complex environments. Their applications
involve protecting and monitoring critical military, environmental, safety-critical
or domestic infrastructures and resources. Wireless communication employed by
the WSN facilitates eavesdropping and packet injection by an adversary. This
factor demand security for sensor network to ensure operation safety, secrecy of
sensitive data and privacy for people in sensor environment.

The key management schemes discussed in [1,2,3,6,7,9,11] consider homoge-
neous sensor networks, where all sensor nodes have identical capabilities in terms
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of communication, computation and storage. Large scale homogeneous networks
suffer from high costs of communication, computation and storage requirements.
Hence Hierarchical Sensor Networks (HSNs) (also called as Heterogeneous Sen-
sor Networks) are preferred as they provide better performance and security
solutions. In WSN’s hierarchical clustering provides scalability, self organization
and energy efficient data dissemination.

In Hierarchical networks, there is a hierarchy of nodes in terms of resources
and functions. The most powerful node is the Base Station (BS ), which is
at top level. BS is a powerful data processing and storage unit which col-
lects sensor readings, perform costly operations and manage the network. It
interfaces the network to outside world. Transmission power of BS is usually
enough to reach all nodes. The next level of sensors is called group heads or
Cluster Heads (we call these nodes as CH-Sensors). These nodes have better
resources compared to the sensor nodes which form the lowest level of this
model. The special category of nodes are called virtual sensor node used for
building Binary Tree and generating for Cluster Key and Common Cluster Key
CCK.

Cluster heads are responsible for intermediate data processing, data aggre-
gation e.g. collect and process the readings of other nodes in the cluster and
send a single reading to base station. The BS in turn performs computation on
readings from multiple cluster heads. The sensor nodes i.e., nodes with least re-
sources and used for sensing a particular data form the majority of the network.
They provide the readings for the parameters being sensed.

Hierarchical Sensor Networks (HSN) are considered in [8,4,10,5]. In the scheme
[8] proposed by Sajid et.al. Key management based on key pre distribution is
discussed. Routing driven key management scheme is discussed in [4], the scheme
is based on Elliptic Curve Cryptography. The scheme [10] focuses on achieving
higher key connectivity and system performance using the combination of nodes
with higher capability and nodes with lower capability in terms of computa-
tion, communication and storage. In [5] algorithms are discussed to improve the
degree of sensing coverage using heterogeneous sensor networks.

In this paper we are proposing key management methods for Heterogeneous
Sensor Networks. The first method is called as Binary Tree Based Method which
is based on the scheme in [16][13]. The second method is based onDiffie-Hellman
Key Exchange Algorithm which is proposed for wired network [14] which is called
as DH Key Exchange-Based Method in this paper.

Here, hierarchical architecture of sensor networks is considered, where data is
routed from sensor nodes to the base station through cluster head. Base station
interfaces sensor network to the outside network. Sensor nodes are assumed to be
immobile; these nodes organize themselves into clusters. The size of the cluster
we are assuming here is a small group of sensor nodes. A cluster head is chosen
from each cluster to handle the communication between the cluster nodes and
the base station.
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2 Related Work

Due to the resource constraints, the extremely large network size and the lack of
the infrastructure support, traditional public-key based asymmetrical key distri-
bution protocols and trusted infrastructure authentication security mechanisms
are not suitable for WSNs. Pre-distributing secret keys into sensor nodes before
they are deployed is a applicable solution for key management in wireless sensor
environment [23].

Eschenauer et al. [23] proposed a random key predistribution scheme in 2002.
In their scheme, a subset of keys from a large size key pool is randomly selected
and pre-loaded into sensors. If two nodes can find a common key, they can setup
a secure link by it. Otherwise, they need to establish a path-key between them.
According to the random graph theory, if the probability that any two nodes
have at least one common key satisfies a critical value, the network is connected
with high probability. In our approach private Key Kij selection is different.

In the key management scheme discussed in [8] node revocation is not con-
sidered in detail. This scheme discusses about the percentage of links that are
compromised when a node is compromised, but how these compromised links
are reconfigured and what is the effort involved to reconfigure the compromised
links in not discussed. The proposed methods present how actually the keys are
changed (rekey operation: is nothing but changing the keys that are known to
compromised node and distributing them securely to existing nodes) in order to
reconfigure the compromised links when a node is compromised.

In this paper, we adopt a heterogeneous sensor network model to overcome the
poor scalability and performance bottleneck of homogeneous sensor networks.
We propose a novel key management schemes for wireless sensor networks.

The proposed methods are analyzed in detail by considering various perfor-
mance metrics like storage, communication and computation. The analysis shows
that Binary Tree based Method achieves rekey operation by performing n com-
munication with additional storage, whereas [8] achieves the same goal using 2n
communication. The DH Key Exchange Based Method achieves rekeys operation
by avoiding public key usage and no additional communication cost is incurred.

The paper is organized as follows: In Section 3 we explain notations, security
goals and the threat model. Section 4 explains in detail the Binary Tree Based
Method. In Section 5 we explain the DH Key Exchange based Method.In section
6 we explain the security analysis of the Key Management Scheme and Section
7 presents the performance analysis of the proposed methods and finally we
conclude in Section 8.

3 System Model

In this section we discuss about assumptions and notations, security goals and
threat model used in this paper to construct the key management methods

3.1 Notations

Following are some of the notations used in this paper.
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BS Base Station
CHi Cluster Head of ith cluster
Sij ith cluster jth sensor node
Kij Secret key of ith cluster jth sensor node
Vij ith cluster jth virtual sensor node
V0 Root node of both cluster(virtual sensor node)
CKi common Key for ith cluster
CCK Common Cluster Key
HCH Head of the Cluster Heads

3.2 Security Goals

The main security goal considered in this paper is confidentiality: only the au-
thorized nodes should be able to read the messages transmitted between the
nodes. The confidentiality requirements that we are achieving in the Tree based
Method and DH Key Exchange based Methods are:

Non-group confidentiality: Nodes that are not in the cluster should not
be able to access any key that can be used to decrypt the message sent to the
legitimate nodes.

Forward confidentiality: When a node is compromised, the scheme should
ensure that the compromised node does not have access to any key used to
encrypt the future messages.

Backward confidentiality: When a new node is added to the cluster, the
scheme should ensure that the node does not have access to any key such that
it can decrypt the previous messages.

3.3 Threat Model

The types of attacker we are considering in this paper are of two types. First
type of attacker is an outside attacker who is able to eavesdrop on the commu-
nications. Second type of attacker is inside attacker a compromised node which
is able to get all the secrets.

4 Description of the Binary Tree Based Method

Sensors within a cluster are organized as binary tree [16] which is balanced
with two cluster sensor nodes at the leaf level as shown in Fig.1 Each cluster’s
binary tree is maintained by the cluster head CH, and two clusters binary tree
is maintained by the head of the cluster head HCH i.e. Base Station.

In Fig.1 S11, S12, S13, S14 represents sensor nodes within the cluster C1, and
V10, V11, and V12 are virtual sensor nodes, which are used to build binary tree
for generation of cluster key CK1. S21, S22, S23, and S24 represent sensor nodes
of cluster C2 and V20, V21, V22 are virtual sensor nodes, which are used to
form binary tree for generation of cluster key CK2. Nodes within a cluster are of
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Fig. 1. Hierarchical Binary Tree for Clustered Wireless Sensor Networks

fixed size based on the m value. Every sensor node shares a key with the cluster
head called its secret key used to communicate with the cluster head securely.
K11, K12, K13, K14 are secret keys correspond to sensor nodes of cluster C1.The
keys KV11, KV12 are generated (explained in section 5) by CH1 for generating
CK1. K21, K22, K23, and K24 are secret keys of correspond to sensor nodes of
cluster C2. The keys KV21, KV22 are generated(explained in section 5) by CH2

for generating CK2.
The key at the root of hierarchical binary tree is the Common Cluster Key

(CCK ) i.e., KV0. The key CCK is computed by BS and shared by all CH-
Sensor which is used for inter cluster communications. Nodes within a cluster
can communicate securely using CK. In Fig.1 S11-S14 are cluster C1 sensor nodes,
S21-S24 are cluster C2 sensor nodes, V10-V12 are Cluster C1 virtual sensor nodes,
V20-V22 are virtual sensor node of C2 and V0 is root node for C1, C2. CK1, CK2

are Cluster Keys for C1 and C2. CCK is Common Cluster Key.

5 Description of the DH Key Exchange Method

In this section we explain the basic Diffie-Hellman key exchange algorithm, fol-
lowed by the detailed description of the protocol for key establishment using DH
Key exchange method.

5.1 Diffie-Hellman Key Exchange Algorithm

Consider a sensor node Sa and Sb, let the global pubic elements p and α where
p is prime number and α < p and α is a primitive root of p.

Let Ka is secret key or contribution of sensor node Sa then secret-public key
(Blinded Key) pair becomes as follows.

{Ka, BKa = αKamodp} (1)

Let Kb is secret key or contribution of sensor node Sb then secret-public key
(Blinded Key) pairs becomes as follows.

{Kb, BKb = αKbmodp} (2)
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The sensor node Sa calculates communication key as follows.

{SKa = (BKb)Kamodp} (3)

The sensor node Sb calculates communication key as follows.

{SKb = (BKa)Kbmodp} (4)

SKa or SKb (SKa = SKb=KV0) are communications key for Sa and Sb.
Key generation and Binary Tree Methods are adopted from [17][16]. In TGDH

[17] every node on the key tree has a Diffie-Hellman key pair based on the prime
p and generator α, used to generate the group key. Secret-public key pair for
real member Mi is as follows.

{KMi, BKMi = αKM imodp} (5)

And Secret-public key pair for virtual member Vi is as follows.

{KVi, BKVi = αKV imodp} (6)

Consider a node Mv whose left child is Mlv and right child node is Mrv (to
simplify the description, we do not distinguish real members from virtual mem-
bers here). Secret key of Mi’s can be computed in the usual Diffie-Hellman key
exchange fashions as follows.

{KMv ≡ (BKMlv)KMrv ≡ (BKMrv)KMlvmodp} (7)

5.2 Key Establishment Using DH Key Exchange Method

Following steps explain the key establishment process.

Initialization. Every sensor node and Cluster Head are loaded with private key
Kij that it shares with the base station as well as with the cluster head. These
private keys are chosen from a key pool K of pairwise relatively prime numbers
such that no two private keys are not same, it is possible by selecting randomly
one private key after other without replacement, once selected private keys are
not replaced again and it is removed from pool, and new keys are added into the
key pool.

Initially each CH is loaded with the information of all sensors in the network
(i,e, Node ID and its corresponding private key of all the nodes are stored ).
Each sensor will now construct a m-ary tree and assigns keys for each node in
the tree as shown in fig1. Now, CH will distribute all the keys along the path
from leaf to root of respective nodes by encrypting the keys using private keys
of the sensors. Upon receiving the set of keys, sensors can communicate with
cluster head as well as other sensors between the clusters using the cluster key
CCK.
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Fig. 2. Clustered Wireless Sensor Network

Cluster Formation. After deployment all CH broadcast Hello message to
other sensors in the network. Each sensor selects the nearest CH-Sensor as its
Cluster Head. After receiving reply from sensor nodes, each Cluster Head will
delete the keys of the sensor nodes that are not there in its cluster. The cluster
formation and initializations are shown in Fig.2.

Key Generations Scheme. In this step each CHi calculates the Cluster Key
(CKi) for intra cluster communications from all sensor nodes Sij using DH Key
Exchange Method.

The steps for the generating Cluster Key CK1 for cluster C1 (from
Fig.1 clustered network):

The cluster head CH1 of cluster C1 calculates its CK1 (i.e. KV10) based on
the DH Key exchange algorithm.

The K11 is the secret key of sensor node S11 then secret-public key pair of
sensor node S11 is calculated by CH1 is as follows.

{K11, BK11 = αK11modp} (8)

The K12 is secret key of sensor node S12 then secret-public key pair of sensor
node S12 is calculated by CH1 is as follows.

{K12, BK12 = αK12modp} (9)

The secret- public key pair of virtual sensor node V11 is calculated as follows
from sensor node S11 and S12 by CH1.

{KV11 ≡ (BK11)K12 ≡ (BK12)K11modp BKV11 = αKV11modp} (10)

The K13 is secret key of sensor node S13 then secret-public key pair of sensor
node S13 is calculated by CH1 is as follows.

{K13, BK13 = αK13modp} (11)

The K14 is secret key of sensor node S14 then secret- public key pair of sensor
node S14 is calculated by CH1 is as follows.

{K14, BK14 = αK14modp} (12)
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The secret- public key pair of virtual sensor node V12is calculated as follows
from sensor node S13 and S14by CH1.

{KV12 ≡ (BK13)K14 ≡ (BK14)K13modp BKV12 = αKV12modp} (13)

Now the KV10, which is treated as the Cluster Key CK1is calculated by CH1as
follows (from virtual sensor node V11 and V12 i.e. from KV11, BKV11 and KV12,
BKV12).

{KV10 ≡ (BK11)K12 ≡ (BK12)K11modp BKV10 = αKV10modp} (14)

The cluster head CH1 distributes the CK1 to all sensor nodes within the cluster
C1. And CK1 is used for intra cluster communication in C1.

The steps for generating Cluster Key CK2 for cluster C2 (from
Fig.1):

The cluster head CH2 of C2, calculates its Cluster Key CK2 (i.e. KV20) ac-
cording DH key exchange method.

The K21is the secret key of sensor node S21 then secret-public key pair of
sensor node S21 is calculated by CH2 is as follows.

{K21, BK21 = αK21modp} (15)

The K22is the secret key of sensor node S22 then secret-public key pair of sensor
node S22 is calculated by CH2 is as follows.

{K22, BK22 = αK22modp} (16)

The secret- public key pair of virtual sensor node V21 is calculated as follows
from sensor node S21 and S22 by CH1.

{KV21 ≡ (BK21)K22 ≡ (BK22)K21modp BKV21 = αKV21modp} (17)

The K23 is the secret key of sensor node S23 then secret-public key pair of sensor
node S23 is calculated by CH2 is as follows.

{K23, BK23 = αK23modp} (18)

The K24 is the secret key of sensor node S24 then secret-public key pair of sensor
node S24 is calculated by CH2 is as follows.

{K24, BK24 = αK24modp} (19)

The secret- public key pair of virtual sensor node V22 is calculated as follows
from sensor node S23 and S24 by CH2.

{KV22 ≡ (BK23)K24 ≡ (BK24)K23modp BKV22 = αKV22modp} (20)

Now the KV20, which is treated as the Cluster Key CK2 is calculated as fol-
lows (from virtual sensor node V21 and V22 i.e. from KV21, BKV21 and KV22,
BKV22).

{KV20 ≡ (BK21)KV22 ≡ (BK22)KV21modp BKV20 = αKV20modp} (21)
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The cluster head CH2 of cluster C2 distributes the CK2 to all sensor nodes within
the cluster C2. And CK2 is used for intra cluster communication in C2.

Steps for generating Common Cluster Key CCK :
The BS (or HCH ) calculates CCK (or KV0) from CK1 and CK2 (i.e. from

KV10, BKV10 and KV20, BKV20) according to the DH Key Exchange Method
as shown below.

{KV0 ≡ (BKV10)KV20 ≡ (BKV20)KV10modp} (22)

HCH or BS distributes the CCK to the all CH’s and to all cluster sensor nodes
by using corresponding secret keys. CCK is used for inter cluster communication.

6 Security Analysis of Key Management Scheme

Security analysis of Key management scheme (includes the both methods Binary
Tree Based Method and DH Key Exchange Based Method) is explained in this
section by considering the following issues: Key establishment, rekey operation
as a result of events like node addition, node compromise and key refresh at
regular intervals.

6.1 Key Establishment

Each sensor is pre loaded with a secret key that it shares with its cluster head
before deployment. Initially all CH-Sensors are pre loaded with all the keys that
are assigned to sensor nodes. After deployment all CH-Sensors broadcast hello
message to sensor nodes. Each sensor node selects the nearest CH-Sensor as
its cluster head. After receiving reply from sensor nodes each CH-Sensor will
delete the keys of sensor nodes that are not there in its cluster. Each CH-Sensor
will now construct an m-ary binary tree and assigns keys for each node in the
tree as explained in section 3. Now, initially CH-Sensor will distribute all the
keys (CKij , and CCK ) i.e. except all public keys and secret keys of virtual
sensor nodes) along the path from leaf to root of respective nodes by encrypting
the keys using secret keys of the sensors. Upon receiving the set of keys (CKi,
CCK ) sensor nodes can communicate with cluster head as well as other sensors
within the cluster using the Cluster Key CKi and sensor node of one cluster can
communicate with other cluster sensor node using Common Cluster Key CCK.

6.2 Node Revocation or Node Compromise

We assume that we have intrusion detection mechanism to detect node compro-
mise. As soon as a node is compromised corresponding cluster head will change
all the keys that are known to compromised node (i.e., keys along the path from
compromised node’s position to root of the tree). The changed CKi and CCK
are distributed securely to existing nodes.

Suppose if the compromised node is S24 with secret key K24 in cluster C2 then
the CH2 construct a new binary tree as shown in Fig.3 and keys KV22, BKV22,
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Fig. 3. Sensor Node S24 Revocation from Cluster C2

CK2 and CCK are changed to KV
′
22 BKV

′
22,CK2

′
. The base station generates

the CCK
′
from CK1 and CK

′
2.The generated new keys CK

′
2 is distributed to the

all sensor nodes of cluster C2 and CCK
′
is distributed to the all cluster heads and

sensor nodes of both clusters by encrypting with private keys of respective sensor
nodes. If a single node is compromised then number of encryptions required to
distribute CCK

′
key securely is mk (to distribute CK

′
2, m encryptions required)

where m is the cluster size and k is number of cluster.
Steps for generating CCK

′
and CK

′
2:

Now the KV
′
20which is treated as the Cluster Key CK

′
2 is calculated as follows

from virtual sensor node V21 and sensor node S23 i.e. from KV21, BKV21 and
K23, BK23 (eq 18).

{KV
′
20 ≡ (BKV21)K23 ≡ (BK23)KV21modp BKV

′
20 = αKV

′
20modp} (23)

The BS (or HCH) calculates CCK
′

(or KV
′
0) from CK1 (eq.14) and CK

′
2 (i.e.

from KV10, BKV10 and KV
′
20, BKV

′
20) as shown below according to the DH

Key Exchange Method.

{KV
′
0 ≡ (BKV10)K

′
20 ≡ (BKV

′
20)

KV10modp} (24)

Now BS distributes CCK
′
to the both clusters and CH2 distributes CK

′
2 to C2.

6.3 Addition of New Node

A new node is pre loaded with a secret key that it shares with the cluster head.
Base station encrypts the secret key of the new sensor node using the CCK that
is maintained for cluster heads and for inter cluster communication the same is
sent. Upon receiving the message from base station each CH-Sensor will have the
information regarding the new node. Each CH-Sensor node will now broadcast
Hello message to newly added sensor node. Now as in initial setup phase sensor
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Fig. 4. Addition of new sensor node S24 in cluster C2

node will choose nearest CH-Sensor as its cluster head. Now the cluster head
will find an appropriate position for the new node in the binary tree and tree is
updated (i.e., all the keys along the path including KVij , BKVij , CKi and CCK
are changed). Cluster head will now distribute new set of keys (CK

′
i and CCK

′
)

to corresponding nodes as well as the new node will receive all the keys along the
path. In order to distribute the changed keys securely cluster head uses secret
key of the new node and for other nodes it uses previous CKi.

If the new node added is say S24 with secret key K24 then the binary tree
formed by the CH2 is as shown in Fig.4. And new CK

′
2 is generated as explained

in key generations scheme and distributes to all sensor nodes of cluster C2.
Steps for generating CCK

′
and CK

′
2:

The K
′
24 is the secret key of new sensor node S24 then secret-public key pair

of sensor node S24 is calculated by CH2 is as follows.

{K ′
24, BK

′
24 = αK

′
24modp} (25)

The secret- public key pair of virtual sensor node V22 is calculated as follows
from sensor node S23 and S24 by CH2.

{KV
′
22 ≡ (BK23)K

′
24 ≡ (BK24)KV23modp BKV

′
22 = αKV

′
22modp} (26)

The KV
′
20, which is treated as the Cluster Key CK

′
2 is calculated as follows (from

virtual sensor node V21 and V22 i.e. from KV21, BKV21 and KV22, BKV22).

{KV
′
20 ≡ (BKV21)KV

′
22≡((BKV22)

′
)KV21

modp BKV
′
20 = αKV

′
20modp} (27)

The BS (or HCH ) calculates CCK
′

(or KV
′
0) from CK1 and CK

′
2 (i.e. from

KV10, BKV10 and KV
′
20, BKV

′
20) according to the DH Key Exchange Method.

{KV
′
0 ≡ (BKV10)KV

′
20 ≡ (BKV

′
20)

KV10modp} (28)
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Now BS distributes CCK
′
to all CH-Sensor nodes and all nodes of both clusters.

CH2 distribute CK2 to C2.

6.4 Key Refresh

In order to achieve key freshness it is required to change the cluster key CKi

periodically. To change the key at regular interval the Cluster Head will gen-
erates a new CK

′
i by changing the private keys of sensor nodes in clusters. CH

broadcasts the new CK
′
i to all cluster sensor nodes.

7 Performance Analysis

7.1 Storage

In the Binary Tree-Based Scheme each sensor node is required to store three (3)
keys (i.e., self secret key Kij , CKi, and CCK ). Each CH-Sensor is required to
store (2n+2)keys where n is total nodes in binary tree (virtual sensor nodes and
sensor nodes) or (2

∑
Kij +2). And BS required to store (kn+2m+1) keys where

k is number of clusters, n is the number of sensor nodes and m is the number
of CH-Sensors. In the DH Key Exchange Based Method no additional storage
is required by sensor node, each sensor node will store only its secret key Kij .
CH- Sensor generates keys where n is number of sensor nodes in cluster and k is
number of virtual sensor nodes in binary tree. For the scheme in [8] the storage
is : for a key sharing probability of 0.8 sensor node stores 5 generation keys and
CH-Sensor approximately 250 generation keys.

7.2 Computation

In Binary Tree-Based Scheme, computation costs are measured in terms of num-
ber of encryptions. Total numbers of encryptions performed by CH-Sensor in case
of node addition is n, where n is the number of sensor nodes in cluster. Total
numbers of encryptions performed by BS in case of node addition (m+n) where
m is number of CH-Sensors and n is total number of sensor nodes in all clusters.

7.3 Communication

Communication costs are studied in terms of number of messages that are ex-
changed in order to change the required keys. In Binary Tree-Based Method for
events like node addition and node compromise, the number of messages con-
structed and communicated are two, which is the communication cost incurred
at CH-sensor and at BS. Similarly each sensor node performs either two receive
operations.

For key refresh each CH-sensor performs one transmits operations and sensor
nodes performs two receive operation in order to update the CK and CCK. In
DH Key Exchange Method, when a node is added or compromised the cluster
head constructs Binary Tree in order to change the key. The communication
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cost incurred in the DH Key Exchange Method is: one transmits operation by
CH-Sensors and two receive operation by sensor nodes.

The table below summarizes the communication costs incurred by the pro-
posed schemes and the scheme in [8].

Table 1. Depicts Storage and Communication Requirement for the proposed Method

and The Scheme by Sajid et.al.

– Storage Storage Communication Communication
– CH-Sensor Sensor node CH- Sensor Sensor node

BTBM (2n+2) 3 keys 1 to n transmit+2 receive 1 transmit+1-2 receive
DH KE (n+2k)keys 1 or 3 keys 1 to n transmit+ 2 receive 2 receive messages

SS 250(app) keys 5 (app)keys n transmit + n receive 2 tranmit +(p+1) receive
BTBM - Binary Tree based Method, DH KE - DH KE Method, SS - Schemem by

Sajid et.al. and app - approximate.

8 Conclusion

The paper presents new methods for key management for confidential commu-
nication between node and its cluster head in hierarchical sensor networks. The
methods are analyzed in detail with respect to security and performance. Per-
formance analysis shows that Binary Tree- Based Method exhibits better per-
formance which achieves rekey operation by performing n communications with
some additional storage. In DH Key Exchange Method key is established in an
efficient way for node addition, node compromise and also key refresh at regular
intervals.
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Abstract. Mobility management is a necessity in highly dynamic and large-
scale Mobile Agent (MA) networks, especially in a multi-region environment, 
in order to control and communicate with agents after launching. In this paper, 
we have proposed a hierarchical mobile agent monitoring mechanism using 
Mobile Monitor Agents (MMA’s). The mobile agent system is implemented in 
XML. This XML based system provides a system independent, standardized, 
effective and customized solution for application development. Distributing 
MMA dynamically solves the scalability issue of Centralized monitoring 
mechanism, and still has the advantages of Hierarchical monitoring mechanism 
to decrease the information processing bottleneck issue at centralized server. 
The MMA takes care of a certain number of agent servers and it reduces the 
traffic in the centralized server by bypassing queries from the agent servers 
under its control. XML helps to decrease the amount of data transferred and the 
processing part with the Java parsers is not transferred in network. There is less 
transfer of data because only data representation is migrated. 

Keywords: Agent Server, Mobile Agents, Mobile Monitor Agent.  

1   Introduction 

The dynamic change and huge size of networks need for a dynamic adaptive and 
scalable agent monitoring system, preferably in a distributed trend. Monitoring of 
mobile agents is one of the important aspects of an agent system, everything from the 
location and the present status of the mobile agents must be kept track of. But many 
Agent systems including Grasshopper [9] and Mole do not offer this properly [2]. The 
IBM aglets is one system that offers mobile agent monitoring but it does it in a 
centralized fashion, leading to performance bottlenecks and also poses some problems 
when it comes to issues like scalability and network utilization [12]. Information 
processing is difficult to handle on a large scale in such a centralized agent system. In 
many agent systems, the implementation is not fully programming language 
independent.  

The identification of key features like persistence, resource allocation, orphan 
detection, state capture, security, communication and co-ordination are important to 
make efficient use and successful deployment of mobile agents. To achieve inter-
operability, a set of established XML-related standards such as XML web services is 
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added to support XML-based mobile agents. The mobile agents capture the data and 
logic in the form of XML and thus allow easy communication between different 
technology and language-based agent systems. Even if we use Java byte code transfer, 
the transfers create a huge overload in the network. In Java if a modification is done 
to an agent, the compiled Java byte codes need to be sent fully. The XML coded 
agents eliminate this problem. The XML codes are like handling of web services [8]. 
True language independence is achieved with XML. The intercommunication and 
migration of the agents are handled through web services [4]. Here the XML agents 
help in decreasing the total transfers. Dynamic code modification can be done in 
XML using X-Path facility. For these reasons, the agents are coded in XML [7].  

2   Related Work 

Mobile agents move the computation to another host high throughput and low 
latency[6]. The mobile agents can avoid transmitting a large amount of data across the 
network even when the network is slow and migrate with partial results from one 
server to another until it has accomplished its task, then return the  result to the 
originating host.  The framework proposed by [1] provides the development of agents 
and deployment further, an agent hierarchy can be maintained to facilitate an agent to 
accomplish its goal; sometimes facilitator itself becomes a communication bottleneck, 
or a critical point of failure. Mole provides a stable environment for the development 
and usage of mobile agents in the area of distributed applications [9]. Most of the 
mobile agent-based mechanisms use hierarchical monitoring structure to resolve the 
scalability issues, so the network is partitioned into a set of domains arranged 
hierarchically and a new monitoring agent is deployed in each domain [16]. The IBM 
aglets offers mobile agent monitoring in a centralized fashion. The proposed mobile 
agent location monitoring is based on footprints, broadcast, centralized, and 
hierarchical which limit the scalability [11]. An XML-based agent system is also 
proposed but not hierarchically in [8]. 

3   Agent Storage Location Mechanism  

There are two commonly used storage mechanisms of agent location. When an agent 
migrates to new agent server, the old agent server can either retain the old record and 
store the new location or simply delete the record [11]. The agents list can be stored in 
two ways: Entire Agents list can be stored locally in every agent server or only agents 
in control can be stored in Agent Server. In the latter case, entire list is found only in 
centralized server. 

Let K be the Number of agent servers 

       N is the Number of agents.  

Let us analyze the storage mechanisms based on four parameters: Total Space 
required Network Traffic with Agent Server, Centralized Server space and the 
Centralized Server traffic.  
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3.1   Storage of All Records in Every Agent Server 

Information about all the agents can be stored in every agent server. An agent query is 
asked directly to the agent server’s MMA. Here an agent server which runs an MMA 
has to answer queries from agents under its control. The Total Space required is 
O(K*N). Traffic with Agent Servers O(N/K). Space consumed in Centralized Server 
space is O(N). There is no Traffic with the Centralized Server. Here the Centralized 
Server just acts as an MMA deployment initiator. Centralized server does not have to 
handle any queries. 

3.2   Storage of All Records Only Centrally  

Information about all agents need not be stored in all agent servers. Total list is stored 
only in the centralized server. Only the list of agents which are under control is stored 
in an agent server running an MMA. Only less space is consumed and the total Space 
required is O(N). There is no Traffic associated with the Agent Server. Space 
consumed in Centralized Server is O(N) and the traffic in Centralized Server is O(N). 
A new scheme is proposed to overcome the drawbacks of the above schemes. All 
records are stored in the Agent Server within the timestamp. A timestamp is added, a 
time limit to store the old records. Once the time for a record resides exceeds the max 
limit, the record is deleted and the agent has to contact the centralized server for 
location information. Due to the involvement of timestamps only frequently visiting 
agents’ location are retained [5]. This works well since the storage is unnecessary 
only if never used. If the agent visits frequently, the storage cannot be said to be 
wasted. If it had been stored centrally then network traffic would have been very high 
with the central server. So this scheme gains complete superiority over both the 
commonly used schemes. 

4   Implementation 

The information is stored in the form of hashed two columned tables called hash map. 
The first column of the hash map is the primary key. The advantage of having a hash 
map is that all basic operations like adding an entry, modifying an entry and removing 
an entry are done in O(1). The list of key-value pairs used in the centralized data 
section is shown in Table 1. 

The complexity involved in maintaining the hash map is the rehash functionality 
which is executed only when the hash map exceeds a particular limit or decreases 
below a threshold. Agents are implemented in XML. Agents migrate frequently in the 
system environment. So XML is used to support inter-operability and takes less size. 
The other main advantage is that the facility of dynamic modification of code is 
available. The XML file can be represented as a DOM tree and a piece of code is 
added to any node in the DOM tree conveniently. The code can be easily sent to be 
updated using the X-path facility that the web services offer in the presence of XML, 
where an agent has already migrated and needs to be updated. An XML agent is 
executed by a parser written in any convenient language, which needs to be 
interoperable, so the host environment can be programmed in any language. JAVA is 
used to implement the parser and have defined customized tags that are the prominent 



   A Hierarchical Mobile Agent Monitoring Mechanism with XML-Based Mobile Agents 81 

aspect of the XML agent [10]. These tags are understood by the parser, and are treated 
accordingly. The Depth First Traversal (DFS) is used to traverse the tags in the DOM 
tree. Since the DFS offers the scope for expanding the child through the last in first out 
(LIFO) mechanism. It was still needed to reverse the children node stack formed after 
every step, so that the first come child is expanded first. The operations are mapped to 
the specific tag then and there when the tags are tapped out from the stack that is formed 
after the reversal. MMA operations are implemented in the parser itself. 
 

Table 1. Data Structures Used 

Data 
Structure 

           Key                     Value                    Use 

Agent Servers Agents Server  

        name 

 

IP:port in which  
the agent server 
running 

Used for
communicating  
with the agent server 
 

Hier Child agent sever Parent agent server     Describes the 
hierarchy  
in the agent server     
 

Clients Client Name Agent server name 
where the client is 
connected to              

Used for the client  
to communicate with 
the agent server 
 

MMA 
                         

Agent Server     
      name 
 
 

A Boolean which is 
true if an MMA runs 
in the agent server, 
and false otherwise 
       

Used for  
deployment 

Ag0 Free Agent Name 
 

Agent server where 
the Agent is running 

Used for selecting 
operations and 
describes the status 
0 agents 

Ag1 Busy Agent Name Agent server where 
the agent is executed 
or is transferred from 

Describes the busy 
agents 
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4.1   Centralized Server 

Centralized server has all the information regarding agents, agent server, MMAs and 
the clients stored efficiently. The Centralized server is the one where the deployment 
of the MMA begins. Initially the list of agents, the number of instances to be created 
is written in a file “init.mmaproj”. Each line in the file represents an agent type. The 
format of each line is “<type> <XML file> <number of instances>”. The required 
agents are created in a new directory “./agents/root”. The server runs in the port 9001 
and listens infinitely for connections. It answers various queries. The queries can be 
for the IP:port where the agent server is running, the agent server where the client is 
connected, the parent agent server of a particular agent server, if an MMA is running 
in an agent server or the agent server where the agent is located. When a new agent 
server connects to the centralized server, the centralized server runs the deployment 
algorithm to check if the threshold is met with. To check the total value, total value of 
the children is calculated recursively. For an agent server which runs an MMA this 
value is zero, as the region of control under this MMA has no influence for the 
calculated region. Also the region under that MMA is not expanded. The total value is 
the summation of the children’s values plus 1. If this value exceeds the threshold, then 
a “makemma” message is sent to the child having the maximum value. Following this 
message the MMA file is transferred. If an agent server is removed, the apployment 
procedure is run. This is similar to the deployment mechanism but is triggered once a 
removal of agent server takes place. This procedure checks for an MMA which may 
be running without any use, as a result of the agent server’s removal. i.e if an agent 
server is removed the value count to be considered for threshold decreases and if the 
value of another MMA is very low and lesser than the value of the removal that 
corresponding MMA can be removed. The load is reduced by using low threshold and 
MMAs that divert the query messages pertaining to the agents.  The status messages 
say about the change of status or the location of an agent. 

4.2   Agent Server 

The agent server is the one that deals with agent operations. An MMA may or may 
not run in an agent server. Every agent server in this hierarchical system should be 
under some agent server which can be the centralized server too. For every agent server 
a name and the IP:Port is stored. For Centralized server name is “root” and Port is 9001. 
The Port value for MMA in Centralized server is 9002. To run an agent server in the 
system, a free port is found and assigns that port to listen the agent server.  When an 
agent server starts listening a new folder is created in “./Agent” in its name. All agents 
are stored in that folder including the Mobile Monitoring Agent(MMA). When an agent 
server deploys MMA to another agent server it sends a copy of its static MMA file in 
current directory to the agent server. So there are two instances of MMA file such as 
static and executing. When the agent server is disconnected, the listening should end 
only after all the running threads finish their work. For this purpose, there is a thread 
counter in the agent server and for every connection accepted, the counter is 
incremented and decremented when the thread ends. Disconnection module waits for 
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the counter to become 0. The deployment taking place here is similar to that in the 
Centralized server.There are some additional functionalities like parsing and 
communication with clients. If an agent operation is requested by a client, the agent 
server checks if an agent of that type is available with it. If yes, it uses that agent. If no, 
it asks its MMA for an agent. This message format is “agent <type> <Source Agent 
server> <Source Agent Server IP>”.  If MMA has an agent under its monitoring area of 
that type, it forwards the message to the centralized server. On receiving the message 
the agent server having the free agent sends the “takeagent” message to the source agent 
server. When the agent server has the agent it simply parses the corresponding agent 
with an Input provided by the client. Agent is then migrated to destination(s) if needed. 
Agent migration is implemented as a parsed XML file transfer. A message “recv <agent 
name>” is sent before sending the agent. The agent server parses the received agent file 
if the message is “recv”. It does not parse if the message is “takeagent”.  

 

Fig. 1. Interaction between Agent Servers 

Agent server interacts with its parent agent server through AgentClientThread. An 
agent server interacts with its children agent servers through AgentThreads. The 
interaction is shown in Figure 1. When an agent server is disconnecting it has to 
check issues like the agents that are in the agent server should be handed over to some 
other agent server, and the agent server is made to give the agents to its parents. When 
an agent server sends the disconnecting message, the centralized server chooses an 
alternative agent server for the clients that are under the agent server. The client 
messages in the agent server are handed over to the alternate agent server so that they 
are retained for the clients. An Agent Server running an MMA cannot disconnect. 
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Also an Agent Server cannot disconnect if there is no other agent server running.  The 
Figure 2 shows the sequence of actions taking place when an MMA is deployed to an 
agent server.  

 

Fig. 2. Process of a new MMA deployment 

5 Results  

The two different agent systems such as centralized agent system are depicted in 
Figure 3 and the hierarchical agent system shown in Figure 4 can be compared with 
respect to the traffic in the centralized server. 

Let N be the number of Agent servers. 
 

Traffic of Centralized server in centralized agent system     –  O(N)                  (1) 

Let M be the number of MMAs in the hierarchical agent system. 

T   be the Threshold value in hierarchical agent system  

Nc be the number of agent servers monitored by centralized server. 

Traffic of centralized server with hierarchical agent System  –  O(Nc + M)      (2) 

Here M = O(N/T) -  Since MMA is deployed for every threshold value.  

     And Nc = O(T) so,  
 

Traffic = O(T+N/T)                                              (3) 
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Fig. 3. Centralized Agent System 

Both the systems are compared with 20 Agent servers. The hierarchy in the 
hierarchical agent system taken for comparison is shown in Figure 4.  

 

Fig. 4. A Hierarchical Agent System 

The agent server1 is the Centralized server. The traffic with centralized server is 
calculated for each addition of an agent server. For Centralized system, traffic is N. 
For hierarchical system, traffic is Nc + M which is shown in Figure 5 proves the 
experimental. Three Systems are taken for comparison such as centralized scheme, 
hierarchical scheme with threshold-3 and hierarchical scheme with threshold-5. 

 

       - Agent Server 

Centralized 
Server
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Fig. 5. Traffic in Centralized Scheme versus Hierarchical Scheme 

6   Conclusion and Future Work 

A Hierarchical mobile monitoring system is proposed and the role of the Mobile 
Monitoring Agent is bypassing selective tasks of centralized server. The MMAs do 
not know about the traffic to the centralized server at a given instant. There are two 
agent servers connected under centralized server which are very active and contribute 
more traffic to the centralized server and an MMA is running for four agent servers 
which are idle. So the traffic is taken into account and need to change MMA 
dynamically. All the agent servers and MMAs depend on the presence of the 
centralized server. If the centralized server crashes, system becomes inconsistent, but 
the system can be extended to distribute the role of centralized server dynamically.  
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Abstract. The Global System for mobile communication (GSM) is widely used 
for mobile communication where the mobile users can make and receive call 
when they are moving independent of time, location, and network access. The 
wireless mobile systems are more vulnerable to deceitful access and eaves 
dropping. Though the authentication process on GSM is giving a reasonable 
security level but have some drawbacks such as: 1. overloading the network 
traffic and increasing the call set up time 2. Not support the mutual authentication 
3. Storage overhead of visitor location registers (VLR) 4. Overload on home 
location registers (HLR) with authentication of mobile station. There are many 
protocol already proposed to overcome the above drawback but they can not 
overcome all the point. In this paper we are going to propose a authentication to 
overcome the drawback of GSM security process by using the combination the 
symmetric and asymmetric key cryptographic method. 

Keywords: Global system for mobile communication, Symmetric key Crypto- 
graphy, Asymmetric key Cryptography, Authentication, Mobile communication, 
Security.  

1   Introduction 

The global system for mobile communication is the most popular standard   for 
mobile telephony system in the world. It has become the worldwide wireless 
communication standard and is used by over 4.3 billion people across more than 213 
countries, since it has been offering higher digital voice quality at a lower cost[1]. The 
subscriber can use their phone enabled by the international ramming agreement 
between the network operators. For its popularity the security is on of the most vital 
issue as far as the wireless communication is concerned. The confidentiality of radio 
transmission, i.e., the privacy, and the subscriber identity authentication of the user 
are two major issues in the protocols [1-3] of the mobile communications. Privacy is 
the most obvious need for a cryptosystem. It  ensures  the  private  messages  will  not  
be  disclosed  to  illegal  users. Authentication is a mechanism to ensure only legal 
users can access the network. When a mobile user  tries  to setup a communication 
session with another  user,  he/she  must  verify  the  identity  of  the  other.  It verifies 
the claimed identity of a participant in mobile communications. In the original design, 
mobile users are authenticated by using a shared-secret crypto graphical system.  
GSM only authenticates the  mobile  user  to  the network. GSM network divided into 
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three broad pert: Mobile station that carried by the subscriber, the Base Station 
Subsystem control the radio link with the mobile station, and the Network and 
Switching Subsystem (NSS) it  manages the switching functions through the Mobile 
Switching Centre (MSC) and provides an external access to several customer 
databases authentication.  

The mobile station (MS) consists of the physical equipment, such as the radio 
transceiver, display and digital signal processors, and a smart card called the 
Subscriber Identity Module (SIM). The mobile equipment is uniquely identified by 
the International Mobile Equipment Identity (IMEI). The SIM card contains the 
International Mobile Subscriber Identity (IMSI), identifying the subscriber, a secret 
key for authentication, and other user information. The SIM card may be protected 
against unauthorized use by a password or personal identity number. Base Station 
subsystem is responsible to manage the radio network, and it is controlled by an 
MSC. Typically one MSC contain several BSSs. A BSS itself may cover a 
considerably large graphical area consisting of many cells. 

In the NSS, we find four basic customers databases: The Home Location Register 
(HLR): contains the permanent subscriber parameters and features for a group of 
subscribers within a given network. 
    The Visited Location Register (VLR): a dynamic data base, whose entries move 
with subscribers, containing information for all users within one or more location area 
(group of cells).  

The Authentication Centre (AuC): a strongly protected database which contains all 
the authentication and encryption information, needed by the HLR and VLR, for every 
mobile user. The Equipment Identity Register (EIR): used to prevent the use of stolen 
or fraudulent MS equipments. 

The rest of this paper we organize as follows: in section 2 we discuss the general 
GSN security architecture and point out different drawback of that architecture, then in 
section 3 we review the GSM security related paper, in the section 4 we proposed a 
new authentication protocol to improve the GSM authentication protocol and then we 
compare and analyze our proposal with other protocol in the section 5 and lastly we 
conclude in the section 6. 

2   GSM Security Architecture  

The security of GSM is based on algorithms A3, A5, and A8. The authentic --cation 
protocol of GSM is shown in fig 1. The notation used throughout the paper is given in 
 

 
Fig. 1. The authentication protocol of GSM 
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Table 1. It contains two aspects, privacy and authentication. It contains two aspects, 
privacy and authentication. To achieve privacy, the KC (Cipher Key) is output as a 
session key between the mobile station and the home subsystem to encrypt/decrypt 
the communication messages on the safety basis of algorithm A5 against interception 
by an eavesdropper. 

As  for  authentication,  the  SRES  (Signed  RESponse)  is  output  as  a certi -ficate to 
authenticate mobile stations. The SRES and KC are computed, respect -tively, by using Ki 
and RAND as inputs through algorithms A3 and A8, where Ki is the mobile station’s 
secret key shared between the mobile station and the HLR and saved in the SIM card and 
HLR’s database, and RAND is a random number generated by the home subsystem. 

The authentication architecture  of GSM is shown in the fig. 2.  

1. The MS  sends  an  authentication  request  to  the  VLR.  This  request contains 
the Temporary Mobile Subscriber Identity (TMSI) and Location Area Identity (LAI). 

2. After receiving the TMSI, the new VLR can use the TMSI to get the IMSI  from 
the old VLR. Then the new VLR sends the IMSI to HLR. 

3. For the IMSI of the MS, the HLR/AuC generates several triplets, (RAND, 
SRES, KC), say n copies, at a time. Then HLR/AuC sends these copies to the visited 
VLR and for subsequent use. 

4. The VLR then selects a pair, (RAND, SRES, KC) and sends the RAND to the 
MS. The VLR then asks the MS to compute the SRES and send it back. 

5. When the MS receives the RAND, he/she computes SRES and KC with his/her 
secret key Ki and the RAND using Algorithms A3 and A8. The MS keeps the KC to 
communicate secretly and sends the SRES back to the VLR. 

 

Fig. 2. The security architecture of GSM 
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Notation Description 

MS Mobile Subscriber 

SIM Subscriber Identity Module 

BTS Base Transceiver Station 

BSC Base Station Controller 

MSC Mobile switching center 

VLR Visitor Location Register 

HLR Home Location Register 

AuC Authentication Center 

EIR Equipment Identity Register 

IMSI International Mobile Subscriber Identity 

IMEI International Mobile Equipment   Identity 

RAND Random number generated by HLR 

Ki Secret key shared between the MS   and HLR 

SRES Signed result generated by VLR 

SRES´ Signed result generated by MS 

KC Cipher key 

NSS Network and Switching Subsystem 

SRT Signed  result  generated  by  VLR  for  mutual authentication 

SRT´ Signed  result  generated  by  MS  for   mutual authentication 

K Secret key for mutual authentication 

RANDj Random number generated by LR. j= 1…… n 

RANDy Random number generated by foreign VLR. y= 1…… n 
na, nb Secret key o MS and HLR/VLR respectively for mutual 

authentication. 
PMS, PV-H Public key of MS and VLR/HLR 

CERT Certificate of VLR 

 
6. Once the VLR receives the SRES from the MS, the SRES is compared with the 

stored select-SRES. If the two SRESs are equal, the MS passes the authentication process 
and is permitted to access the system; otherwise, the VLR rejects the MS. 

As long as the MS stays in the area covered by this VLR, the VLR can use the n copies 
of the triplet authentication parameters to authenticate the MS for each call until the VLR 
uses up the set of parameters. Once the VLR uses up the set, she/he just makes a request 
for another set of parameters from HLR. 

Drawback of GSM Security Protocol:   
(i) It is not a mutual authentication mechanism between mobile stations and base 

stations (VLR). GSM only provides unilateral authentication for the mobile stations. 
Using the challenge/response mechanism, the identity of a mobile station  is  verified.  
However,  the  identity  of  VLR  cannot  be authenticated. It is therefore possible for 
an  intruder to pretend to be a legal network entity and thus to get the mobile stations.  
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(ii) The VLR must turn back t the HLR to make a request for another set of 
authentication parameters when the MS stays in the VLR for a long time and exhausts 
its set of authentication parameters for authentication. There is bandwidth 
consumption between the VLR and HLR.  

(iii) Every mobile station in the particular VLR has n copies of the authentication 
parameters. The parameters are stored in the particular VLR database, and then space 
overhead occurs.  

(iv) The authentication of an MS is done in the VLR and thus must be helped by 
the HLR of the MS for each communication. 

3   Literature Review 

To fix the above drawbacks, some revised GSM authentication protocols have been 
proposed [6-8] but those protocol change the basic security architecture of the GSM.  
Some of  this  protocol  are  not  suitable  for  the ramming users and  none of the 
protocols can fix all of the above drawbacks at a time. Furthermore, some protocols 
require that some additional hardware be added to the system, and others are changed 
to public-key cryptography, which means more computational costs. In 2004, Hwang 
et al. proposed an anonymous channel protocol where the mobile station could request 
services privately under the visit network [5]. The protocol uses tickets, secret key 
cryptosystem, and public key cryptosystem techniques. The architecture of the 
protocol is different from the GSM. Since the protocol uses a public key 
cryptosystem, the computational cost is very high. However, they cannot properly  
address  the  roaming  users,  furthermore  their  protocols  are  not suitable for 
roaming users. To a mobile user frequently roaming to another VLR, communication 
overheads occur. In 2004, Hahn et al. proposed an improved GSM authentication 
protocol for roaming users [9] They improved the GSM authentication protocol to 
reduce the signaling load for a roaming user. The protocol exploits the enhanced user 
profile containing a few VLR IDs a mobile user is most likely to visit. However, the 
protocol cannot solve all of the above problems and is not flexible. In 2006, Kumar et 
al. proposed an efficient identity based mutual authentication scheme for GSM[10]. It 
support the mutual authentication and reduce the storage overhead of VLR. But it 
change the basic security architecture of the GSM and is not suitable for the roaming 
users. In 2006, Ammayappan et al. proposed an improvement to the GSM 
authentication protocol, based on Elliptic Curve Cryptography (ECC)[11] change the 
architecture and the computational cost is high for public key cryptography. 

4   Proposed Protocol 

In this algorithm we use the asymmetric key cryptography for mutual authentication 
purpose over the symmetric key cryptography and symmetric key cryptography for 
data communication purpose for reduce the computational power. In this protocol 
there are two phase: 

1. Initial Registration Phase 
2. Mutual authentication phase. 
3. For ramming Users. 
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4.1   Initial Registration Phase 

In this algorithm we assume that the HLR and valid VLR have the same public key 
and the same private key for simplicity. Other wise we also can use the different 
public key and private key. 

The MS register in its home network for first time then the prime number G which 
is known by SIM and the HLR. At the time of initial registration with HLR, MS and 
HLR compute the secret key using diffe-Hallman algorithm. This 
Phase consist of the following steps : 

MS HLR/AuC 

IMSI, IMEI, LAI, 

 

Fig. 3. Initial registration architecture 

1. The MS sends the IMSI, the serial no. of the mobile phone, the current location 
with the public key of mobile station through the secure channel. Public key PMS = na 
* G, where na is the private key of the mobile station. 

2. After receiving the registration message the HLR check the IMSI no. If the no. is 
valid then the HLR generate the secret key (K) = nb* PMS where nb is the private key 
and sends the public key PH-V= nb * G to the MS. 

3. After receiving the public key the MS also calculate the secret key (K) = na*PH-V.  

4.2   Mutual Authentication in Home Network 

After the registration phase first time when the mobile station communicate then the 
following steps occurs for the mutual authentication and the diagram shown in the  
fig 4. 

1. The MS sends the IMSI number time stamp T1which is encrypted by the public 
key of VLR/HLR. 

2. VLR decrypt the message by using its private key, and save the IMSI,  T1  and  
send  this  data  with  its  own  authenticated  Id  i.e  VId.  And encrypted this data by 
using its own public key, send to the HLR. 

3. HLR decrypt the message and check the VId ,IMSI no.  and T1 . if they are valid 
then it generate the certificate for VLR and send its encrypted form to the VLR and 
another copy of certificate for the MS which is encrypted by the public key of the MS. 
CERT = Ki * T1. 
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MS VLR HLR 

PH-V(IMSI, T1) 

PH-V(VId, IMSI, T1) 

     PH-V(CERT, 
PMS(CRRT)) 

PMS(CERT),RAND1
, T1

 

Fig. 4. Architecture for mutual authentication 

PH-V(SRT´, IMSI, Tj) 

PMS(CERT, RANDj, Tj) 

 

Fig. 5. Jth registration phase 

4. VLR send the encrypted CERT with the T1 and RAND1. RAND1 is generated 
by the random no. generator which is stored in the VLR and use to generate the 
session key between MS and VLR. KC1= RAND1* K. And save the CERT for further 
use. 

5. MS check the T1 , if it is valid then it calculate the CERT´ = Ki * T1. If CERT= 
CERT´ then it calculate the session key which is used for the data 
encryption. And save CERT´ to its database for further use. 

If the MS stay for longer time in the same network, then the following steps occur 
from the second time. For jth time: 

1. MS calculate  SRT´ = A3(K * Tj). And send the SRT´ IMSI and Tj which are 
encrypted by the punlic key of VLR. 
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2. After getting this message the VLR Calculate the SRT= A3(K * Tj) and check 
whether it is or not with SRT´. If it is equal then it Generate RANDj and send the 
CERT to the MS . it calculate the cipher key KCj = RANDj* k 

3.MS compare it with the saved CERT´. if they are equal then it calculate the 
cipher key KCj= RANDj* k. 

4.3   Authentication Protocol for Roaming Users 

When the Mobile Station visit from its home network to the foreign network then it 
need to authentication to the foreign network. Let the Mobile Station move from the 
VLR1 to VLR2 then the authentication takes the following steps: 

1. The MS send an authentication request to the foreign VLR. The request contain 
the TMSI1, signed result (SRT´ = A3(K* Ty)), and the time stamp Ty. 

2. the VLR2 send the TMSI1 to the VLR1 . 
3.  the  VLR1  then  send  the  IMSI,  CERT,  and  the  secret  key  K encrypted by 

the public key of the VLR2. 
4. The VLR2 decrypted the message which is coming from the VLR1 and calculate 

the SRT = A3(K*Ty) and compare with SRT´ , if both are same the it send the CERT, 
the random number which is generated by the VLR2 (RANDy), and the time 
stamp(Ty). 

5. after getting the message from the VLR2, the MS first check the Ty, then it 
compare the CERT which are initially saved to the MS database to the CERT which is 
coming from the VLR2. If they are equal then the VLR2 is authenticate. Then the MS 
calculate the cipher key KCy = A8(K* RANDy). 

 

 

Fig. 6. Roaming protocol architecture 

After the authentication the VLR2 send the location update message to the HLR, then 
the HRL send the ACK to the VLR2. After get the ACK reply the VLR2 send the 
TMSI2 to the MS and the HLR send the cancellation message to the previous VLR. 



96 T. Roy and K. Dutta 

5   Analysis of Proposed Protocol 

The GSM authenticate protocol must not only be secure but also efficient. In this 
section we compare the performance of our proposed protocol to the original GSM 
authentication and other GSM security protocol. 

5.1   Comparison Goal Analysis 

Here we compare our protocol with other existing protocol base on the drawback 
point of the GSM authentication protocol in the table 2. 

Roaming (RO):  If a MS roams frequently, then the previous VLR only forward 
one copy of IMSI, CERT, K instead of n copy of authentication parameter. So it 
reduce the communication parameter and suitable for the roaming users. 

Reduction of Bandwidth consumption (RBC): As the HLR gives the secret key 
to the VLR and MS for authentication so as long MS stay in the coverage area of the 
same VLR or roams between VLRs. That is to say, the VLR does not turn back to the 
HLR to require another set of authentication parameter and thus bandwidth 
consumption between the HLR and the VLR is reduced. 

Reduction of storage overhead in the VLR database (ROV): The VLR store only 
one copy of secret key, and CERT instead of saving n no of triplet and thus the 
storage space of VLR is reduce. 

Reduction of overload of HLR (ROH): Our protocol reduces the overload of the 
HLR because the VLR communicate to the HLR for only one time and the output 
parameter just a single copy instead of n copy. 

Mutual  authentication: Here  we  assume  that  the  HLR is a dependable authority 
with the capability of identifying the VLR using the Vid . Once the VLR can be verified 
the HLR can assign the certificate (CERT) and  send the CERT to the VLR with one 
copy of CERT encrypted by the public key of MS which is used the authenticate the 
VLR to the MS . The SRJ is use to authenticate the MS to the VLR. 

Table 2. Compression among GSM protocols 

Ref. no RO RBC RSO ROH MA AC 

Original N N N N N _ 
Our Y Y Y Y Y N 
[12] N Y Y Y Y N 
[14] N Y N N N Y 
[13] N Y Y Y Y N 
[15] N Y N N N Y 
[9] Y N N N N N 
[7] N Y Y Y Y Y  

 
The AC means it change the actual architecture of the GSM security, Y denotes yes, 
N denotes no. 
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5.2   Delay Comparison  

The authentication delay in the GSM network consists of the time from when the 
subscriber begins the authentication process until the network decides to either accept 
or reject the subscriber. In fact, the exchange of authentication messages between the 
subscriber and the BTS results in a transmission delay. Let us assume that the time 
delay due to the network database (DB) message exchange is TDB and it is the same 
between all of them. And the time between MS and BTS is TRF. The Authentication 
delay of the original GSM security protocol [14] is TAd = 4TDB + 3TRF. The 
authentication delay of our protocol is TAd = 2 TFR from the fig. 7. 

5.3   Comparison with the Signaling Messages  

The  term  signaling  refers  to  the  set  of  actions  required  to  set  up  a connection 
between hosts across the network under software control. Actions here are messages 
sent from different GSM entities. Using the same model and analysis used in 
analyzing GSM protocol, we find that the number of messages is clearly less than the 
conventional GSM protocol. In Table 3, we find the number of signaling message per 
authentication request for each database register (AuC, VLR and HLR) using the rate 
of authentication requests per second for each type of activity (registration, call 
termination and origination). 

Table 3. Signaling message per authentication request 

Activity Original GSM 
HLR   VLR 

Ref. 14 
HLR  VLR 

Ref. 8 
HLR VLR 

Ref. 1 
HLR  VLR 

Proposed 
HLR VLR 

Registrati on 4 5 2 2 4 4 2 2 1          2 

Call origination 4 5 2 2 0 1 0 1 0         1 

Calltermination 4 5 2 2 0 1 0 1 0         1 

 

5.4   Security Analysis 

In  this  section,  we  discuss  the  security  of  the  proposed  scheme.  The proposed 
mutual key agreement protocol will be considered to be a secure authenticated   key   
establishment   protocol,   if   it   satisfies   the   following properties: 

know-key Security: Suppose that adversary E has derived session keys of past 
communication sessions, But that is useless for E to obtain the new session or 
counterfeit any participants since in our proposed protocol, the server generate new 
RANDj every new session, and in addition the shared key is generated with every 
new session also. Another important aspect of our protocol is that the shared secret 
key is calculated independently on both sides and protected by the secure hash 
function. thus our proposed protocol is secure against any adversary known key 
attacks. 

Dictionary attack: The dictionary attack could be performed in offline or online 
mode. An on-line password guessing attack cannot succeed since service provider can 
choose appropriate trail intervals. On the other hand, in an off- line password guessing 
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attack, it is impossible to get the real password since a one way hash function is 
applied to the password. During the protocol process, the shared Key   used to 
generate the session key in every new session; and by assuming the intractability of 
elliptic curve discrete logarithm problem. Therefore the proposed protocol resists the 
offline and online dictionary attack. 

Perfect forward secrecy: We assume that adversary E had known the card reader's 
or service provider’s private key (even both ) , it is also difficult for E to obtain the 
old session key consulted between card reader or service provider.  the  session  key  
Kc  =  RANDj*k, RANDj  is  a  random  numbers generated form service provider. 
Thus, our protocol satisfies the property of perfect forward secrecy. 

Passive attack: A passive attack can be possible if adversary E, the attacker, make 
a guess at the session key using only information obtainable over network. If the 
attacker E perform a passive attack, then the session will terminate with  both  parties  
accepting. That is, service provider  and  card reader successfully identify themselves 
to each other, and they both compute the session key. So, E the adversary, cannot 
compute any information about the  common  shared  session  key  due  to  the  
intractability of elliptic  curve discrete logarithm problem. Therefore the proposed 
protocol resists against the passive attack. 

Man in middle attack: It can be considered as an active attack. In this protocol no 
useful information about the secret key   is revealed during a successful run. this 
protocol resists the man in middle attack. 

6   Conclusion 

Presently 3G and 4G mobile systems are becoming more and more dominant in the 
market. But for the low cost and simplicity the old standard of Pan-European digital 
cellular system (GSM) still very popular. Many telecommunication companies still 
use the GSM technology or it integrated with their 3G or 4G system. Many 
authentication protocols have been developed to improve the original authentication 
protocol of GSM, but they have not taken the roaming users into account and mostly 
cannot solve the problems without modifying the architecture of GSM. But in our 
proposed protocol the GSM security drawbacks solved  without  changing the actual 
GSM security architecture. 

References 

1. Lee, C.-C., LiaoI-En, Hwang, M.-S.: An efficient authentication protocol for mobile 
communications. Telecommun. Syst. (2010), doi:10.1007/s11235-009-9276-4.2010 

2. Dominguez, A.P.: Cryptanalysis of Parka’s authentication protocol in wireless mobile 
communication systems. International Journal of Network Security 3(3), 279–282 (2006) 

3. Hwang, M.-S.: Dynamic participation in a secure conference scheme for mobile 
communications. IEEE Transactions on Vehicular Technology 48(5), 1469–1474 (1999) 

4. http://www.roggeweck.net/uploads/media/StudentGSM_ 
Architecture.pdf 



 Mutual Authentication for Mobile Communication 99 

5. Hwang, M.-S., Lee, C.-C., Lee, J.-Z.: A new anonymous channel protocol in 
wirelesscommunications. International Journal on Electronics and Communications 58(3), 
218–222 (2004) 

6. Kumar, K.P., Shailaja, G., Kavitha, A., Saxena, A.: Mutual authentication and key 
agreement for GSM. In: International Conference on Mobile Business, pp. 25–28 (June 
2006) 

7. Ammayappan, K., Saxena, A., Negi, A.: Mutual authentication and key agreement based 
on elliptic curve cryptography for GSM. In: International Conference on Advanced 
Computing and Communications, pp. 183–186 (December 2006) 

8. Fanian, A., Berenjkoub, M., Gulliver, T.A.: A new mutual authentication protocol for 
GSM networks. In: Canadian Conference on Electrical and Computer Engineering, pp. 
798–803 (May 2009) 

9. Hahn, G., Kwon, T., Kim, S., Song, J.: Design and analysis of improved GSM 
authentication protocol for roaming users. In: Jin, H., Gao, G.R., Xu, Z., Chen, H. (eds.) 
NPC 2004. LNCS, vol. 3222, pp. 451–458. Springer, Heidelberg (2004) 

10. Kumar, K.P., Shailaja, G., Kavitha, A., Saxena, A.: Mutual authentication and key 
agreement for GSM. In: International Conference on Mobile Business, pp. 25–28 (June 
2006) 

11. Ammayappan, K., Saxena, A., Negi, A.: Mutual authentication and key agreement based 
on elliptic curve cryptography for GSM. In: International Conference on Advanced 
Computing and Communications, pp. 183–186 (2006) 

12. Smith, T.F., Waterman, M.S.: Identification of Common Molecular Subsequences. J. Mol. 
Biol. 147, 195–197 (1981) 

13. May, P., Ehrlich, H.C., Steinke, T.: ZIB Structure Prediction Pipeline: Composing a 
Complex Biological Workflow through Web Services. In: Nagel, W.E., Walter, W.V., 
Lehner, W. (eds.) Euro-Par 2006. LNCS, vol. 4128, pp. 1148–1158. Springer, Heidelberg 
(2006) 

14. Foster, I., Kesselman, C.: The Grid: Blueprint for a New Computing Infrastructure. 
Morgan Kaufmann, San Francisco (1999) 

15. Czajkowski, K., Fitzgerald, S., Foster, I., Kesselman, C.: Grid Information Services for 
Distributed Resource Sharing. In: 10th IEEE International Symposium on High 
Performance Distributed Computing, pp. 181–184. IEEE Press, New York (2001) 

16. Foster, I., Kesselman, C., Nick, J., Tuecke, S.: The Physiology of the Grid: an Open Grid 
Services Architecture for Distributed Systems Integration. Technical report, Global Grid 
Forum, National Center for Biotechnology Information (2002), 
http://www.ncbi.nlm.nih.gov 

 



Optimization of Prefetching in Peer-to-Peer

Video on Demand Systems

Parag Bafna and B. Annappa

Department of Computer Science and Engineering
National Institute of Technology Karnataka, Surathkal, India - 575025

bafnaparag@gmail.com, annappa@ieee.org

Abstract. In Peer-to-Peer Video on Demand System like Video
Cassette Recording (VCR) various operations (i.e. forward, backward,
resume) are found to be used very frequently. The uncertainty of fre-
quent VCR operations makes it difficult to provide services like play
as download. To address this problem, there exist algorithms like ran-
dom prefetching, distributed prefetching, etc. But each such algorithm
has its own advantage and disadvantages. So to overcome the problem
of prefetching we propose optimize prefetching for Peer-to-Peer(P2P)
Video on Demand systems.The simulation result proves that the pro-
posed prefetching algorithm significantly reduces the seeking delay as
compared with the random prefetching scheme.

Keywords: Peer-to-Peer, Video on Demand, Distributed Prefetching,
Random Prefetching, Seeking delay.

1 Introduction

Multimedia communication has been in continuous state of evolution over the
past few decades. After the application level multicast, video streaming is boosted
by Peer-to-Peer(P2P) networks. Multimedia streaming can be categorized into
live streaming and on-demand streaming. In live streaming systems, the source
servers broadcast videos, and all the clients are synchronous.Successful exam-
ples include CoolStreaming[1], and PPLive[2]. On the other hand, On-demand
streaming or Video on Demand is an interactive multimedia service, which de-
livers video content to the users on his/her demand. Differing live streaming, for
on-demand streaming, clients mostly demands different videos or different parts
of the same video[10].

It is found that Video on Demand (VoD) is increasingly popular with Inter-
net users. VoD is compelling because it provides users with video stream con-
trol, such as pause and random seek which results in increase seeking delay and
stress on streaming server.The uncertainty of frequent VCR operations makes
it difficult to provide high quality real-time streaming services. To address this
problem, prefetching is proposed. In a data prefetching, peers prefetch and store
various portions of the streaming media ahead of their playing position, which
grants peers the ability to overcome the departure of source peer and to smooth

D.C. Wyld et al. (Eds.): NeCoM/WeST/WiMoN 2011, CCIS 197, pp. 100–106, 2011.
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video playing experience. The prefetched portion of content can also serve to
other peers on the network which requires some additional bandwidth and stor-
age.Considering the increasing stress on bandwidth, storage capability on local
peers nowadays, it certainly offers a more desirable tradeoff between quality and
cost. In this paper we proposed an optimized prefetching strategy and compared
our strategy with strategies like random prefetching strategy.

The rest of this paper is organized in different sections as follows. In section
2, we discuss the related work. In section 3, we discuss our proposed optimize
prefetching strategy. Section 4 illustrates the performance evaluation and com-
parison of our strategy with random prefetching strategy. Section 5 presents final
conclusion.

2 Related Work

In random prefetching[6] it has been observed that it randomly start to select
the media chuck which is actually not required for proper functioning of on de-
mand video streaming .The behavior of user while accessing the video chunk is
unpredictable so random prefetching does not provides effective solution to such
problem. Where as, in case of distributed prefetching[5], user viewing behavior
logs are maintained by a tracker server which improves hit ratio by considering
users access patterns, however extracting a user viewing pattern from user view-
ing behavior logs require large computation to be performed by tracker server.

3 Optimization of Prefetching

In order to overcome drawbacks of various prefetching techniques discussed in
earlier section, we proposed a new prefetching technique called optimize prefetch-
ing strategy. In this technique, every peer node maintains the record of playback
media chunks (video divided into media chunks) by other peers in the same
session-interval. This information is obtained through mutual sharing basis. Af-
ter collecting state information from all peers (in same session-interval), a table
of available media chunks is constructed by each peer in that particular session-
interval. Table 1 shows peers obtained state information.

Table 1. Information received by peer I

Peer ID Records

I 1 2 5 8 11 20
J 5 6 7 8 9 11
K 1 2 8 15 16 17
L 6 8 9 11 12 17
M 9 10 11 12 13
N 4 5 6 7 8 9 20
O 2 3 4 6 7 8
P 3 4 5 6 7 8 9
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Table 2. List created by peer I

media chunk number media chunk count

1 2
2 3
3 2
4 4
5 4
6 5
7 4
8 7
9 5
10 0
11 4
12 2
13 1
14 0
15 1
16 1
17 2
18 0
19 0
20 2

Each peer performs the necessary computation to create a list shown below
(Table 2). First column of the list contain media chunk number and second
column contain number of occurrence of that media chunk in record. The peer
then requests for a media chunk near to its play head position, which does not
exist in that session-interval (count=0). In case of Table 2 missing media chunks
like 10, 14, 18, and 19 would be requested from peers in other session-interval
depending on current play head position. If there is no such media chunk exists
than peer request for a media chunk which has highest count in list (count
is present in second column of list). Dead response from shortcut neighbors
results in the desired media chunk request from server as a last resort. Each
peer also prefetch the media chunks near to its play head position as an urgent
downloading target. If bandwidth allows, the peer also tries to fetch anchors.
Anchors are media chunks each consisting of 10 continuous seconds and are
distributed throughout the media file with fixed interval (e.g. 300 seconds). The
algorithm for optimize prefetching strategy is as shown below.

3.1 Proposed Prefetching Algorithm

Media chunk select ()

/* find the next segment to prefetch*/

{

Find the media chunk MCi that didn’t exist in buffermap // count =0

Return MC ; // MC is the desired media chunk

}
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Media chunk select1 ()

{

Find the media chunk MCi that did exist in buffermap with highest count

Return MC; // MC is the desired media chunk

}

Void Prefetch () // the function to do prefetching

{

While (true or prefetching set is not empty)

{

Media chunk MC = select ();

If (MC != NULL)

Goto : Download

Else

Media chunk MC = select1 ();

If (MC != NULL)

Goto : Download

Else if (bandwidth_is_available)

{

Downlaod anchor;

Exit ;

}

Else

Exit ;

Download :

Broadcast(MC);

/* broadcast the prefetching of media chunk*/

If (Media chunk MC is cached by a peer in same session-interval)

/*situation where same Media chunk is also requested by some other

peer */

{

Download media chunk MC;

Remove the media chunk MC from prefetching list;

}

Else if (Media chunk MC is located on a remote peer P)

{

Connect with the peer P;

Download media chunk MC;

Remove media chunk MC from the prefetching set;

}

Else // when timeout expires

{

Send the media chunk request to server;

Connect with server;

Download media chunk MC;

Remove media chunk MC from prefetching set;

}

}

}
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4 Performance Evaluation

We implemented an event-driven simulator coded in C++ to conduct a series of
simulations. For end-to-end latency setup we employed real world node-to-node
latency matrix (2500*2500) measured on internet[8]. One should note that we
do not consider the queuing management in the routers. The default streaming
rate is set to 500kbps. The upload and download bandwidth of peers is set to
500kbps.

X-axis=Number of peers, Y-axis= VCR request satisfied by segments prefetched(%)

Fig. 1. Comparison of percentage of VCR request satisfied by segments prefetched

X-axis=Number of peers, Y-axis= ratio of the amount of played data to the amount
of download data(%)

Fig. 2. Comparison of ratio of the amount of played data to the amount of download
data
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Figure 1 shows the comparison of percentage of VCR request satisfied by me-
dia chunks prefetched for optimize and random prefetching[6]. Optimize prefetch-
ing focus on downloading media chunk which is near to its play head position and
rarest in the session-interval or have highest count where as in random prefetch-
ing media chunk is prefetched without following any rule.Figure 1 shows our
scheme has satisfied higher percentage of VCR request of media chunk prefetch-
ing as compared with random prefetching.

Figure 2 shows comparison of the ratio of the amount of played data to
the amount of download data of random prefetching and optimize prefetching.
Figure 2 shows that optimize prefetching have higher ratio of the amount of
played data to the amount of download data than random prefetching since
random prefetching arbitrarily fetches media chunks.

5 Conclusion

Simulation and experimental study shows that there is need to provide Peer-
to-Peer(P2P) based video on Demand service to users. But as most prefetching
algorithms has their own limitations which makes them insufficient while pro-
viding Peer-to-Peer Video on Demand service.Therefore we proposed a novel
method of Peer-to-Peer video prefetching technique which has minimal over-
head of calculations, greater access to frequently accessed video/media chunks
and reduced network traffic and efficient use of peers in network. The result
obtained also helps us to track the frequently used media chunks by user and
helps them to make available as per users request. The comparison of proposed
technique with random prefetching shows the advantage of our proposed system
over it. In future we are trying to develop the system that will help to utilize
the available bandwidth efficiently by using our technique.
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Abstract. Provisioning data security and integrity in an IP network re-
quires a detailed understanding of both the architecture and the perfor-
mance of devices that are used within the network. A router interconnects
two or more computer networks, and it becomes most common target for
attackers to carry out Denial of Service Attacks. Thus it is necessary to
study the effect of resource exhaustion attack on router with respect
to its performance and security. In this paper, the proposed framework
provides an effective method to evaluate router performance and its re-
silience against denial of service attacks. The feasibility of the framework
has been demonstrated by carrying out different resource exhaustion at-
tacks on device under test (DUT) i.e. router, and the resilience against
the attacks is measured using a defined set of performance metrics.

Keywords: Denial of service attacks, Performance Testing, Resilience,
Router Performance.

1 Introduction

Today most organizations are dependent on the performance and security of
their network infrastructures. Building and securing network infrastructure in
both normal and attack scenarios require a detailed understanding of the per-
formance of devices that constitute the network infrastructure [12]. Enterprise
networks are commonly based on a three tier model. The first layer includes Ac-
cess Routers located in small offices which do not require hierarchical routing of
their own. The second layer includes Distribution Routers which aggregate data
from multiple Access Routers. These routers provide functionalities like QoS,
VPN etc. The third layer includes the Core Routers which form the backbone
network interconnecting different Distribution Routers. As router interconnects
two or more computer networks by providing packet routing service, it becomes
the most common target for attackers to carry out denial of service attacks.

Today different varieties of routers are provided by router vendors like Cisco,
Juniper, Linksys etc. each having its own resilience against security attacks.

D.C. Wyld et al. (Eds.): NeCoM/WeST/WiMoN 2011, CCIS 197, pp. 107–116, 2011.
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Resilience is the ability of the router to cope with stress and adversity. Active
routers offer the combined benefits of intrusion detection, firewall protection
and work collaboratively to provide resilience against security threats. However
combining all security measures in a single device for defense against security
threats can result in a significant performance loss. Thus router vendors have to
find balance point between performance and security while providing function-
alities like QoS, VPN etc. Efficient router testing for finding its resilience level
helps in building performance and security balance point.

This paper focuses on the generic router resilience testing framework inde-
pendent of router architecture and underlying protocols, analyzing the potential
threats and entry points. We have performed various denial of service attacks
on device under test (DUT) i.e. router and performance of the router is mea-
sured with respect to performance metrics such as throughput (connections per
second, packets per second), scalability, request/response delay, transaction du-
ration, allocation of resources etc.

2 Background

2.1 Traffic Types

The different types of traffic handled by the routers include Transit IP packets,
Receive IP packets and Exception IP/Non-IP Packets as shown in Fig 1.

– Transit IP Packets. These are the packets with the destination IP address
which is not owned by any of the interfaces of the router, but an IP address
which is accessible through the router. When a router sees a transit packet,
the decision it makes is to forward the packet out to one of its interfaces.

– Receive IP Packets. IP packets that arrive at a router, and that are destined
to an IP address owned by that router itself are called receive-adjacency
packets. With receive-adjacency packets, the router cannot engage any spe-
cialized forwarding hardware; the router must process the packet itself using
its own local CPU resources.

Fig. 1. Router Traffic
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– Exception IP and Non-IP Packets. Exception IP packets (e.g. packet with
TTL value 0) include transit or receive IP packets that have some exceptional
characteristic about them and that cannot be handled by normal processing
by the router. Non-IP packets (LCP, ARP etc) are the packets that are not
part of the IP protocol.

2.2 Entry Points for Denial of Service Attacks

A Denial of Service attack on a router is an attempt to make a router resource
unavailable to its intended users. These are also known as resource exhaustion
attacks. The resources affected by such attacks are CPU, Packet Memory, Net-
work Bandwidth, Route Memory, VTY Lines etc.[9] As CPU serves as a master
controller of the router, packet flood attacks aim to saturate them with attack
traffic, causing high CPU utilization. Packet memory is used to buffer the pack-
ets. Route memory is used to store route information and is used to provide
IP reachability and traffic forwarding. When a router’s buffers are exhausted,
legitimate traffic is discarded, which may result in a DoS condition. A packet
flood attack may be engineered to saturate a network link, affecting legitimate
traffic forwarding across that link and resulting in a DoS condition.

3 Problem Statement

3.1 Conceptual Model

Conceptual models are used to help reduce the amount of complexity that must
be comprehended at one time. The conceptual model of a router depicts how
the packets are handled in a router, once it reaches the ingress interface of a
router from any other network node. Here we have scoped our view above the
data link layer. So the input to this model will be the Payload of a valid frame.
Fig 2 describes how this input will be handled in any generic router.

Integrity check module does the initial check on IP packets like validation of
header checksum, failing which the packet is dropped. Now the packet reaches
the Header Processing and Route lookup module where the IP header will be

Fig. 2. Router Conceptual model
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examined and reconstructed to decide on the action to be performed on the
packet. The processing’s done here include Packet Validation and Reconstruc-
tion, Inbound/Outbound Filtering, Packet Classification into different traffic
types, Higher Layer Protocol Classification, Route Lookup etc. Now the receive
IP packets will be sent to the different processing units for further processing.
For the transit IP packets, the next hop interface will be found and are sent to
the switching fabric interface. In case of any exceptions this unit will generate
the exception IP packets. Once the next hop router is found the packets will be
sent to the Switching Fabric Interface where it will be sent to the required inter-
face. Some of the different switching mechanisms include shared medium switch,
shared memory switch fabric, cross bar switch, space time division switch etc.

The management processing unit is the logical unit responsible for handling
the management traffic, which are used for managing the various activities of
the router. Some of the most common management protocols found in routers
are FTP, TFTP, HTTP, HTTPS etc. The Control processing unit handles the
control traffic related to the routing protocols. They make the router intelligent
such that the packets are routed to the correct interface to reach its destination,
through the shortest path. The different protocols which come under this cate-
gory are BGP, OSPF, RIP etc. The logical handling of the traffic related to the
extra services provided by a router, apart from its core functionality of routing
is performed by the Service Processing unit. E.g. NAT, QoS etc.

3.2 Adversary Model

Fig.3 shows the classification of vulnerabilities based on the conceptual model
presented in the above section. Each of the vulnerabilities defined here has,
Vulnerability Name which is the position of the vulnerability in the model,
Vulnerability Action which is the action which causes the vulnerability to be
exploited. For e.g., flooding, malformed packets, protocol mismatch etc., and
Vulnerability Result which is the result which will be produced, once the vulner-
ability is exploited. The major categories are,

Fig. 3. Router Vulnerablities

Core Functionalities. The vulnerabilities related to the core functions of the
router like Packet validation, Receive Protocol Classification, Route Lookup, and
Post processing come under this section. They are enlisted in Table 1.
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Table 1. Entry Points for Core Functionalities attacks

Type Name Action Result

Packet Validation TTL expiry Attack Flooding Denial of Service

Receive Protocol Classification SYN Flood Attack Flooding Denial of Service

Receive Protocol Classification UDP Flood Attack Flooding Denial of Service

Route Look Up Invalid Route Attack Flooding Denial of Service

Post Processing Options Filed Attack Flooding Denial of Service

Surface Functionalities. This subsection includes all the vulnerabilities pos-
sible for the functionalities other than the core functions of the router. The
surface functionalities are broadly classified as Management Processing, Control
Processing, and Service Processing. The vulnerabilities relating to each of these
surface functionalities are enlisted in Table 2, Table 3, and Table 4 respectively.
Each protocol can have design or implementation vulnerability[4].

Table 2. Entry Points for Management Processing Attacks

Protocol Type Name Action Result

Telnet, FTP Design Plain Password Injection Unauthorized Access

Telnet Implementation Authentication Bypass Injection Unauthorized Access

FTP Implementation Authentication Bypass Injection Information Disclosure

TFTP Implementation Long File Name Injection Denial of Service

TFTP Design No Authentication Injection Unauthorized Access

SSH Implementation Protocol Mismatch Injection Unauthorized Access

Table 3. Entry Points for Control Processing Attacks

Protocol Type Name Action Result

RIPv1 Design No Authentication Injection DoS, Information Disclosure

RIPv2 Design Clear Text Authentication Injection DoS, Information Disclosure

OSPF Design Clear Text Authentication Injection DoS, Information Disclosure

Table 4. Entry Points for Service Processing Attacks

Protocol Type Name Action Result

VPN Implementation Malformed Packet Injection Denial of Service

NAT Implementation NAT Skinny Call Control Injection Denial of Service
Protocol Vulnerability

OSPF Implementation Virtual Private Dial-up Injection Denial of Service
Network Vulnerability

MVPN Implementation MVPN Data Leak Injection Unauthorized Access

3.3 Performance Metrics

In our study we have used the following standard performance testing metrics
for router testing[9][11].
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– Throughput. It is measured in terms of Connections per second. Connec-
tions per second (c/s) refer to the rate at which a device can establish state
parameters for new connections.

– Packets per second. It is the maximum number of packets per second pro-
cessed by the router.

– Scalability. It is measured in terms of maximum concurrent connections per
second. It refers to the total number of sessions (connections) about which
a device can maintain its state simultaneously.

– Request/Response Delay. It measures the response time of the router for a
particular type of processing request traffic sent to it.

– Transaction Duration. It is the time taken by the router to process particular
type of traffic (Transit traffic/ Receive traffic).

– Allocation of Resources. It measures resources allocated while processing par-
ticular type of traffic. Resources are router CPU, VTY lines, route memory,
temporary buffers etc.

4 Performance and Resilience Testing

4.1 Testing Framework

Fig.4 shows the framework used for testing router performance and resilience.
Denial of Service attacks can be carried out using both normal and unusual
traffic. As the router performance degrades with the introduction of more ser-
vices, the testing is performed with router services enabled and services
disabled[3].

Fig. 4. Router Testing Framework

4.2 System under Test

To test the routers performance and resilience we have set up the test bed as
shown in Fig.5. The entities involved in the test bed are DUT i.e. Cisco 2600
and Cisco 2821 router[10], User hosts (Linux/Windows machines), Switches,
IXIA traffic generator running using IXExplore and IXLoad[13].
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Fig. 5. Experimental Test Bed

4.3 Performance Measurement and Results

Normal Transit Traffic.
Traffic Type.

– Unidirectional traffic routed from port-1 to port-2 of IXIA.
– 3 streams of 30,000 packets per burst each looped 100 times.
– Line rate: 1000Mbps Max, which keeps changing, to observe the packet loss.
– Different packet sizes: 64,256, 512, 1024, 1500 (in bytes)[1].

Inference. For smaller packet size the packet drop occurs for lower line rate
as compared to large sized packets. This proves the inverse relationship of the
packet size with the line rate. Thus router performance is largely dependent on
the packet size and line rate as shown in the Fig.6.

Fig. 6. Number of Packets Lost Vs Line Rate

Fig. 7. Unsuccessful Telnet Attempt to the Router
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Exceptional Transit Traffic (TTL expiry attack). Under normal condi-
tions, routers are capable of processing exception packets. However, under attack
conditions where the number of TTL expiry packets is large, high CPU utiliza-
tion may result, leading to denial of service to slow path traffic[8]. Fig.7 shows
unsuccessful telnet attempt to the router.

Normal Receive Traffic (ICMP flood attack)
Traffic Type.

– Unidirectional traffic routed from port-1 to port-2 of IXIA.
– 3 streams of 30,000 packets per burst each looped 100 times, Frame size:

1024 bytes.

Case 1:

– 2 Streams sending normal IP transit traffic from port-1 to port-2 of IXIA.
– 1 Stream sending ICMP packets destined to router on some random port.

Case 2:

– 1 Stream sending normal IP transit traffic from port-1 to port-2 of IXIA.
– 2 Streams sending ICMP packets destined to router on some random port.

Fig. 8. Transit packet lost ( % ) Vs Line rate ( % ) in ICMP Flood Attack

For each case line rate is varied from 10% to 90%. (1000 Mbps max.) For both
traffic cases as shown in Fig.8, when the line rate is increased beyond 70% the
percentage of packets dropped by the router increases drastically. The drop rate
increases with increase in attack traffic rate. (Percentage of drop in packets at
the router is more in case-2 traffic). For attack traffic the ICMP error messages
generated by the router are captured at host machine using Wireshark. Thus
increase in line rate and attack traffic rate result in increased packet drop causing
DoS attack by ICMP flooding.

Exceptional Receive Traffic (UDP flood attack).
Traffic Type.

– Unidirectional traffic routed from port-1 to port-2 of IXIA.
– 3 streams of 30,000 packets per burst each looped 100 times, Frame size:

1024 bytes.
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Fig. 9. Transit packet lost ( % ) Vs Line rate ( % ) in UDP Flood Attack

Case 1:

– 2 Streams sending normal IP transit traffic from port-1 to port-2 of IXIA.
– 1 Stream sending UDP packets destined to router on some random port.

Case 2:

– 1 Stream sending normal IP transit traffic from port-1 to port-2 of IXIA.
– 2 Streams sending UDP packets destined to router on some random port.

For each case line rate is varied from 10% to 90% (1000 Mbps max.). For both
traffic cases as shown in Fig.9, when the line rate is increased beyond 60% the
percentage of packets dropped by the router increases drastically. The drop rate
increases with increase in attack traffic rate. (Percentage of drop in packets at
the router is more in case-2 traffic). For attack traffic the ICMP error messages
generated by the router are captured at host machine using Wireshark. Thus
increase in line rate and attack traffic rate result in increased packet drop causing
DoS attack by UDP flooding.

Tests Inference. Above results show that resilience of router varies with type
of attacks performed. Thus based on position, in the organization’s network
infrastructure (Three Tier Architecture) proper choice of router can be made
using proposed performance testing approach.

5 Conclusion and Future Work

In this paper we proposed a novel approach for testing the performance and
resilience of the router against DoS attacks. We identified threats and their
entry points for resource exhaustion attacks based on the conceptual model of
DUT i.e. router. In order to test the compliance of router performance to the
security requirements, we proposed a testing framework which is easily extensible
by adding number of test case DoS attacks targeted on the router. Based on the
testing framework we have successfully conducted a set of resource exhaustion
attacks on DUT. Performance analysis clearly shows that routers have different
resilience capability against different types of DoS attacks. This testing approach
can be used to validate routers produced to build secure infrastructure.
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Future work involves identifying new threats and their entry points in the
router conceptual model. Proposed framework can be extended to test the router
performance and resilience against number of denial of service attacks with num-
ber of router services enabled.
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Abstract. The purpose of this work is to maintain efficient backup routes for 
reconstructing overlay trees quickly. In most conventional methods, after a 
nodes leaves the trees, its children start searching for a new parent. In real time 
applications, this kind of reactive approach is not suited because this approach 
takes a lot of time to find a new parent. We propose a NetALM: Network based 
Application Layer Multicast protocol, which is used to form a multicast tree in 
a hierarchical order. In this proactive approach allows a node to finds its new 
parent immediately and switch to the backup smoothly. In our proposal, the 
structure of the overlay tree is resource aware. The higher capability resource 
nodes will be in the higher level of the tree. This tree structure is used to do 
smooth data distribution for our multiparty video conference application. In this 
application, we are dividing the users into two categories are Participants and 
Spectators. Participants can send both audio and video packets to other ends. 
However, Spectators can not send any audio and video packets; they can only 
receive the audio and video packets. Using these two methods we can utilize the 
internet bandwidth. 

Keywords: Application Layer Multicast, Overlay tree, Participants, Spectator, 
peer to peer. 

1   Introduction 

Multicasting services are increasing in popularity as service providers take advantage 
of multicasting solutions to efficiently distribute content to a large number of users. 
For example, multicasting can be used to provide streaming content such as news or 
video to many subscribers. ALM (Application Layer Multicast) implements the 
multicast functionally at end-hosts[1]. Different from IP multicasting, which 
unrealistically needs global deployment of routers with IP multicasting capability, 
ALM needs only installation of application software and requires no change in the 
current network infrastructure. In addition, it provides flexibility in routing such as 
multipath packet transfer and load balancing. The most active research area in ALM 
is design of routing protocols [2]-[6]. There are several measures to evaluate the 
effectiveness of the routing protocols as the following: (a) quality of the data delivery 
path, that is measured by stress, stretch and node degree parameters of overlay 
multicast tree, (b) robustness of the overlay, that is measured by the recovery time to 
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reconstruct a packet delivery tree after sudden end host failures, and (c) control 
overhead, that represents protocol scalability for a large number of receivers. 

In the ALM session, each end host is a member of the delivery tree, and it leaves 
freely and may fail sometimes. This is not a problem in IP multicast, because the  
non-leaf nodes in the delivery tree are routers and do not leave the multicast tree 
without notification. In ALM, one of the problems which we have to consider is to 
reconstruct the overlay multicast tree after a node departure [3]. The time to receive 
the data flow again after a node departure is important for multicast applications such 
as live media streaming, because all the children nodes are disconnected. It is 
therefore quite important to maintain the media quality by quickly reconstructing the 
overlay trees, but little attention has been given to this problem. Most researchers use 
a reactive approach, in which nodes start searching for their new parent after 
departure of their old parent node. It usually takes several seconds to restore the 
overlay tree. It is therefore important to find an effective mechanism to reconstruct 
the overlay trees. 

On the other hand, a proactive approach takes into account the node departure 
before it happens. The basic idea is that each nonleaf node in the overlay multicast 
tree pre-computes a backup route. In Probabilistic Resilient Multicast (PRM) [11], 
each host chooses a constant number of other hosts at random and forwards data to 
each of them with a low probability. It enables each host to have a backup route. 
However, PRM generates extra data overhead. Another proactive approach was 
proposed by Yang et al [12], which we call Yang’s approach in this paper. It 
calculates the degree each host has, and ensures backup route proactively whenever 
a node leaves or joins. Degree represents a outbound link. It is inevitable to 
consider the degree bound in overlay multicast, which can be easily observed in 
streaming applications. Each host limits the number of children on the tree it is 
willing to support. 

We therefore propose a new proactive approach in order to avoid the degree 
limitation and generating heavy overheads [4] [9]. By placing higher capability node 
in terms of available memory, processor speed etc., in the higher level of the tree. 
This method will produce the hierarchical structure tree. Using this tree, we can 
replace if any node failure in any level of the tree. Most of the video conference users 
are coming from the Local Area Network (LAN). The bandwidth of LAN is always 
same. So we are not considering this parameter to form the multicast tree. 
Furthermore, we implemented our proposal in software, and experimented with live 
video streaming over the actual network. The results of our implementation verify the 
effectiveness of our approach and convince us that our proposal achieved better 
streaming quality. 

The rest of this paper is organized as follows. In section 2, we detail our related 
work. In section 3, we introduce the routing algorithms on different network 
topologies and under various traffic conditions. In section 4, we detail our video 
conference application.  In section 5, we discuss some of the Experimental output we 
conclude in Section 6.  
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2   Application Layer Multicast Introduction 

2.1   ALM Fundamentals 

The basic idea of application-layer multicast is shown in Figure 1. Unlike native 
multicast where data packets are replicated at routers inside the network, in 
application layer multicast data packets are replicated at end hosts. 

 
            Network Layer Multicast                       Application Layer Multicast 

Fig. 1. Network-layer and application layer multicast. Square nodes are routers, and circular 
nodes are end circular nodes are end-hosts. The dotted lines represent peers on the overlay. 

Logically, the end-hosts form an overlay network, and the goal of application-layer 
multicast is to construct and maintain an efficient overlay for data transmission. Since 
application-layer multicast protocols must send the identical packets over the same link, 
they are less efficient than native multicast. Two intuitive measures of “goodness” for 
application layer multicast overlays, namely stress and stretch, were defined in [9]). The 
stress metric is defined per-link and counts the number of identical packets sent by a 
protocol over each underlying link in the network. The stretch metric is defined per-
member and is the ratio of path-length from the source to the member along the overlay 
to the length of the direct unicast path. Consider an application-layer multicast protocol 
in which the data source unicasts the data to each receiver. 

It is obvious that ALM is less efficient than IP multicast. While routers in IP 
multicast try to avoid multiple copies of the same packet over the same link, by 
constructing optimal multicast trees, in ALM packets may traverse the same link 
several times. Furthermore, end hosts do not have detailed information about routing 
or network topology, so, they usually work with limited topology information, based 
on end-to-end measurements, like round-trip time (RTT) or end-to-end bandwidth, to 
construct the overlay tree. 

2.2   Related Work 

There are lot of ALM protocols have been addressed so for, from those protocols, 
there are three popular protocols such as NICE, ZIGZAG and OMNI [2]. NICE 
protocol talked about two important factors such as stress, and stretch. Stress is the 
number of redundant packets that are send in one link. Stretch deals with per member 
the ratio of path length to the total path length. Layer formation in nice protocol, at 
first all the nodes are at layer 0. With some basic Behavior they form the cluster in 
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layer 0, this time layer 0 has no of clusters. A centre node is selected as leader in each 
cluster and all the leader is moved to the layer 1. In this layer they form the cluster. 
From this cluster another leader is chosen and that leader goes to layer2. This is how 
it repeats until it form single node at top NetALM Protocol. The conditions are a node 
at some layer Lj must be present in the all the lower layer and a node which is not  in 
Lj should not be present in the Li where i>j. In a NICE hierarchy structure, members 
at that top have to maintain the state of the members which are at the lowest level and 
the members in the same group can only have some limited information about the 
other members in that group. While developing nice hierarchy the members which are 
closer to distance are considered to be same hierarchy. Nice hierarchy is created by 
assigning members to different layers [2].  

If a node wants to join the tree, first it will query to the top layer one then the top 
node will give the information to the joining node about lower layer node. Then 
joining select one based on the rtt then sends to that node request. This is how they 
join the network when it comes to the lower layer that is layer0. There are two types 
of leaving one is Graceful: The leaving node informs other node of its departure and 
other one is Ungraceful: The leaving node “dies” suddenly without announcement. 
When nodes disappears from the tree, then we close all connections to the node and 
the method will inform to all other peers. Tree refinement is based on the following 
three methods: Cluster split, Cluster merge and Cluster leader transfer These 
refinements are done when the boundaries are violated. If it exceeds based on that 
merge or split or transfer can takes place. 

ZIGZAG protocol is similar to nice protocol while forming tree hierarchy but there 
are differences. First one is node on the same layer receives packet only from the 
higher node and a node on the same cluster receives from the same higher node. 
Second one is there is no connection or link between two nodes which are in the same 
cluster. Third one is the cluster nodes receives packet from the foreign node not from 
the parent node. This helps even if the parent node fails able to reconstruct easily. 
This is one of the advantage in ZIGZAG protocol. Here no scalability related things 
are considered. The node which wants to join to hierarchy should go from the parent 
node as similar to the nice[2]. 

In OMNI protocol there is no leader and layered like structure as like in the 
previous two protocols. In this case service providers deploy multicast service 
nodes(MSN) that act as a application layer forwarding entities for set of client. OMNI 
helps in reducing the latencies to the entire client set. MSN are also assigned priority 
based on the number of client that are attached to it. The main advantage is it 
minimizes the maximum latency[2]. 

3   NetALM Protocol 

Here we took six metrics to form the Multicast tree. The six metrics are type of 
Network, Hop Distance, Available Memory, Processing power, delay and bandwidth. 
Using this metrics we can reduce the height of the tree. Data distributions are two 
types one is Back bone distribution and another one is Tree Bone distribution. Back 
bone distribution is used to distribute the packets to the public network and tree bone 
distribution is used to distribute the packets to the private networks.  
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3.1   Tree Bone Formation and Refinement  

At the time of login, each user will send the parameters such as IP-Address, port 
number, type of network, bandwidth and system configuration (Processor Speed, 
available memory, bandwidth, etc..,) to the server. Server will form the multicast tree 
based on the parameters. A Basic tree is constructed based on the parameters bandwidth, 
Processing power and the available memory with nodes identified by their ip address. 
This tree is constructed using priority queue with the following constraints. 

• RAM SPEED (It includes available physical memory, Front Bus speed, 
SWAP space). 

• Processing Power. (This comprises of CPU frequency, No. of processors, 
type of processor). 

• Bandwidth (Network Bandwidth). 

3.2   Member Join Process 

When a new host joins the multicast group, it must be mapped to some cluster in 
layer. We illustrate the join procedure in Figure 2. Assume that host wants to join the 
multicast group. First, it contacts the Tree Head (TH) with its join query. The TH 
responds with the hosts that are present in the highest layer of the hierarchy. The 
joining host then contacts all members in the highest layer to identify the member 
closest to itself. In the example, the highest layer has just one member, which by 
default is the closest member to amongst layer members. Host informs of the three 
other members in its cluster then contacts each of these members with the join query 
to identify the closest member among them, and iteratively uses this procedure to find 
its cluster.  

It is important to note that any host, which belongs to any layer, is the center of its 
cluster, and recursively, is an approximation of the center among all members in all 
clusters that are below this part of the layered hierarchy. Hence, querying each layer 
in succession from the top of the hierarchy to layer results in a progressive refinement 
by the joining host to find the most appropriate layer cluster to join that is close to the 
joining member. 

 
 

Fig. 2. New member join 
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Fig. 3. Member Departure 

3.3   Member Failure and Host Departure 

When a host leaves the multicast group, it sends a Remove message to all clusters to 
which it is joined. This is a graceful-leave.  

However, if it fails without being able to send out this message to all cluster peers, 
the algorithm will detects this departure through non-receipt of the periodic HeartBeat 
message from. A leader of a cluster, this triggers a new leader selection in the cluster. 
Each remaining member, of the cluster independently selects a new leader of the 
cluster, depending on who estimates to be the center among these members. Multiple 
leaders are re-conciled into a single leader of the cluster through exchange of 
LeaderTransfer message between the two candidate leaders, when the multiplicity is 
detected. It is possible for members to have an inconsistent view of the cluster 
membership, and for transient cycles to develop on the data path. These cycles are 
eliminated once the protocol restores the hierarchy invariants and reconciles the 
cluster view for all members. 

4   Video Conferencing Process  

Every user has to first register with the server by giving their user name and 
password. Once the user gives the username and password it is authenticated by the 
server. After successful authentication the server sends the list of on-going conference 
to the corresponding user, the user and chooses the conference of his preference then 
the server allows him to participate in that conference. After that the corresponding 
user’s audio and video packets will be sending to all the participants in the 
conference. The user is allowed to create their own conference. Conference 
Management is discussed in the following sessions. 

4.1   Conference Management System 

NetALM conference management protocol is a real time conference control protocol 
that is ready to use for everyday communications. It supports all types of Internet  
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Fig. 4. Video Conference System Module 

connections, including LAN, broadband, and even dial-up. It can be integrated with 
all kinds of instant messaging services, and a version for MSN messenger has been 
developed. The full mesh conferencing structure is first introduced in [12], where 
Lennox et al. also point out that the full mesh conferencing architecture is not suitable 
for bandwidth-limited end systems, such as wireless devices and users with 56 kbps 
modems. To break this limitation, in our system, we entirely separate the transmission 
module from the media stream engine and define a whole set of APIs that are open for 
both Unicast and application-level multicast (ALM). When there are multiple data 
receivers, multicast allows data replication to be performed outside of the data source. 
Application-level multicast is different from traditional IP multicast in that data 
replication is conducted at end systems instead of multicast-enabled routers. With a 
proper ALM algorithm, we are able to alleviate the scalability problem of full mesh 
conferencing architecture. 

Our protocol is designed based on the full mesh architecture, where conference 
members are united by a fully connected communication mesh. And all the members 
are equivalent in terms of position in topology or rights in the conference. Different 
from [12], our protocol is so concise that it uses only four communication messages: 

♦ JOIN_CONFERENCE as a Participant 

A peer can join a conference as a Participant only if it is in the list of allowed 
participants specified by the conference Host. A peer intending to join a conference as 
a Participant generates a (private key, public key) pair and sends a 
JOIN_CONFERENCE message containing the conference name and its public key to 
the Server. The Server checks the list of allowed participants for that conference and 
if the peer is allowed then it sends the public key of the peer to other Participants and 
Spectators and also sends the public key of other Participants to the peer. Now the 
peer can subscribe to multicast AV data (encrypted) of other Participants and decrypt 
it before rendering using corresponding public keys. Also other Participants and 
Spectators can subscribe to the multicast AV data (encrypted) of the new Participant 
and decrypt it before rendering using the public key of the new Participant. 

                             TCP/UDP 

 
       Conference Control 

                         User Interface 

 
Media 
Stream 
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♦ JOIN_CONFERENCE as a Spectator 

A peer can join a conference as a Spectator only if it is in the list of allowed 
spectators specified by the conference Host. A peer intending to join a conference as a 
Spectator sends a JOIN_CONFERENCE message containing just the conference 
name to the Server. The Server checks the list of allowed spectators for that 
conference and if the peer is allowed then it sends the public key of all Participants to 
the Spectator. Now the new Spectator can subscribe to the entire Participants' 
multicast AV data (encrypted) and decrypt it before rendering using the 
corresponding public key. 

♦  LEAVE_CONFERENCE as a Participant 

The Participant sends a bye message LEAVE_CONFERENCE containing the 
conference name to the server. The Server sends messages to all the Spectators and 
other Participants saying this particular Participant has left the conference . The 
Spectators and other Participants unsubscribe to the ex-Participant's multicast data. 

♦ LEAVE_CONFERENCE as a Spectator 

The Spectator can silently leave the conference unless the server wants to maintain a 
log of conference activities, in which case the Spectator sends a bye message 
LEAVE_CONFERENCE containing the conference name to the Server and the 
Server appropriately logs the incident. 

 

Fig. 5. Peer Life Cycle 
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4.2   Peer Life Cycle 

• Every peer has to get authenticated by the Authentication Server using its 
username and password. The server stores the IP of the peer's machine which 
can be used by other peers.  

• On successful login, the system starts audio/video capture and renders only 
video locally.  

• It continuously listens over a port for UDP update messages from the server. 
For e.g. list of online peers, list of on-going conferences.  

• The peer can interact with other peers or join a conference [7].  
On logout, peer should send a "BYE" message to the server and exit gracefully. 

5   Experimental Output 

JAVA language is used to develop this application.  And other two important API’s 
are JMF2.0 and JXTA. JMF2.0 is to capturing the data source from the input devices 
such as Web Camera and head phone. JXTA is used to setting up the P2P 
environment. The video standard is H323 and the video format is H236, It can capture 
30 frames per seconds. The audio format is GSM. The minimum requirements of this 
software are Pentium IV processor, 1.8GHz processor speed and 512MB memory. 
The following output is showing you the four persons are talking to each other using 
this application.  

 

6   Conclusion 

Using this protocol we can give good quality of service to the Low bandwidth users. 
The two types of Data distribution will be one efficient distribution compare than 
other protocols like NICE, ZIGZAG and OMNI. The well structured tree will avoid 
the DDOS attacks. Heterogeneous users can participate the conference. Application 
itself We have reduced internet bandwidth using Participant and Spectator concept 
and avoided server overload and latency between the peers using peer to peer 
communication. This application also allows Text Chat and Online Presentation. 
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Abstract. The increasing demand for higher data rates and higher quality in 
wireless communications has motivated the use of multiple antenna elements at 
the transmitter and single antenna at the receiver in a wireless link. Space-time 
block coding over Rayleigh fading channels using multiple transmit antennas 
was introduced. In this work Data is encoded using a space-time block code and 
the encoded data is split into n streams which are simultaneously transmitted 
using n transmit antennas. The received signal at each receive antenna is a 
linear superposition of the n transmitted signals perturbed by noise. Maximum 
likelihood decoding is carried out by dividing the signals transmitted from 
different antennas. This uses the orthogonal structure of the space-time block 
code and gives a maximum-likelihood decoding algorithm, which is based only 
on linear processing at the receiver. Space-time block codes are designed to 
achieve the maximum diversity order for a given number of transmit and 
receive antennas subject to the constrain of having a simple decoding algorithm. 
This paper presents a simple two-branch transmit diversity scheme. Using two 
transmit antennas and one receive antenna using QAM modulation technique 
the performance of OSTBC with Alamouti is compared with no STBC scheme 
at lower as well as higher SNRs. This paper evaluates the performance of the 
system by increasing data lengths in terms of blocks. 

Index Terms: Codes, diversity, multi-path channels, multiple antennas, 
diversity, multi-path channels, multiple antennas, Rayleigh fading channel, 
space-time coding. 

1   Introduction 

Wireless communication is the transfer of information over a distance without the use 
of cables. It has made a tremendous impact on the lifestyle of a human being. It is 
very difficult to survive without wireless in some form or the other. As compared to 
fixed wireless systems, today’s wireless networks provide high-speed mobility 
(mobile users in fast vehicles) for voice as well as data traffic. The time-varying 
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nature of wireless channels, such as fading, multi-path makes it difficult for wireless 
system designers to satisfy the ever-increasing expectations of mobile users in terms 
of data rate.  

In most situations, the wireless channel suffers attenuation due to destructive 
addition of multi-paths in the propagation media and to interference from other users. 
The channel statistic is significantly often Raleigh, which makes it difficult for the 
receiver to reliably determine the transmitted signal unless some less attenuated 
replica of the signal is provided to the receiver. This technique is called diversity, 
which can be provided using temporal, frequency, polarization, and spatial resources. 
In many situations, however, the wireless channel is neither significantly time variant 
nor highly frequency selective. This forces the system engineers to consider the 
possibility of deploying multiple antennas at both the transmitter and receiver to 
achieve spatial diversity.  

Communications technologies have become very important part of human life. 
People can be reached at any time and at anyplace. Over 700million people around 
the world subscribe to existing second & third generation cellular system supporting 
data rates of 9.6Kbps to 2Mbps.  More recently, IEEE 802.11 wireless LAN networks 
enable communication at the rate of around 54Mbps and have attracted more than 1.6 
billion’s equipment sales. Over next ten years, the capabilities of these technologies 
are expected to move towards the 100Mbps-1Gbps ranges and to subscriber members 
over two billion. At the present time, the wireless communication research 
community and industry discuss standardization for the fourth mobile generation.  In 
other words, the next generation systems are supposed to have better quality and 
coverage, be more power and bandwidth efficient, and be deployed in diverse 
environments. Because of the enormous capacity increase MIMO systems offer, such 
systems gained a lot of interest in mobile communication research [9],[10] 

Receiver diversity is used in present cellular mobile systems such as GSM, IS-136, 
etc. But receiver diversity is very complex to design Recently Transmit diversity has 
been studied extensively as a method of combating impairments in wireless fading 
channels [2]–[4]. It is particularly appealing because of its relative simplicity of 
implementation and the feasibility of multiple antennas at the base station.  

2   Space Time Coding 

Space-Time Codes (STCs) have been implemented in cellular communications as 
well as in wireless local area networks. Space time coding is performed in both 
spatial and temporal domain introducing redundancy between signals transmitted 
from various antennas at various time periods[8]. It can achieve transmit diversity 
and antenna gain over spatially encoded systems without sacrificing bandwidth. The 
researches on STC focuses on improving the system performance by employing 
extra transmit antennas. In general, the designs of STC amounts to finding transmit 
matrices that satisfy certain optimality criteria. Constructing STC, researchers have 
to trade-off between three goals: decoding, minimizing the error probability, and 
maximizing the information rate. The space time encoding and decoding as shown 
in fig 1. 
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Fig. 1. System Block Diagram 

A.   Space Time Coded Systems 
 

Consider a space-time coded communication system with tn transmit antennas and 

rn  receive antennas. A space-time encoder encodes the transmitted data[8]. At each 
time slot, a block of tm n⋅ binary information symbols 

1 2, ,..., t
Tm n

t t t tc c c c ⋅⎡ ⎤= ⎣ ⎦                                               (1) 

is fed into the space-time encoder. The encoder maps the block of m binary data into 

tn  modulation symbols from a signal set of constellation 2mM = points. After 

serial-to-parallel (SP) conversion, the tn symbols 

1 2, ,... ,1t
Tn

t t t ts s s s t N⎡ ⎤= ≤ ≤⎣ ⎦                                         (2) 

Are transmitted simultaneously during the slot t  from tn  transmit antennas, 

Symbol i
ts ,1 ti n≤ ≤ , is transmitted from antenna and all transmitted symbols have the 

same duration T sec. The vector in (2) is called a space-time symbol and by arranging 

the transmitted sequence in an array, a tn N× space-time codeword matrix [8] 
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                                (3) 

can be defined. The i -th row 1 2, ,...,i i i i
Ns s s s⎡ ⎤= ⎣ ⎦ is the data sequence transmitted 

from the i -th transmit antenna and the j th− column 1 2, ,... tn
j j j js s s s⎡ ⎤= ⎣ ⎦ is the 

space-time symbol transmitted at time j ,1 j N≤ ≤ . 

The received signal vector can be calculated as 

Y=HS + N                                                        (4) 

The MIMO channel matrix H corresponding to tn  transmit antennas and rn  

receive antennas can be represented by a r tn n×  matrix: 
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Where the ji -th element, denoted by ,
t
j ih , is the fading gain coefficient for the 

path from transmit antenna i to receive antenna j . Perfect channel knowledge is 

assumed at the receiver side and the transmitter has no information about the channel 
available at the transmitter side. At the receiver, the decision metric is computed 
based on the squared Euclidian distance between all hypothesized receive sequences 
and the actual received sequence: 

2

2
,

1 1

tr nn
j t i

H t j i t
t j j

d y h s
= =

= −∑∑ ∑
                                       

(6)
 

Given the receive matrix Y the ML-detector decides for the transmit matrix S with 

smallest Euclidian distance 2
Hd . 

 

B.   Space-Time Codes  
 

A space–time code (STC) is a method employed to improve the reliability of data 
transmission in wireless communication systems using multiple transmit antennas. 
STCs rely on transmitting multiple, redundant copies of a data stream to the receiver 
in the hope that at least some of them may survive the physical path between 
transmission and reception in a good enough state to allow reliable decoding. Two 
different space-time coding methods, namely space-time trellis codes (STTCs) and 
space-time block codes (STBCs) have been proposed. STTC has been introduced as a 
coding technique that promises full diversity and substantial coding again at the price 
of a quite high decoding complexity. To avoid this disadvantage, STBCs have been 
proposed by the pioneering work of Alamouti. The Alamouti [1] code promises full 
diversity and full data rate (on data symbol per channel use) in case of two transmit 
antennas. The key feature of this scheme is the orthogonality between the signals 
vectors transmitted over the two transmits antennas. This scheme was generalized to 
an arbitrary number of transmit antennas by applying the theories of orthogonal 
design. The generalized schemes are referred to as space-time block codes. However, 
for more than two transmit antennas no complex valued STBCs with full diversity and 
full data rate exist. Thus, many different code design methods have been proposed 
providing either full diversity or full data rate. 

 
C.   Space Time Block Codes 

 

A Space-Time Block Code is generally represented by a matrix. Each row represents 
a time slot and each column represents one antenna’s transmission over time.[8] 
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Here, ijs  is the modulated symbol to be transmitted in time slot i  from antenna j . 

There are T time slots and tn transmit antennas as well as rn receive antennas. This 

block is usually considered to be of 'length' T 
The code rate of an STBC measures how many symbols per time slot it transmits 

on average over the course of one block. If a block encodes k symbols, the code- 
rate is 

k
r

T
=                                                           (7) 

3   Orthogonal Designs 

A.   Real Orthogonal Designs 
 

Definition: A real orthogonal design[6] of order n and type 1 2 1( , , , ), 0ks s s s >LL  

in real commuting variables 1 2, , , kx x xLL  is a n n×  matrix A with entries from 

the set { }1 20, , , kx x x± ± ±LL satisfying 

2

1

k
T T

l l n
l

AA A A s x I
=

= =∑                                           (8) 

Where nI n n= ×  is an identity matrix 

Eg. 
1 2

2
2 1

x x
A

x x

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

 

 

B.   Complex Orthogonal Designs 
 

Definition: A complex orthogonal design of order n and type 1 2 1( , , , ), 0ks s s s >LL  

in real commuting variables 1 2, , , kx x xLL  is a n n×  matrix C  with entries in the set 

{ }1 2 1 20, , , , , ,k kx x x ix ix ix± ± ± ± ± ±LL LL satisfying  
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2

1

k
H

l l n
l

C C s x I
=

=∑                                                   (9) 

An alternative definition for complex orthogonal design C  has entries from the set 

{ }1 2 1 20, , , , , ,k kz z z z z z∗ ∗ ∗± ± ± ± ± ±LL LL , where the lz are complex 

commuting variable and lz∗ denotes the complex conjugate of lz , such that 

2

1

k
H

l l n
l

C C s z I
=

=∑                                             (10) 

 
C.   Generalized Complex Orthogonal Designs 

Definition: A generalized complex orthogonal design of order n  is a r n× matrix 

G with entries from{ }1 2 1 20, , , , , ,k kz z z z z z∗ ∗ ∗± ± ± ± ± ±LL LL , or products 

of these complex indeterminate with the imaginary unit i  such that, 

                    
(11) 

 
     

If the entries of G are allowed to be complex linear combinations of the complex 

variables and their conjugates, then the design G  is called a Generalized Complex 
Linear processing orthogonal designs. 

    
D. Encoding Using Alamouti Code: 

  

The Alamouti code is the first STBC that provides at full data rate for two transmit 
antenna as shown in fig2.[1]. The information bits are first modulated using an M-ary 

modulation scheme. The encoder takes the block of two modulated symbols  1s  and 

2s  in each encoding operation and hands it to the transmit antennas according to the 

code matrix 

1 2

2 1

s s
S

s s∗ ∗

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

                                                (12) 

The first row represents the first transmission period and the second row the 

second transmission period. During the first transmission, the symbols 1s and 2s  are 

transmitted simultaneously from antenna one and antenna two respectively. In the 

second transmission period, the symbol 2s∗−  and 1s
∗  are transmitted simultaneously 

from antenna one and antenna two respectively. 
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k
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G G z I
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It is clear that the encoding is performed in both time (two transmission intervals) 
and space domain (across two transmit antennas). The two rows and columns of S are 
orthogonal to each other and the code matrix is orthogonal: 
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Where 2I  is a ( 2 2× ) identity matrix. This property enables the receiver to detect 

1s and 2s  by a simple linear signal processing operation. 

At the receiver side only one receive antenna is assumed to be available. The 
channel at time t  may be modeled by a complex multiplicative distortion 1( )h t for 
transmit antenna one and 2 ( )h t for transmit antenna two. Assuming that the fading is 
constant across two consecutive transmit periods of duration T,  
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Fig. 2. Two Transmitters and One Receiver 
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Where ih  and iθ . 1, 2i =  are the amplitude gain and phase shift for the path from 

transmit antenna i to the receive antenna. The received signals at the time t  and 

t T+ can then be expressed as 

                                              1 1 1 2 2 1r s h s h n= + +  

2 2 1 1 2 2r s h s h n∗ ∗= − + +                                           
(15)

 

Where 1r  and 2r are the received signals at time t and t T+ , 1n  and 2n  are 

complex random variables representing receiver noise and interference. This can be 
written in matrix form as[7]: 

r Sh n= +                                                       (16) 

Where [ ]1 2,
T

h h h= the complex channel vector and n is is the noise vector at the 

receiver. 

E.   Decoding 

One particularly attractive feature of orthogonal STBCs is that maximum likelihood 
decoding can be achieved at the receiver with only linear processing. In order to 
consider a decoding method, a model of the wireless communications system is 
needed.[5] 

At time t, the signal t
jr received at antenna j is: 

1

tn
t i i
j ij t t

i

r s nα
=

= +∑          (17) 

Where ijα  is the path gain from transmit antenna i to receive antenna j, i
ts is the 

signal transmitted by transmit antenna i and i
tn is a sample of additive white Gaussian 

noise (AWGN). 
Let 1 2, , , ne e eLL denote the permutations corresponding to the rows and let 
( )k iδ  denote the sign of ix  in the kth  row. Then ( )ke p q=  means that px is up 

to a sign change the ( , )k q th  element[11]  

       ( ),
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t
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For 1, 2, ,i n= LL and decide in favor of is among all the constellation symbols 

s  if: 

22 2

,
,

arg min 1i i k t i
k l

s A

s R s sα
∈

⎛ ⎞
= − + − +⎜ ⎟

⎝ ⎠
∑                            (19) 

This is a very simple decoding strategy that provides diversity. 
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4   Result 
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Fig. 3. Number of blocks=25000 
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Fig. 4. Number of blocks=50000 
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Fig. 6. Number of blocks=500000 

5   Conclusion 

The theory of space–time block coding, a simple and elegant method for transmission 
using multiple transmit antennas in a wireless Rayleigh environment is evaluated. 
These codes have a very simple maximum-likelihood decoding algorithm, which is 
only based on linear processing. Moreover, they exploit the full diversity given by 
transmit and receive antennas. The encoding and decoding algorithms are described. 
The encoding and decoding of these codes have very little complexity. Simulation 
results were provided to demonstrate that increasing number of transmit chains with 
very little decoding complexity. In this work QAM modulation technique is used to 
evaluate the performance of the system from the results obtained. It is concluded that 
implementing orthogonal STBC with Alamouti code using two transmitting and 
single receiving antenna decreases the symbol error rate. If we increase the data 
length shown in fig3-6 to be transmitted over the system, at higher SNR s the symbol 
error rate decreases even it is almost at lower SNRs 
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Abstract. A Distributed Denial-of-Service (DDoS) attack is a strenuous attack 
to defend, mainly due to a server’s inability to control the amount and the origin 
of requests. It is easily performed by utilizing the weakness of the network 
protocol. DDoS attack is considered to be a major threat among security 
problems in today’s Internet. TCP/IP protocol suite is the most widely used 
protocol suite for data communication. While SYN flooding exploits the TCP 
three-way handshake process by sending many connection requests using 
spoofed source IP addresses to a victim server. The IP protocol specifies no 
method for validating the authenticity of the packet’s source. This implies that 
an attacker can forge the source address to their desire. These kinds of attack 
are potentially severe. They bring down business of company drastically. DDoS 
attack can easily exhaust the computing and communication resources of its 
victim within a short period of time. This paper deals on attacks that consume 
all the bandwidth available to the victim machine. The TCP SYN flood works 
by exhausting the TCP connection queue of the host and thus denying 
legitimate connection requests. There are various methods used to detect and 
prevent this attack, one of which is to block the packet based on SYN flag count 
from the same IP address. This kind of prevention methods becomes unsuitable 
when the attackers use the Spoofed IP address. For the prevention of this kind 
of attacks, the TCP specific probing is used in the proposed scheme where the 
client is requested to change the windows size/ cause packet retransmission 
while sending the ACK in the three way hand shake. We also use the DHCP to 
statically assign the IP address based on the MAC address in a private 
environment. This is very useful to find the Spoofed IP Packets/TCP SYN flood 
and preventing them. 

Keywords: TCP SYN flooding, DDoS, IP Spoofing, T-RAP, Static DHCP. 

1   Introduction 

IP Spoofing protection solutions can essentially be divided into three categories they 
are End-Host-Based Solutions, Router-Based Solutions, Solutions Requiring the Use 
of Both Routers and End-Hosts. Here we are concentrating on End-host-based 
solutions. The TCP/IP protocol suite, the most widely used protocol suite for data 
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communication assumes that all the hosts participating in the communication have no 
malicious intent. It is to be noted that internet was designed with functionality but not 
security in mind.  There is no security built into the internet infrastructure to protect 
hosts from other hosts. Attackers can forge the source address of IP packets to 
maintain their concealment and also to redirect the blame for attacks. When attackers 
inject packets with spoofed source addresses into the Internet, routers forward those 
packets to their destination just like any other packet without checking the validity of 
the packets source addresses. These spoofing packets consume network bandwidth 
and are often part of some malicious activity, such as a DDoS attack. This attack 
prevents legitimate users from access the regular Internet services by exhausting the 
victim’s resources .The main drawback in the present network is that authentication of 
the source address is not provided but the network is concerned with only the 
destination to be reached by the packet which are send for communication with that 
advantage the attacker try to impersonate the source address as a source which is 
genuine / accessible of the target. 

The mitigation of IP spoofing by monitor packets using network-monitoring software 
here learning and recording of the packet is done. T-RAP (TCP Replay 
Acknowledgement Packet) a prevention model for DDoS attack with Spoofing IP 
address is designed and developed for the prevention of the DDoS attack using the 
spoofed IP packets. It is easy to detect the DDoS attack by monitoring the packets with 
SYN flag and using a threshold limit, packets from that IP address is not accepted if it 
exceeds the threshold limit. But an attacker can launch a DDoS attack on the target 
victim server using the Spoofed IP address. Using TCP-specific probes intelligently 
craft/append TCP acknowledgment messages to give another layer of protection. Since 
the sender of spoofing packets is often unable to see any replies, a recipient host can 
send acknowledgments that should change the TCP window size or cause packet 
retransmission, and then observe whether or not the supposed source responds correctly. 
If the supposed source does not change the window size or does not retransmit the 
packet, the recipient host considers the packet’s source to be spoofed. 

Ensuring that an IP packet carries a correct source address is highly difficult. There 
is no control over the request given by the client. So the filtering of the packet should 
be done before a malicious client gives the request to the server. Using Static DHCP, 
the DHCP server recognizes the MAC address of your device's NIC and assigns the 
static IP address to it in a private network. With help of this mapping between the IP 
address and MAC we can find out IP spoofing to some extent. While rest is taken care 
by the TCP probing method. 

The rest of this paper is organized as follows. In section 2, we introduce IP 
Spoofing and the recent trends in IP Spoofing and little discussion about Botnets. In 
section 3, we detail our related work. In section 4, we detail about Static DHCP.  In 
section 5, we detail about T-RAP .In section 6, we discuss about the result and we 
conclude in Section 7.  

2   IP Spoofing Introduction 

2.1   The IP Spoofing Techniques 

The SYN flood attack exploits a vulnerability of the TCP three-way handshake, 
namely, that a server needs to allocate a large data structure for any incoming SYN 
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packet regardless of its authenticity. During SYN flood attacks, the attacker sends 
SYN packets with source IP addresses that do not exist or are not in use. During the 
three-way handshake, when the server puts the request information into the memory 
stack, it will wait for the confirmation from the client that sends the request. While 
the request is waiting to be confirmed, it will remain in the memory stack. Since the 
source IP addresses used in SYN flood attacks can be nonexistent, the server will not 
receive confirmation packets for requests created by the SYN flood attack. Each half-
open connection will remain on the memory stack until it times out, it will retransmit 
the SYN+ACK 5 times, doubling the time-out value after each retransmission. The 
initial time-out value is 3 seconds, so retries are attempted at 3, 6, 12, 24, and 48 
seconds. More and more requests will accumulate and fill up the memory stack. 
Therefore, no new request, including legitimate requests, can be processed and the 
services of the system are disabled. Generally, the space for the memory stack 
allocated by the operating system is small, and even a small scale SYN flood attack 
can be disruptive. On the other hand, SYN floods can be also launched from 
compromised machines using spoofed IP address / genuine source IP addresses given 
these compromised machines are configured to ignore the SYN/ACK packets from 
the target. 

3   Related Works 

The methods used for preventing TCP SYN flood is done by the following  way 
using the server as the detector of the attack and the local router of the attacker is 
used to prevent the attack. To establish the TCP connection with the server, every 
client should send the SYN signal and have to respond the SYN/ACK signal with the 
ACK signal. To identify the attack, the SYN request sent by the client is stored in the 
server data table (database) until the acknowledgement from the client received by 
the server for the SYN ACK signal. The client information stored in the table is the 
IP address and the SYN count. If the count (number of SYN request sent by the 
attacker without the ACK signal to establish the connection) in the table exceeds the 
threshold limit, the victim intimate the details of the attack to its local router and it 
will be sent to the local router of the  attacker to drop all the packets from the 
respective node. If suppose the local router compromise with the attacking node, that 
router is also prevented from throwing the packet. 

OS Fingerprinting [13] can detect spoofing packets if the spoofed source can be 
actively fingerprinted. The resulting active fingerprint is different from the passively 
deployed fingerprint then it is considered to be the spoofing packet. Even then, results 
can be complicated by a firewall between the target and the spoofed source, if the 
firewall filters the fingerprinting probes, or alters the responses. Fingerprinting is not 
reliable enough to depend on. 

Hop-Count Filtering (HCF) [6] observes the hop-count of packets arriving at a given 
host/server. During normal times measurement is made where, HCF creates a mapping 
of IP addresses to hop counts. Then, if an attacker sends a spoofing packet to the host; it 
is likely the hop-count of the packet will not match the expected hop-count for packets 
from the spoofed source address. Because legitimate hop-counts may change due to 
routing changes, strictly filtering all packets that do not match would lead to false 
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positives. In order to minimize false positives, HCF only begins filtering traffic if some 
threshold amount of packets does not match their expected hop counts. 

The method used to prevent the opening of connections to spoofed source 
addresses is SYN cookies [15]. When a server uses SYN cookies it does not allocate 
resources to a connection until the 3-way TCP handshake completes. First the server 
sends a SYN + ACK packet with a specially encoded initial sequence number, or 
cookie, that includes a hash of the TCP headers from the client’s initial SYN packet, 
a timestamp, and the client’s Maximum Segment Size (MSS). Then when it receives 
the client’s response, the server can check the sequence number and create the 
necessary state only if the client’s sequence number is the cookie value plus one. 
Because the cookie uses a hash involving the server’s secret key, attackers should not 
be able to guess the correct cookie values. However, because of performance 
concerns and some incompatibilities with TCP extensions, such as large windows, 
operating systems generally do not activate the SYN cookie mechanism until the 
host’s SYN queue fills up. An attacker sending spoofing traffic at a low rate may 
avoid triggering the SYN cookie mechanism. Administrators may be able to forcibly 
enable SYN cookies for all connections, but should be aware of the side effects. 

Another mechanism used for IP Spoofing prevention is using IP puzzles [5]. It 
provides active defense against spoofing. Here the server sends an IP puzzle to a 
client, and then the client needs to “solve” the puzzle by performing some 
computational task. Only after the server receives the puzzle solution from the client 
will the server allow the client to connect. It is prohibitively expensive for malicious 
hosts to send large numbers of packets as a side effect it is preventing attackers from 
successfully sending spoofing packets. Since the IP puzzle would be sent to the listed 
source and not the attacker, an attacker could not send a puzzle solution, thus 
preventing the attacker from spoofing. 

4   Static DHCP Assignment of IP Address in a Private 
Environment 

Static DHCP (DHCP reservation) is a useful feature which makes the DHCP server 
on your router always assigns the same IP address to a specific computer on your 
LAN. To be more specific, the DHCP server assigns this static IP to a unique MAC 
address assigned to each NIC on your LAN. Your computer boots and requests its IP 
from the router's DHCP server. The DHCP server recognizes the MAC address of 
your device's NIC and assigns the static IP address to it. For Example 4 MAC 
addresses are there and those are the only machines which should receive DHCP, you 
could probably create a pool of 4 addresses with all of them reserved (mapped).  

This is used to determine whether the IP address has been changed. If IP address 
has been changed then the packets are filtered without reaching the victim system. 

IP address Hardware address Lease expiration 
10.0.0.1 0090.bff6.081e Infinite 
10.0.0.2 00b7.0813.88f1.66 Infinite 
10.0.0.2 0090.bff6.081d Infinite 
10.0.0.2 0090.0813.081f Infinite 
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5   T-RAP (TCP Reply Acknowledgement Packet) 

T-RAP (TCP Reply Acknowledgement Packet) is the methods used for the mitigation 
of TCP SYN flood with IP spoofing. Here the simple TCP handshake may not be 
enough to prevent attackers from spoofing TCP packet, since attackers may be able to 
predict TCP sequence numbers. The sender of spoofing packets mostly unable to see 
any replies with this in mind, we use T-RAP (TCP Reply Acknowledgement Packet) 
which intelligently craft/append TCP acknowledgment messages to give another 
layer of protection. Here recipient host/server sends acknowledgment that should 
change the TCP window size or cause packet retransmission. It should be observed 
whether source responds correctly. If the supposed source does not change the 
window size /does not retransmit the packet, the recipient host/server considers the 
packet’s source to be spoofed. 

The recording of the TCP handshake is the key aspect in this method. The TCP 
acknowledgment message sends along with the SYN+ACK packet send from the 
victim server which undergoes the IP Spoofing for the TCP SYN flooding. If the 
packet retransmission is with change in TCP Window size the packet is not spoofed. 

Fig.1. Shows T-RAP (TCP Reply Acknowledgement Packet) method used to 
determine TCP packet received is spoofed or not. Based on the detection the packet is 
dropped or accepted .Initially the server receives the   TCP packet with SYN flag in 
the packet so the protocol analyzer detect it as TCP protocol and send the client with 
the TCP Acknowledgement if the packet does not come from the spoofed IP address 
then the client reply with change in TCP Window size based on this reply the Packet 
Capture Engine record this and send it to the Decider. Based on the reply from the 
client using T-RAP the packet is dropped or accepted. 

   

Fig. 1. TCP SYN flood detection model using T-RAP 
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This is a host-based architecture and it is developed using TCP Probing .Here the 
TCP probe is used to send the specification to the client trying to establish a new 
connection with the server. The decision is taken based on the reply from the client. 
Initially when the client tried to change the IP address mapped to the MAC address 
and connect to the server the malicious activity detector detects it and filter the packet 
without reaching the victim server. The Controller is used to send the specification to 
the client trying to establish a new connection with the server. The Specification 
contains the TCP probe which is TCP Reply Acknowledgement Packet (T-RAP) that 
should change the TCP window size or cause packet retransmission. The Protocol 
analyzer analyses the packet whether it follows the TCP protocol. The Packet Capture 
engine is used to record the packet used in the TCP handshake and it is useful in 
verifying the specification given by the TCP Probe. The Decider decides based on the 
information available (i.e.) it follows the Specification while replying back to the 
server, based on this accepts or rejects the packets. The dropped packet information is 
logged on to the History logger. 

      

 
Fig. 2. TCP Three way handshake in normal scenario 

The above figure gives the representation of the three way hand shake where SYN 
packets  are send from the client to establish connection where it is responded with 
the SYN+ACK packet. 
 

    
Fig. 3. TCP Three way handshake connection established 
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Fig.3 gives the representation of the three way hand shake where ACK packets are 
send from the client to finish the three way hand shake and to establish connection 
with the server. 

Fig.4 gives the representation of the three way hand shake where SYN packets is 
send from the client to initiate  the three way hand shake and to establish connection 
with the server. Here the static DHCP is assigned to each MAC address /Hardware 
address (i.e.) Each NIC card mapped with static IP address using Static DHCP.  

           

 

Fig. 4. TCP Three way handshake passes through filter 

                  

 

Fig. 5. Filtering of the malicious activity in the TCP three way handshakes 
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Fig.5 gives the representation of the three way hand shake where SYN packets is 
send from the client to initiate  the three way hand shake and to establish connection 
with the server. Here the static DHCP is assigned to each MAC address /Hardware 
address when this is violated by the client and it also tries to establish the connection 
with the server. The Client which violates this static DHCP is prevented from 
communicating further with the server using the filter. 

 

Fig. 6. TCP Three way handshake using T-RAP 

 

Fig. 7. TCP Three way handshake connection established using T-RAP 
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In this method using the T-RAP the extra specification is appended with the 
acknowledgment that is to change the TCP window size or cause packet 
retransmission. Based on this specification the packet send with ACK from client is 
changed as per the specification and send back to the server to establish the 
connection. The packet replied back should be with the correct specification send by 
the server. This is analysed using the protocol analyser .The decider accepts or rejects 
the packet based on the result from the Packet Capture engine. 

Based on the results from the Packet Capture engine the check is made whether it 
satisfies the specification given by the server using TCP probing to change the TCP 
window size or cause packet retransmission. The decider decides to accept or drop   
based on specification reply of TCP probing. 

6   Experimental Output 

The T-RAP (TCP Reply Acknowledgement Packet) TCP probing method finds the 
spoofed Packet and drop the packet based on the specification given in the  
 

 

Fig. 8. No. of spoofed packet detected using T-RAP 

 

Fig. 9. Comparison of various IP Spoofing methods with T-RAP 
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acknowledgement. Here the comparison is made between the normal flow of packet 
with spoofed IP and the No. of spoofed packet detected using the T-RAP (TCP Reply 
Acknowledgement Packet) TCP probing method. The implementation is done on the 
blades severs where T-RAP finds and detects the spoofed IP address and also drops 
the spoofed packets. 

From fig. 9.the TCP/IP Probe seems to have better efficacy with less overhead as 
compared to other methods of IP Spoofing prevention for the purpose of DDoS attack 
protection. 

7   Conclusion 

The problem of ensuring that an IP packet carries a correct source address is a major 
concern. More over there is no control over the request given by the client. So the 
filtering of the packet should be done before a malicious client gives the request to the 
server. Using Static DHCP, the DHCP server recognizes the MAC address of your 
device's NIC and assigns the static IP address to it in a private network. With help of 
this mapping between the IP address and MAC we can find out IP spoofing to some 
extent. While rest is taken care by the TCP probing method. The T-RAP is very much 
useful in detecting the IP Spoofing done for TCP SYN flooding. The UDP flooding 
cannot be counter by this method. A common method should be developed to detect 
and traceback the spoofed IP packets in any form. TCP probing has good robustness 
against the TCP SYN flooding. Also, this method can effectively detect the IP 
Spoofing while reducing the TCP SYN flooding. 

In future, we hope to analyze and provide IP Spoofing prevention system from the 
point of view of universal IP Spoofing security solution (i.e.) to provide prevention of 
IP Spoofing which occurs in any form. 
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Abstract. Transmit precoding techniques used at the base station(B.S) greatly 
reduces inter symbol interference(ISI) and inter channel interference(ICI), and 
allows the receiver to be complete simplified. These techniques needs full channel 
state information(CSI) at the B.S. But the CSI at the B.S is often outdated because 
of time varying nature of the channel. Hence, to adapt the transmit precoding 
technique, it is necessary to update the CSI at the transmitter. For reliable adaptive 
transmission, it is required to have the prediction of future CSI. In this paper we 
consider the kalman filter to predict the future channel, then the prediction error is 
corrected by the proposed technique. Then the prediction error corrected channel 
is used to construct the linear precoding matrix. Our simulation results show that 
the Bit error rate(BER) perfomance is improved if the prediction error is corrected 
to construct linear precoding matrix. 

Keywords: Channel State information (CSI), Time Division Duplex (TDD), 
Kalman Prediction, Precoding, Doppler rate, Bit Error Rate (BER), MMSE. 

1   Introduction 

The performance of a wireless communication sytem can be improved by the well 
known Multiple Input Multiple Output (MIMO) antenna system [1], [2]. The 
degradation factors for the transmission of digital data over the MIMO high speed 
communication systems are Inter Symbol Interference (ISI) and Inter Channel 
Interference (ICI). The receiver based channel equalization has been used to mitigate 
such effects. Recently, research has been done in the area of precoding techniques to 
shift the signal processing burden from the receiver to the transmitter. The precoder 
design is expected to allow the receiver to be considerably simplified, which in turn 
reduces computational complexity and power consumption. 

In the case of Time Division Duplex (TDD) systems, since the same frequency 
band is used for both transmission and reception. Hence, due to the channel 
reciprocity, the uplink channel estimates are used as the downlink channel estimates. 
In the case of Frequency Division Duplexing (FDD), CSI has to be obtained at the 
transmitter using a feedback channel. The feedback delay, channel estimation and 
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quantization errors and processing delay degrade the performance of adaptive 
transmission, especially in rapidly time varying fading. Even in open loop channels 
(ie) TDD systems, the reciprocity will be valid only if the duplexing time is much 
shorter than the coherence time. Hence, current CSI is not sufficient and future 
channel conditions need to be known to adapt transmission parameters. The accuracy 
of the transmit channel estimation depends on the channel characteristics. In wireless 
communication systems, mobility can make the available channel information out of 
date. The Doppler spread induced by the motion of the subscribers and scatterers has 
a strong influence on time processing algorithm. The Doppler spread is large in macro 
cells which serve high mobility subscribers and it increases with high operating 
frequencies. Hence, for the case of a larger Doppler spread, the reciprocity cannot be 
applied i.e. the uplink channel estimates cannot be used for the downlink. A timely 
update of the CSI is an obvious solution to improve the system performance in a time 
varying channel. Hence it is necessary to estimate the downlink channel in accordance 
with the Doppler rate. Larger Doppler rate implies faster channel variation.  

Since the CSI is known in the transmitter of TDD systems, it is possible for the 
transmitter to precode the signals according to the CSI. Esmailzadeh et al. also 
showed that the performance of pre-RAKE system is equivalent to the conventional 
RAKE receiver.In [3], Barreto et al. proposed pre/post RAKE to have remarkable 
performance improvement. While the pre-RAKE weights are determined in the same 
way as the pre-RAKE in [1] and [2], the post-RAKE weights are determined by 
Maximal ratio combining (MRC), to further improve the performance gain. The 
pre/post RAKE proposed by [3] & [4] is called as an Eigen precoder. The combining 
weights of the pre and post RAKE are jointly determined by the Eigen analysis to 
maximize the signal to noise ratio (SNR). A principal ratio combining (PRC) pre/post 
RAKE has been proposed in [5], which is a general expansion of Eigen precoder and 
it also utilizes the flexible number of pre-RAKE fingers. 

When the CSI is available at the transmitter, multiple antenna systems are able to 
construct parallel sub channels without cross talk, by applying SVD to accomplish an 
optimal capacity [6], [7]. Han and Park in [8] proposed a pre/post RAKE structure 
called SVD pre/post RAKE, whose combining weights are determined by the SVD. 
Since the SVD establishes parallel sub channels in the multipath fading channel, the 
multiplexed transmission can be utilized.  

Recently researchers have focused on preprocessing concepts based on channel 
prediction. .  The benefits of using the channel prediction on adaptive rate control and 
power control schemes have been studied in [7]. In [8], A.H.Sayed etal, proposed 
channel prediction for equalization in MIMO wireless communication systems by 
considering the decision delay. In [9], a Pre-RAKE transmitter with long range 
prediction is employed over rapidly varying multipath fading channel. In [10], 
channel prediction based on wiener filtering is used in adaptive beam forming MISO 
systems. In [11], Giannakis etal analyzed the effect of channel prediction error on the 
BER performance of adaptive modulation based on transmit beam forming. The pre-
RAKE beamforming for predicted channel was discussed in [12]. In [13], Raviraj and 
Adve proposed N frames ahead predictor based on the Kalman filter. 

Here, we use a Kalman filter to track the time variation of the channel taps. These 
channel taps are typically modeled as mutually uncorrelated circular Gaussian random 
process. These time varying channel taps are predicted by the Kalman filter. The 
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channel prediction error (i.e) the difference between the actual channel taps and the 
predicted channel is unavoidable. In our work, we derive the downlink channel 
coefficients by considering the channel prediction error. Then we use these channel 
coefficients to design the precoding system. The main contribution of this work is  

(i) From the kalman recursion, the prediction error covariance is obtained and  
using this prediction error, the correlation coefficient between the actual 
channel and the predicted channel is derived. 

(ii) Then using the relationship between the actual channel, predicted channel 
and the correlation coefficient, the actual channel is obtained. precoder is 
designed and BER performance is analyzed for the predicted channel and 
prediction error corrected channel.  

The remainder of the paper is organized as follows. Section 2 deals with system 
model and the channel model. Kalman based tracking and the channel prediction are 
discussed in section 4. Section 5 presents the simulation results of the proposed 
algorithm and section 6 concludes the paper.  

2   System Model 

In this paper, we consider the downlink of a multiuser flat fading MIMO channel with 
K users, each with a single receive antenna, and a base station with M transmit 
antennas. Assuming that the transmitted signal is linearly precoded at the base station, 
the vector of the received signals at the K receivers is given by 

                                      y = HGS + n.                                                  (1)               

where H is the K × M channel matrix , whose (i,j) th element is the complex gain from 
transmit antenna j to receive antenna i and whose elements are  independent and 
identically distributed (i.i.d.) zero mean  complex Gaussian elements with unit 
variance , and the rank of a matrix H is K. 

H =         
11 … 11 …                       

G is the M×K precoding matrix, S is the vector consisting of K independent streams 
of data with zero mean and normalized variance, and n is an additive white Gaussian 
noise vector CN(0,N0I), where I denotes the identity matrix. 

Then the decision statistics of the output of the receiver at the mobile station can be 
written as                               

           ŷ = RHGS + Rn                                                           (2) 

where R = aI represents the simplified receiver (where I is an N×N identity matrix). 
Given the estimated channel matrix H, we are interested in designing the precoding 
matrix G at the base station such that the mean square error (MSE) signal at the 
different users’ receivers is minimized. 
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Gopt    =      argmin    E [║ŷ -S║2
2] 

E [║Gopts║2
2] =  Ps E [║s║2

2] 

The power constraint states that the total average transmit energy per symbol after 
precoded by G is equal to Ps.  By substituting ŷ = RHGS + Rn   

                Gopt    =   argmin     E [║RHGS + Rn -S║2
2]                              (3) 

                                              E [║GoptS║2
2] =  Ps E [║S║2

2] 

On substituting R=aI, and simplifying further as in [14], 

                         Gopt = ′  Topt                                                 (4) 

where Topt = HH (H HH + βI)-1 and β is given as σ2/ Ps. 

3   Channel Model 

The frequency selective channel is modeled as a chip-tapped multipath channel with 
L resolvable paths as                       

h(t) = ∑  δ t  τl                                                 (5) 

where  denotes the channel gain, τl  1  denotes propagation delay of the lth 
path, T is the bit duration and δ(t) is the Dirac delta function [8]. In the Rayleigh 
fading channel,     has an independent zero mean complex Gaussian distribution and 
the channel vector h is defined as  

h = [h1 …. hL] T such that E {||h||2} =1. 

In this section, we will model the channel time variations as a low order AR (Auto 
Regressive) process. Exact modeling of the time evolution of the vector process {h(t)} 
with an ARMA (Auto Regressive and Moving Average) model is impossible, because 
the autocorrelation functions are non-rational. Even though the large order AR models 
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for the fading channels are accurate, the first few correlation terms of small lag |t1 – t2| 
are more important for the design of the receivers. Thus, even low order AR models, 
matching the Bessel auto correlation well for small lags, can capture most of the 
channel tap dynamics and lead to effective tracking algorithms i.e.  
 

h (n) = ∑ h(n l) + w(n)                                          (6) 
 

where h(n) = [h(0) h(1) … h(L-1)] T and  w(n) = [w(0) w(1) … w(L-1)]T. Generally w 
(n) is considered as zero mean i.i.d.(Independent and identically distributed) circular 
complex Gaussian vector process with correlation matrices Rw(n) = σw

2 δ (n).  The 
discrete time fading channel sequence h(n) models a channel with maximum Doppler 
Frequency fD and sampling period Tfr, which has a autocorrelation  

                   
     R(k)  =   E {h(t1) h*(t2)}  =  ζ0 (2π fD k Tf )                            (7) 

 
The AR coefficients Al are determined by solving the set of p×p Yule Walker 
equations, A = R-1 W, where  

A = [a1 a2 ……………….ap] T, 

                              R = 
0 1      1 0  

W = [ R(1) R(2) …………R(p)]T 

The speed of the variation can be determined by the Doppler rate. In this paper, it is 
assumed that the random variations of the different channel taps are statistically 
independent among each other, and further, we assume that the Doppler rates are 
same for each tap. Larger Doppler rate imply faster channel variations and hence 
more diversity but a more difficult estimation task. In any case, the Doppler rate 
uniquely specifies a Bessel auto correlation as in (7). The modeling inaccuracy of the 
AR(p) approximation can be made arbitrarily small by increasing the order p [15]. 

4   Channel Prediction 

In this section, we present an adaptive implementation of the precoding system. In 
TDD systems, the downlink channel vector can vary drastically from the uplink 
channel vector over a period of duplex time under fast Rayleigh fading. In Frequency 
Division Duplex (FDD) systems, not only does the channel vector vary rapidly, but 
also the uplink and downlink channels have independent fading. Therefore the 
prediction of future downlink channel is necessary at the base station for adaptive 
transmission over fast Rayleigh fading channels. In FDD systems, different frequency 
bands are allocated to uplink and downlink communication, so downlink CSI must be 
estimated at the receiver and provided to the transmitter using an uplink feedback 
mechanism. It has been recently demonstrated that this feedback mechanism may also 
be required in TDD systems [16]. The precoding matrix elements are updated in 
accordance with the Kalman predicted channel matrix.  
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Channel prediction: In this section, we are interested in deriving minimum variance 
estimators for the coefficients h (n) according to the model described by equation (6). 
The proposed method is based on an AR channel model and Kalman filtering ideas. In 
order to predict the channel, we first formulate the one step ahead Kalman predictor 
[15]. The system uses the following model to describe the evolution of the state hn 
and the corresponding measurement zn. The time update (prediction) equations and 
the measurement (correction) equations are defined as follows.  

 
                          hn = A hn-1 + wn 
                                      zn =  C hn  + vn 
 

with state transition matrix A and measurement matrix C   
                                            a1   a2  …    ap-1   ap 
                                            1    0    …     0          0 
                            A  =         0    1      …    0         0 
                                         0         0 

                    0     0     …     1        0 
             
                             C= [1 0 0 ………0] 
 

where the predicted and corrected forms of the state vector h and the covariance 
matrix P are indicated by the subscripts [n/n-1] and  [n/n] respectively. 

Initialization 

• Initial Error Covariance Matrix Prediction  

                               P(n-1/n-1) = I                                                           (8) 
 
        where I is the L×L identity matrix, with L being the channel’s length. 

• Initial channel prediction 

                               h(n-1/n-1) = [0……..0]T                                           (9) 
 

with h(n) being a column vector of length L. 

Computation 

• The best estimate of h(n) without the observation of  output  

                 h (n/n-1)  =  A(n-1) h(n-1/n-1)                                         (10) 
 

• The error covariance matrix  

                     P (n/n-1) = A (n-1)P(n-1/n-1)AH(n-1)+Qw(n)                            (11) 

where Qw(n) is the covariance matrix for the noise process w(n) 
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Estimation 
• The Kalman Gain  

             K(n)=P(n/n-1)CH(n)*[C(n)P(n/n-1)CH(n)+R(n)]-1                                 (12) 

where C(n)  represents the detected symbols stacked in a matrix of size N×L, which 
we assume equal to true, R(n)  = N0IN*N represents the measurement noise covariance 
matrix and K(n) is the L×N gain matrix. 

• Estimated Channel 
 

                       h(n/n) =  h(n/n-1)+K(n)[r(n)-C(n)h(n/n-1)]                       (13) 

where r(n) is a N×1 vector containing the received signal  at the channel output. 
• Estimated Error Covariance Matrix 

 
                    P(n/n)  =  [I-K(n)C(n)] P(n/n-1)                                    (14) 

Prediction 

• Predicted channel  

                          h (n+1/n)  =  A h(n/n)                                              (15) 
 

 where A is the L×L  of AR (1) model  matrix.      
   

• Predicted error covariance 
 

                       P (n+1/n) = A P (n/n) AH + Qw(n)                                    (16) 

                                                     = E [e(n+1/n) e(n+1)/n)H] 
 

where e(n+1/n)  is the  prediction error i.e. the difference between the actual channel 
and the predicted channel, 
 

                             e(n+1/n)  = hact(n+1/n)  - hpred(n+1/n)                              (17)  
 

The trace of the prediction error covariance matrix gives the Mean Square Error 
(MSE) of the channel prediction. Now, we can relate the normalized MSE of the 
channel prediction with the correlation coefficient ρ by є = 2 (1- ρ), where ρ is the 
correlation between the actual channel and the predicted channel 

                   ρ    =    (E [ hact  hpred
H ])  / (√(E[|hact|

2]  ) E[|hpred|
2] ) 

ρ lies between 0&1, ρ = 1 means that the predicted channel is equal to the actual l 
channel while ρ = 0 means that the predicted channel is independent of the actual 
channel. Using the fact that the channel gains form a Gaussian process, we can model 
the relationship between the actual channel and the predicted channel as in [14],  

                         hact =  hpred +  v                                            (18) 
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where v is the zero mean unit variance Gaussian random variable independent of the 
channel. From this model, it is evident that given the predicted channel value hpred, the 
actual channel can be modeled to be Gaussian with mean hpred and variance (1- ρ2) 
i.e., hact = N (hpred ; (1- ρ2).The actual channel, hact, now obtained can be used to design 
precoding matrix elements.    

5   Simulation Results 

In this section, we present simulation results to illustrate the Bit Error Rate (BER) 
performance of the Transmit precoding system for time varying channels. Here we 
consider the channel model as presented in section II, where we assume that the 
channel is flat fading with Rayleigh distribution, whose elements are i.i.d. zero mean 
complex random variables with unit variance. The channel parameters are selected to 
represent the typical values for a WiMAX system based on the IEEE 802.16e 
standard i.e., carrier frequency (fc) = 2.3 GHz, channel sampling rate (fs) = 200Hz, 
frame Duration (Tfr) = 5ms, Feedback delay = 3 frames. In our simulation, a system 
with four transmit antennas at the base station and 4 users and each with single 
receive antenna is considered. The BER performance for various Doppler rates is 
simulated.  

Figure 2 shows the comparison of BER performance of the transmit precoding 
between the perfect channel, predicted channel and the predicted channel with error 
for various Doppler rates.  
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Fig. 2. BER performance under linear precoding 

From this figure we can observe that, when the Doppler rate is reduced, (i.e.) the 
vehicular velocity is decreased, the gap between the perfect channel and the predicted 
channel is decreased. 

Further, this figure clearly shows that the BER performance of the predicted 
channel with error is better than the predicted channel. It is also evident from the 
figure that, as Doppler frequency increases, the performance of the system degrades. 
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The gap between the perfect channel and the predicted channel increases as the speed 
of the vehicle increases. This is because the time correlation is stronger for the slow 
mobile speed and tracking task is easier. 

It is also observed that the difference between the predicted channel and the 
channel considered with prediction error becomes larger as the Doppler frequency 
increases.  As the Doppler rate increases the difference between the predicted channel 
and the predicted channel with error increases, due to the correlation coefficient 
between the actual channel and the predicted channel. 

Figure 3.compares the prediction MSE with the prediction error corrected MSE. It 
is evident that the prediction corrected MSE is less than the kalman predicted MSE 
for all the mobile velocity. All the above simulations are done for AR model of order 
2 and the measurement error in the kalman equations is assumed to have zero 
variance. The extension of this work can be for various measurement error variances 
and for the correlated MIMO channel. 
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6   Conclusion 

This paper proposed the transmit precoding system to track the time varying channel 
and the precoder matrix elements are calculated for the predicted channel and the 
prediction error corrected channel. The channel prediction is done using the Kalman 
filter, employing second order AR model to best fit the true statistics of the channel 
variation. Results show that the vehicular speed has strong influence on the BER 
performance. Hence it is concluded that the proposed system can tolerate the higher 
mobile speed than the system that uses the Kalman predicted channel. 
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Abstract. A low-power content-addressable memory (CAM) using a 
differential match line (DMLSA) sense amplifier is proposed in this work. The 
proposed self-disabled sensing technique can choke the charge current fed into 
the ML right after the matching comparison is generated. Instead of using 
typical NOR/NAND-type CAM cells with the single-ended ML, the proposed 
novel NAND CAM cell with the differential ML design can boost the speed of 
comparison without sacrificing power consumption. In addition, the 9-T CAM 
cell provides the complete write, read, and comparison functions to refresh the 
data and verify its correctness before searching. The CAM with the proposed 
technique is implemented on silicon to justify the performance by using a 
standard 90-nm complementary metal–oxide–semiconductor process. 

Keywords: CAM, threshold voltage, 9-T, Low power. 

1   Introduction 

Content-addressable memory (CAM) is a special type of computer memory used in 
certain very high speed searching applications. It is also known as associative 
memory, associative storage, or associative array, although the last term is more often 
used for a programming data structure. Several custom computers, were built to 
implement CAM, and were referred to as associative computers. Unlike standard 
computer memory (random access memory or RAM) in which the user supplies a 
memory address and the RAM returns the data word stored at that address, a CAM is 
designed such that the user supplies a data word and the CAM searches its entire 
memory to see if that data word is stored anywhere in it. If the data word is found, the 
CAM returns a list of one or more storage addresses where the word was found. Thus, 
a CAM is the hardware embodiment of what in software would be called an 
associative array. In this paper we are performing the operation for single bit CAM 
for storing the data and searching the data using low power differential sense 
amplifier technique (DMLSA) in 90nm technology.  

The paper is organized such that the CAM cell structure is explained in section 2. 
The CAM operation of the proposed SRAM is in section 3. The DMLSA technique is 
explained in section 4. The observations are explained in section 5. And the results 
are explained in section 6 and finally concluded in section 7. 
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2   CAM Cell Structure 

A conventional CAM storage cell is shown in Fig. 1. Its structure is similar to that of 
the normal RAM. Here in the CAM the memory element used to store the data is 
SRAM cell and for comparing operation we use another three more transistors for 
comparing the bit that is stored is matched or not. 

 

Fig. 1. CAM Cell block diagram 

The sense amplifiers and latches provide an interface to give out the result of the 
search. The signal Pre is used to control pre-charging the match-lines. The address 
decoder is used for writing original data to CAM cells.  

3   CAM Operation 

A CAM cell has four different states it can be in: standby where the circuit is idle, 
reading when the data has been requested and writing when updating the contents and 
comparing the data that is stored.  The four different states work as follows: 

3.1   Stand By 

If the word line is not asserted, the access transistors N4 and N7 disconnect the cell 
from the bit lines. The two cross coupled inverters formed by P1, N2 – P2, N3 will 
continue to reinforce each other as long as they are disconnected from the outside 
world. The CAM cell using tanner tools is shown in the below fig.2  
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Fig. 2. CAM cell schematic diagram 

3.2   Reading 

Assume that the content of the memory is a 1, stored at Q. The read cycle is started 
by precharging both the bit lines to a logical 1, then asserting the word line WL, 
enabling both the access transistors. The second step occurs when the values stored 
in Q and Q are transferred to the bit lines by leaving BL at its precharged value and 
discharging BL through N4 and P1 to a logical 0. On the BL side, the transistors P2 
and N3 pull the bit line toward VDD, a logical 1. If the content of the memory was 
a 0, the opposite would happen and BL would be pulled toward 1 and BL toward 0. 

3.3   Writing 

The start of a write cycle begins by applying the value to be written to the bit lines. If 
we wish to write a 0, we would apply a 0 to the bit lines, i.e. setting BL to 1 and BL to 
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0. This is similar to applying a reset pulse to a SR-latch, which causes the flip flop to 
change state. A 1 is written by inverting the values of the bit lines. WL is then 
asserted and the value that is to be stored is latched in. Note that the reason this works 
is that the bit line input-drivers are designed to be much stronger than the relatively 
weak transistors in the cell itself, so that they can easily override the previous state of 
the cross-coupled 3 inverters. Careful sizing of the transistors in a SRAM cell is 
needed to ensure proper operation. 

3.4   Comparing 

The search mode begins with pre-charging the match line to VDD, and then the 
complementary search data are loaded to the bit-lines, which are compared with the 
content of the storage cell. The CAM cell compares its stored bit with the bit on its 
corresponding search line. If the bit mismatches, the word’s match-line will be pulled 
down, only when bit match, the match-line’s state will be kept as pre-charged. Binary 
CAM is the simplest type of CAM which uses data search words consisting entirely 
of 1s and 0s. Ternary CAM (TCAM) allows a third matching state of "X" or "Don't 
Care" for one or more bits in the stored dataword, thus adding flexibility to the search. 
For example, a ternary CAM might have a stored word of "10XX0" which will  
match any of the four search words "10000", "10010", "10100", or "10110". The 
added search flexibility comes at an additional cost over binary CAM as the internal 
memory cell must now encode three possible states instead of the two of binary  
CAM. 

4   DMLSA 

The detailed schematic of the proposed DMLSA for our differential NAND-type CAM 
is shown in Fig. 3. The DMLSA senses the voltage on the ML_i_ and SML_i_ to tell if 
the word is “match” or “mismatch,” and then automatically disables the charge path to 
save the power. Notably, a reset signal SEARCH_EN will set the DMLSA into an  
 

 

Fig. 3. CAM with DMLSA Block diagram 
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Fig. 4. DMLSA schematic diagram 

initial state, where ML_i_ = SML_i_ = 0 and SP = 0 before the searching process. The 
detailed operation of DMLSA in the searching process is described here. 
 

1) “Mismatch”: Before the searching process SP = 0, SEARCH = SEARCH_EN 
is pulled to high at the beginning of the searching process. Then, MN1 is turned on 
to charge the ML_i_ such that KP will be discharged but not totally pulled down to 
0. If there is any “mismatch” By two feedback paths, MATCHB turns MN3 on and 
MP1 off, respectively, such that the current path of MP1 is shut off to choke the 
charge current of ML_i_ and SP is discharged via MN3 to turn off MN1.  
The former constitutes a positive loop from MATCHB to KP through MN3 and 
MN2, which more quickly pulls down KP. Therefore, the power consumption is 
reduced after the searching process. The design of DMLSA in Tanner tools is 
shown in fig.4. 

2) “Match”: If all of the CAM cells are “match,” ML_i_ and SML_i_ are isolated 
without any current path. The voltage difference between ML_i_ and SML_i_ creates 
an output current of the differential pair (MP2 and MP3) to charge the KP and SP. As 
soon as KP is charged to high, MATCHB becomes logic 0, indicating that the 
comparison is a “match.” After the SP is raised to high, SEARCH will equal to logic 
0 and turn off MN1 to choke the charge current to ML_i. 
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5   Practical Observations 

Table 1. Power Dissipation calculated at 90nm technology for various temperatures 

S.No Temperature(T) Power Dissipation 

1 10 2.214141e-007 W 

2 30 2.022490e-007 W 

3 90 1.898992e-007 W 

6   Results 

It is observed that the value that is stored in the CAM cell is ‘1’ and that is compared 
with the value ‘1’ by driving on to the MDL. If both stored bit and MDL are matched 
the output will be ‘0’, if it is mis-matched the output is’1’. Here it is observed that 
ML=0 as shown in fig.5. 

The CAM cell output with DMLSA techniques shown in fig.6. When the stored bit 
and SML bit matches then the output of ‘matchb’ is ‘0’. If it is mis-matches the output 
is ‘1’. Here the below waveform shows for matched condition. 

 

Fig. 5. CAM Cell output waveform using DMLSA  
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Fig. 6. DMLSA Output 

7   Conclusion 

The proposed self-disabled sensing technique can choke the charge current fed into 
the ML right after the matching comparison is generated. Instead of using typical 
NOR/NAND-type CAM cells with the single-ended ML, the proposed novel NAND 
CAM cell with the differential ML design can boost the speed of comparison without 
sacrificing power consumption. In addition, the 9-T CAM cell provides the complete 
write, read, and comparison functions to refresh the data and verify its correctness 
before searching. Power dissipation and output waveforms of the single bit CAM cell 
is calculated in 90nm BSIM3 technology at various temperatures and the DMLSA 
technique is proposed in this paper for CAM. 
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Abstract. Today the interest for global broadband access has led to the
integration of hybrid networks that can provide wide area coverage and
new services. Although satellite network plays a vital role in providing
coverage over the surface of the earth, Line-Of-Sight (LOS) is still an
obstacle in satellite communications. Thus a hybrid network between
satellite and terrestrial wireless systems (IEEE802.16 WiMAX) will be
the key to affordable services that can provide broadband connectivity
to rural and remote areas. In this paper, a header compression scheme
is proposed over hybrid satellite-WiMAX network. The proposed header
compression scheme (Hybrid-ROHC or in short H-ROHC) will enable
the saving of resources over the hybrid network where bandwidth is a
premium.

Keywords: Satellite Communication, Header Compression, IEEE802.16
WiMAX, Hybrid Network, H-ROHC.

1 Introduction

The integration of satellite and terrestrial wireless system such as IEEE802.16
WiMAX [1] is an effective approach in providing anytime-anywhere connectiv-
ity to remote area and for disaster communication services. Although hybrid
satellite-WiMAX system seems to be an ideal network, transporting IP based
packet via satellite can be a challenge. Long propagation delay and significant
packet losses often cause performance degradation in the satellite network. More-
over the high header overhead will seriously consume the bandwidth and lower
the transmission efficiency. Thus it is vital to use the scarce radio resources for
the hybrid network in an efficient way. By applying header compression to the IP
traffic, incurred overhead in hybrid satellite-WiMAX network can be reduced.

There are a number of header compression mechanisms that can be used to
compress the headers of IP traffic namely Robust Header Compression (ROHC)
[2] and Payload Header Suppression (PHS). Although ROHC is more complex
than PHS in terms of implementation, previous study [3] shows that ROHC has
better efficiency over PHS. Since the compression scheme for hybrid network
need to work not only over wireless network, it must be robust enough in error
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prone satellite link. Thus the proposed header compression scheme is based on
ROHC algorithm due to its ability to tolerate losses and errors.

Section 2 describes hybrid satellite-WiMAX network overview and related
work. Section 3 presents proposed header compression scheme over the hybrid
network. Section 4 shows predicted performance of proposed approach. Section
5 concludes the proposal and ideas for future work.

2 Hybrid Satellite-WiMAX Network Overview and
Related Work

In a hybrid satellite-WiMAX network, WiMAX Subscriber Station (SS) is inte-
grated with WiMAX radio interface and access is made at MAC level through
the setup of connections with the WiMAX Base Station (BS). SS will negotiate
the QoS parameters with BS and if it grants the process, a MAC connection is
established at WiMAX level. Dynamic bandwidth allocation is used in the satel-
lite subnetwork for optimization. The WiMAX class of services is then mapped
onto the DVB-RCS capacity requests.

Return Channel Satellite Terminal (RCST) is the gateway to/from the access
network to the satellite gateway (satGW). It setup DVB-RCS channels and
ensure the correct communication over satellite link. DVB-S2 is used on forward
link whereas DVB-RCS is used on return link transmission. DVB-S2 is used
because it supports Adaptive Coding and Modulation (ACM) and adapts per-
time slot basis depending on the Signal-to-Noise-plus-Interference Ration (SNIR)
at the destination terminal whereas on the return link, MF-TDMA and adaptive
coding is used to enable bidimentional framing [4].

To transport IP data over DVB-S2/RCS system, ULE [5], a data link protocol
defined in RFC 4326 to transport the IP packet directly over MPEG2 transport
streams (TS) is used. The payload is first wrapped into a Sub-Network Data Unit
(SNDU) structure with a 4-byte SNDU header. The SNDU header consists of
destination address present field (D), length and payload type. If D is enabled,
additional 6 bytes Destination Network Point of Attachment (NPA) Address
will be allocated after the payload type. The receiver destination NPA Address
is used to idenfity the receiver within MPEG2-TS transmission network.

Although, various systems for interworking of satellite and wireless terrestrial
communication networks has been studied, to our best knowledge, there are no
publicly released studies of header compression over hybrid satellite-WiMAX
network. Centonza and McCann [6] presented a hybrid network solution which
employs DVB-RCS domains as a backhaul for content delivery to WiMAX do-
mains. Two different radio network choices were proposed for coorporation in
the hybrid network environment. Mobility and QoS management solution for the
hybrid network were tabled as well.

Fan et al. [7] presented an IP-based reference architecture which supports
a range of transport requirements. It focused on the requirements and design
constrains that were faced in the design of the network-layer of the reference sys-
tem. Gur, Bayhan and Alagoz [8] discussed a heterogeneous system of satellite-
WiMAX network for efficient delivery of multimedia services. Enhancements in
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WiMAX Base Station (BS) and Multicast Broadcast Service Controller (MBSC)
which allows interworking in multimedia delivery context were also proposed.

Despite the great interest in hybrid satellite-WiMAX technology, the large
majority of studies focused on mobility, QoS or multicast capabilities. None has
used header compression over the hybrid network. This paper fills this gap by
proposing a header compression scheme over hybrid satellite-WiMAX network.

3 Proposed Header Compression Scheme (H-ROHC)
over Hybrid Satellite-WiMAX Network

IEEE802.16 is a connection oriented access technology without bi-directional
native multicast support. It has defined only downlink multicast support which
may be a problem for some IPv6 protocols such as IPv6 Neighbour Discovery
(ND) and ARP. Since commercial network models extend 802.16 MAC transport
connection all the way to an access router (AR), there are multiple ways of
deploying IP protocols that traditionally assume the availability of multicast at
the link layer [9]. One way is to treat IEEE802.16 Message Authentication Code
(MAC) transport connections between a SS and BS as point-to-point IP links so
that IPv6 protocols can be run without any problem. Another method is to use
bridging to support bidirectional multicast. The proposed header compression
scheme (H-ROHC) is used to reduce the overhead for both model.

3.1 H-ROHC in Point-to-Point Link Model

In this model, WiMAX BS is anchored with an AR located at the RCST. In
short, the satellite is not included in the WiMAX network. The WiMAX Subnet
consists of a single BS/AR and multiple SS. Each link between a SS and AR is
allocated a separate, unique prefix or a set of unique prefixes by the AR. In this
case, a tunnel exist between the BS and AR as shown in Figure 1.

Fig. 1. Base Station connecting with Access Router through GRE tunneling
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Fig. 2. GRE header format

GRE encapsulation is used as the tunneling protocol for the data plane be-
tween BS and AR. The payload packet is encapsulated in a GRE packet and the
resulting packet is then encapsulated again in IP protocol. The GRE protocol is
used without Checksum and Routing option. Therefore Checksum Present and
Routing Present bit are set to zero. The fields Reserved0 and Reserved1 are set
to 0. Since it is not using PPTP, the 3 bits GRE protocol version is also cleared
to 0. Figure 2 shows the GRE Header setting used in the hybrid network.

The BS maps the 802.16e Connection ID (CID) on the GRE Tunnels for both
upstream and downstream traffic. There is a 1 to 1 correspondence between
802.16e connections and GRE keys. Sequence Number field is set for handover
optimizations. Due to double headers (IP/IP), the GRE tunneling add overhead
between the endpoints. For example, for each IPv4 packet transmitted, the extra
overhead due to GRE tunnel is 20 bytes plus GRE Header which is 12 bytes. This
leads to great wastage of resource. Thus there are two parts of compression that
needs to be dealt with; inner header compression and outer header compression.

For the inner header compression, the original IP packet (IP/UDP/RTP) is
compressed at the SS as if there is no encapsulation. The compression parameter
of ROHC is negotiated during WiMAX Connection Admission Control. The IP
packet is compressed with ROHC at the SS before GRE tunneling and ULE
encapsulations are applied. At the satGW, on receiving the compressed packet,
it is decompressed using corresponding ROHC profiles and finally the original
packet is forwarded to the core network (CN).

A second compression happens at the outer IP header which is added at the
BS (to the compressed packet). The compression scheme for the GRE header is
similar to the scheme applied to the IP header. Since 8 out of 12 bytes of GRE
headers are static (except for GRE sequence number) and do not change during
the duration of the flow, ROHC over GRE is extremely simple to implement.
Here, GRE header can be seen as part of extension header chains. By remov-
ing static fields from most of the messages, exploiting dependencies and the
predictability of other fields, the total header size can be reduced significantly.
The sequence number field in the GRE header contains a counter value for a
GRE tunnel. The sequence number in the GRE header linearly increases with
each new encapsulated IP datagram per GRE key, and when the compressor
(BS) is confident that the decompressor (AR) has received the pattern, the se-
quence number will not be sent again. The decompressor will then applies linear
extrapolation to reconstruct the sequence number in the GRE header.
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The AR will decompresses the outer IP header and forwards the compressed
packet (inner header compression) to the RCST where it encapsulates the IP
packet in ULE SNDU. To differentiate between streams of uncompressed and
compressed packets, the compressed packets carry payload type 0x00AC instead
of using 0x8000 for IPv4 packet and 0x86DD for IPv6 packets. The resulting
SNDU is further encapsulated in MPEG2-TS packet which has a fixed-length of
188 bytes consisting 4 byte header.

3.2 H-ROHC in Ethernet Link Model

In IEEE802.16 standard, packets going over the air between SS and BS are iden-
tified in the IEEE802.16 MAC header by the Connection Identifier (CID) of the
particular connection and not unique 48-bit MAC addresses. To realize Ethernet
over IEEE802.16 access network, the point-to-point connections between BS and
AR is bridged. Figure 3 shows the Ethernet link model in the hybrid network.

Fig. 3. Implementation of Ethernet link model in hybrid network

However due to its roots in CSMA/CD protocol, Ethernet needs to have a
minimum frame size of 64 bytes in which 14 bytes are used for MAC header and
4 are used for Frame Check Sequence (FCS). This leaves a minimum payload
of an Ethernet packet to 46 bytes in which may not be an advantage to use
header compression since the frame will be padded to inflate the size to at least
46 bytes.

To implement H-ROHC in this model, LLC encapsulation is used over ROHC
packet [10]. An SAP value (Logical Link Control Address which includes SSAP
and DSAP) is allocated to ROHC packet. Thus when the LLC frame arrives at
the decompressor, it will recognize the LLC encapsulation. The total per-packet
overhead for this solution is 21 bytes, 18 bytes for the Ethernet MAC header
and FCS plus three bytes for the LLC header carrying ROHC identification. The
compressed packet will be sent via a bridge SNDU (Type 0x0001) at the satellite
link as shown in Figure 4.
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Fig. 4. SNDU format for a bridged payload

4 Performance Evaluation

This section estimates the performance of using H-ROHC over the hybrid
satellite-WiMAX network. Although there are 3 compression state, namely Ini-
tialization and Refresh (IR), First Order (FO) and Second Order (SO), to sim-
plify the analysis, only SO state is considered because compression operates at
the highest efficiency in this state.

When compressor is operating at the highest efficiency at SS, it is capable of
reducing the headers of IP packet down to 1 byte. However for IPv6 UDP data-
grams, the UDP packet must be coupled with a 2 bytes UDP checksum thus
the smallest compressed header for IPv6/UDP/RTP stream will be 3 bytes.
Two cases are compared: (1) header compression is not used and (2) header
compression is used. The header size is taken from the BS to the AR. The com-
parison is shown in three different profile, namely profile R1(IPv6/UDP/RTP),
R2 (IPv6/UDP) and R4 (IPv6).

Figure 5 (a) shows the header size for IPv6/IPv6 in point-to-point link model.
Without compression, the header size increased tremendously from the original
IP packet due to IP-in-IP encapsulation. The double header can be reduced
drastically by compressing the GRE tunneling overhead to 3 at the BS where 1
byte compressed header (for outer IP packet) is coupled with 2 bytes of GRE
checksum.

Although IP packet are compressed in Ethernet link model, the Ethernet
header and LLC header caused addditional overhead in order to support on-
link multicast. As shown in Figure 5 (b), the BS will add 21 bytes of header
to the compressed packet received from SS resulting greater header overhead as
compared to point-to-point link model.

Figure 5 (c) shows the compression efficiency of header compression for dif-
ferent profiles in point-to-point link model and Ethernet model. The header
compression solution (H-ROHC) in point-to-point link model is the most effec-
tive as it gives an average compression efficiency of 94% for IPv6 flows. In both
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Fig. 5. Header compression for IPv6
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model, profiles R1 gives the best results because the profile is defined to compress
maximum headers.

A theoretical model of achievable data throughput for H-ROHC compressed
IPv6/UDP/RTP stream and uncompressed IPv6/UDP/RTP over ULE/MPEG2-
TS using packing mode can be calculated. The number of MPEG2-TS frames
transmitted per second (TS) can be calculated using the following formula:

TS =
Bandwidth

188 × 8
(1)

where Bandwidth represents the bandwidth of the link in bps
Each MPEG2-TS frame is 188 bytes and out of these 188 bytes, 184 bytes are

used to carry its payload, the ULE SNDU. Assuming that the Payload Pointer
(PP) of the MPEG2-TS frame is negligible, the number of bytes that can be
used by an ULE SNDU (ULE) is

ULE = TS × 184 (2)

Each ULE packet adds 14 bytes of overhead with 4 bytes taken up by the
ULE header, 6 bytes for the NPA address and 4 byes for 32-bit CRC. The
number of uncompressed IPv6/UDP/RTP packets that can be sent in 1 second
is denoted by PPSuncompressed. Achievable data throughput in bps, denoted by
Throughputuncompressed can be calculated as below:

PPSuncompressed =
ULE

Payload + Header Size + ULE Packet Size
(3)

Throughputuncompressed = PPSuncompressed × Payload× 8 (4)

The number of compressed IPv6/UDP/RTP packets that can be sent in 1
second, denoted by PPScompressed, and achievable data throughput in bps,
Throughputcompressed is derived using the following formula. Note that only
the optimal mode (which is SO state) is considered in the calculation.

PPScompressed =
ULE

Payload + HROHC Header Size + ULE Packet Size
(5)

Throughputcompressed = PPScompressed × Payload × 8 (6)

where HROHC Header Size for point-to-point link model is 3 bytes and
HROHC Header Size for Ethernet link model is 21 bytes. Figure 6 shows the
maximum theoretical data throughput over ULE/MPEG2-TS packing mode for
both point-to-point link model and Ethernet link model. It is noted that max-
imum theoretical data throughput for point-to-point link model is higher than
Ethernet link model due to high overhead for H-ROHC in Ethernet model.
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Fig. 6. Maximum theoretical data throughput over ULE/MPEG2-TS packing mode

5 Conclusion

This paper proposed a header compression scheme based on ROHC over hybrid
satellite-WiMAX network. The results showed that H-ROHC reduced overall
header overhead drastically in both point-to-point and Ethernet link model.
Although the complexity of H-ROHC is greater in point-to-point link model,
header compression using GRE tunneling is more efficient and provides better
utilization of the networks which have low bandwidth and scarce resources. Since
bandwidth is costlier than the processing time which can be neglected in high



176 Y.W. Chong, I.J. Mohamad, and T.C. Wan

processing router, the issue of complexity can be outweighted. H-ROHC Ethernet
link model will be the prefer choice when deployment requires the use of Ethernet
CS in WiMAX network since it is much simpler to be implemented. Future work
may includes the implementation and testing of more profiles such as TCP over
the hybrid satellite-WiMAX network.
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Abstract. Scalability and reusability are the critical issues concerning any 
application. As far as Network on Chip is concerned the above said issues are 
addressed through generating application specific topologies. Application 
specific topologies are irregular in structure and take into account certain 
factors like communication weight, area and energy constraints while building 
up the topology. Regular topologies like 2D mesh, spidergon etc are more 
structured and are built not considering much about the system characteristics 
and other requirements. Consequently the throughput and power utilizations 
vary depending on the topology. Our aim is to provide a comparative analysis 
on the performance measures of irregular application specific networks against 
the regular topological structures. 

Keywords: Network on Chip (NoC), Irregular topology, performance 
comparison, Topology generation, Throughput analysis. 

1   Introduction 

System-on-Chip (SoC) refers to integrating all components of a system like computer 
or other electronic system into a single chip. The components of a System on Chip 
are analog or digital in nature, like FPGAs, DSPs and other Intellectual Properties 
(IP). These IPs communicate with each other, in such a manner that they provide the 
functionality of the system. Earlier SoCs used normal bus based system for 
communication. But this causes problems like synchronization, energy consumption, 
area constraints, lack of modularity other clock skew problems.  Scalability is very 
important for SoCs, because of the shrinking technology sizes and increasing scale of 
complexity. 

Network on Chip (NoC) is the new emerging trend in the area of SoC. NoC 
replaces design-specific global on-chip wiring with a general-purpose on-chip 
interconnection network. As the system becomes general purpose, it supports 
scalability and reusability. Using a network in the place of wiring has several more 
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advantages like structure, performance and interoperability. The major components in 
NoC are the IPs which act as the nodes of the network and the routers which hold the 
routing logic. NoCs reduce the length of wiring by splitting the wires between the 
nodes and the router and between the routers. The network concept provides 
modularity and high level optimization. 

Though NoC provides scalability and reusability, it has certain challenges to face 
too. The growing components like the routers and the introduction of complex logic 
into the routers consume extra power. The system should be designed in such a way 
that, it works within the power constraints while providing the functionality. 

There are two main phases involved in building up a system. They are network 
topology generation and floor-planning. Floor-plan determines the physical placing of 
cores and routers. This influences the overall area and the length of physical links. 
The network topology indicates the overall connection between cores and routers, and 
between routers. The network layout may be regular or irregular in structure. Regular 
topologies are 2D Mesh, Spidergon, Ring and Tree networks. These regular 
topologies have the advantages of topology reuse and low design complexity and are 
suitable for homogeneous cores, e.g., general purpose CPUs, FPGAs, etc. Application 
specific networks are developed by constructing irregular topologies. These networks 
are custom build and tailored to specific application. 

The high level simulation of on chip network is still in progression. There are lots 
of trade off involved in choosing simulation tool and defining the physical constraints 
for it. Due to similarities between NoCs and networks, NS2 is emerging as the most 
suitable tool for evaluating NoC design.  

In this paper we compare the performance of irregular topology networks against 
the regular ones. Focus is given on throughput and energy consumption. The paper is 
organized as follows; section 2 gives the background and related literature to our 
work. Section 3 discusses the regular topological structures. Section 4 describes the 
irregular topological structure with the algorithm for generation of the same. 

2   Background and Related Work 

In designing NoC systems, there are several issues to be concerned with, such as 
topologies, routing algorithms, performance, latency, complexity and so on. The 
design of system-on-chip (SoC) in [1],[4] provides integrated solutions to challenging 
design problems in the telecommunications, multimedia, and consumer electronics 
domains. Micro-network control [1] model provides good quality of service and 
manages the network resources by providing dynamic control. Focusing on using 
probabilistic metrics to quantify design objectives such as performance and power 
will lead to a major change in design methodologies. 

The amount of energy utilized and hence the amount of power consumed varies in 
accordance with the number of cores in the chip [2]. The heterogeneous cores used in 
SoCs have varied functionalities to support highly sophisticated applications of SoCs. 
When these cores are structured with regular topologies, keeping in consideration of 
the sophisticated functionalities of the applications, they may degrade the 
performance of other components by overriding their needs [5],[6]. As a solution to 
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this problem, irregular interconnection topologies understand the real need of the 
applications. The proposed low power irregular topology generation algorithm [8], 
builds application specific networks that have the interconnection architecture which 
suits the traffic characteristics of the application. This reduces the power consumption 
in the application by 49%. 

Higher level protocols that are layered on top of simple network interface [3] 
provide a simple reliable datagram interface to each IP in the system. 

The High Throughput Chip-Level Integration of Communicating Heterogeneous 
Elements (HT-CLICHÉ) [7], optimizes the system circuit and increases the number of 
virtual channels for communication from four to eight. This increase in the number of 
virtual channel increases the throughput while preserving the frequency.  

The performance metrics of NoC are being studied under different topological 
structures. NoC mesh architecture is  constructed and the behavior is observed under 
different traffic modes such as Exponential, Pareto and Constant Bit Rate(CBR) mode 
with the network simulator NS2 [9]. By this simulation, the authors analyzed the 
common network performance metrics such as packet delay, throughput, 
communication load and drop probability under different buffer sizes and different 
traffic injection rates. 

For low power application specific NoCs, a two-phase flow-topology generation 
and floor planning algorithm is designed to reduce the number of routers, to guarantee 
deadlock free and minimize power [12]. 

The case study in [11] presents the multimedia application VOPD, which is the 
best suited application for obtaining more different topologies with more cores.  

The website [10] provides guidelines for working in NS2 and programming in Tcl. 

3   Regular Topologies 

In this section we consider three network topologies under regular interconnection 
structure. They are, 

1. 2D Mesh, 
2. WK Recursive and 
3. Spidergon. 

3.1   2D Mesh Topology 

Two-Dimensional mesh topology (Fig.1) consists of a grid structure with routers in 
the intersection of the lines in the grid. All routers placed in the topology are 
connected to routers on three sides. The boundary routers in 2D Mesh have 
connections with the neighboring routers on three sides and the core in the fourth side. 
The boundary routers in 2D Mesh have connections with the neighboring routers on 
three sides and the core in the fourth side. The edge routers, which are in the corners 
of the boundary, have connections with two routers in sides, in addition to the core. 
The inner routers have connections with routers in all four sides with the core being 
connected as the fifth. 
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R RouterR Router

 

Fig. 1. A Mesh Network with 16 Nodes 

3.2   WK Recursive Topology 

WK[Nd, L] is a recursive network topology (fig.2). It is denoted as   WK(Nd, L), 
where,  

1. Nd represents the node degree. It means the amplitude that represents the 
number of virtual nodes that constitute the fully connected undirected graph.  
2. L represents the expansion level. Each of the Nd virtual node represents a 
WK topology WK(Nd, L-1)  for all L > 1. 

 

Fig. 2. A WK(4,3) Network 

3.3   Spidegon Topology 

The Spidergon NoC network is a combination star and ring topology. It is constructed 
based on elementary polygon network which is formed by arranging 4R+1 (R = 1, 2, 
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etc.)  routers in a fashion that combines the topological structures of ring and star. 
There is a single central router that connects to the 4R routers which giving star 
topology. The peripheral routers are connected to each other in the form of ring 
network. The valence (m) of the network is characterized by m=4R, which represents 
the number of peripheral nodes.  

                                                                                                    

 

Fig. 3. Spidergon Topology 

4   Irregular Topology 

Irregular topologies are derived to make the system more application and 
specification oriented. This is achieved by taking several constraints into 
consideration while, forming the network layout. As a result, the optimization 
objectives such as power consumption, area of the chip, number of routers in the 
system can be optimized easily. 

In [13] the authors proposed a two step topology generation algorithm, which we 
use in our paper to generate the irregular, interconnects. The first part of the 
algorithm, involves initial cluster formation based on the communication 
characteristics between the IPs. Each cluster is then assigned to a router. In the second 
part, the topology is constructed by connecting the clusters to each other one by one, 
based on the communication weights between the clusters. The pseudo code used in 
the generation of irregular topology is shown in the Figure 5. 

 
 
 

 

Fig. 4. Irregular Topology Generation 
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Pseudo code for irregular topology generation 

#1 compute r: n <=  p*r-2*(r-1) 

#2 call: create_cluster (leading_node) 

#3 FOR each cluster formed in step2 

     #3.1 find: total communication load 

     #3.2 choose clusters based on total communication 

             Load 

END FOR 

#4 optimize the number of clusters  

#5 Assign routers to each cluster 

#6 Form topology by connecting the routers 

#7 Induce traffic in the topology 

The number of routers to be used can be minimized by using the following 
equation. 

   n ≤ pr-2(r-1)                                                          (1) 

where, n represents the number of nodes in the network, p represents the number of 
ports in each router, r represents the minimum number of routers that will be 
calculated with the Eq.(1). 

5   Simulation 

In this section we explain the parameters used for simulating the NoC model in NS2. 

5.1   Traffic Models and Parameters 

We use three different traffic models to make the comparative study of the NoC 
performance under different topologies. They are, 

1. Constant Bit Rate(CBR) traffic model, 
2. Exponential traffic model and 

3. Pareto traffic model. 

These three traffic models have different traffic generation patterns which provide 
ease in observing the behaviour of NoC under different traffic scenarios. 

The number of flits generated under different traffic models under different traffic 
rates can be observed from the output trace files. The Table 1 shows the count of flits. 

We observed the throughput achievements of all network layouts under the three 
traffic models and under the traffic rates 100,1400,200 Mbs. 
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Table 1. No. of Flits Generated in different Traffic Models 

Traffic Model Traffic Rate (Mbps) No. of flits generated 

CBR 
100 350000 
140 525000 
200 650000 

   
100 300000 
140 475000 
200 575000 

Pareto 
100 300000 
140 475000 
200 575000 

5.2   Simulation Parameters 

In each traffic model we define set of traffic parameters to observe the perfect 
behaviour of the network under those models. We assign the flit size to be constant as 
8 bytes. The ON and OFF times of Pareto and Exponential traffic models are taken to 
be the same as 0.1 s and 1 ms respectively. During the ON state, there will be a 
sudden burst of traffic all through the network. 

With all the participating nodes as sources and all nodes sinks we analyse the 
performance of each network. The exponential and pareto traffic models are similar in 
the fact that they induce sudden burst of traffic during the ON time and no traffic in 
the OFF time. They differ only in the point that exponential traffic model follows 
normal distribution and Pareto model follows Pareto distribution 

6   Results 

The throughput achieved in different network models under CBR traffic model is 
analyzed. From the simulation results it becomes obvious that custom build application 
specific topology gives higher throughput compared to other network topologies. 
Among the regular topologies, WK outperforms Spidergon and mesh.  

Here we present the graphs obtained while comparing the throughputs of regular 
and application specific networks under CBR and Pareto traffic models. 

6.1   Throughput Comparison under CBR Traffic Model 

CBR traffic model, as it name implies, induces a constant rate traffic in the network. 
We can fix the desired rate in NS2. In our simulation we considered three traffic rates 
100, 140 and 200 Mps. The fig.5, gives the comparison of performance in terms of 
throughput for CBR model. The graph is plotted for throughput in Mbps against the 
time scale in microseconds (ms). 

The CBR graph analyzes shows, application specific network achieves maximum 
throughput than any other regular topologies. This is due to the reason, when highly 
communicating nodes are placed under the same cluster the success rate of a packet 
being delivered to the target increases as direct communicating links connect the 
source and destination nodes. 
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Fig. 5. Throughput achieved in different networks 

WK recursive network also follows a cluster based topology like application 
specific network, with difference that the former is built without considering the 
parameters relating to communication weights and it is rigid in the choice of number 
of routers to be used and number of nodes in each cluster. These factors lead to the 
difference in throughput achievement. 

The difference in throughput between Spidergon and Mesh topology is due to the 
fact that, though Mesh topology has higher number links between routers, the shortest 
path between any two communicating nodes includes minimum number of hops in the 
Spidergon network than in Mesh network.  

6.2   Throughput Comparison under Pareto Traffic Model 

The fig.6 gives the comparative analysis of throughput of different NoC topologies 
under pareto traffic model. This model generates traffic according to pareto 
distribution, which induces sudden burst of traffic with alternating periods of idleness 
characterized by zero traffic. The ON time and OFF time are set to  1ms and 0.1s 
respectively. 

 

Fig. 6. Throughput achieved in different networks 
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The graph shows that, at the start of traffic burst, mesh topology seems  
to outweigh. But when ON and OFF periods alternates the performance of mesh 
declines. At the same time, application specific topologies maintains their packet 
delivery rate leading to higher throughput. The throughput of WK, Spidergon 
topologies varies between those of mesh and application specific topologies. 

6.3   Energy Comparison 

We use the energy model suggested in [6] to compare the energy consumed in the 
four topologies. The eqn. 2 is used in the calculation of energy.  

  EAv = NbflitsSflis (hav (0.39+0.12× lavw) + 09776 hav-1))               (2) 

The graph analyzes (Fig.8) shows that application specific topologies consume 
minimum energy while achieving higher throughput. Mesh and Spidergon topologies 
vary slightly in the total energy consumed and WK tops the analysis.    

 

Fig. 7. Throughput achieved in different networks 

7   Conclusion and Future Work 

Thus the choice of topology depends upon the requirement of the application. The 
overall performance of application specific network is high compared to all other 
network topologies. At the same time, designing the topology generation algorithms 
for these networks is a challenge. There exists a tradeoff between the choice of 
network topology and the performance achieved. 

In future work, we compare the various application specific topology generation 
algorithms. The objective is to suggest algorithm for well customized topology 
generation that suits most of the embedded system applications. 



186 S. Umamaheswari et al. 

References 

1. Benini, L., De Micheli, G.: Networks on Chips: A New SoC Paradigm. IEEE 
Computer 35(1), 70–78 (2002) 

2. Chang, K.-C., Chen, T.-F.: Low-power algorithm for automatic topology generation for 
application-specific networks on chips. IET Comput. Digit. Tech. 2(3), 239–249 (2008) 

3. Dally, W.J., Towles, B.: Route packets and not wires: on-chip interconnection networks. 
In: Proc. Design and Automation Conf., pp. 684–689 (2001) 

4. Henkel, J., Wolf, W., Chakradhar, S.: On-chip networks: A scalable and communication-
centric embedded system design paradigm. In: 17th International Conference on VLSI 
Design (2004) 

5. Verdoscia, L., Roberto Vaccaro Istituto per la, Ricerca sui Sistemi Informatici, Paralleli 
CNR Via P. Castellino, 111 80131 Napoli-Italy: An Adaptive Routing Algorithm for WK-
Recursive Topologies. Source Computing Journal 63 (1999) 

6. Bakhouya, M.: Evaluating the energy consumption and the Silicon area of on-chip 
interconnect architectures. Journal of Systems Architecture (2009) 

7. El-Moursy, M.A., El Ghany, M.A.A., Ismail, M.: High throughput architecture for 
CLICHÉ Network on Chip. In: IEEE International SOC Conference, SOCC 2009. 
Electron. Eng. Dept., German Univ. in Cairo, Cairo, Egypt (2009) 

8. Suboh, S., Bakhouya, M.J., Gaber, El-Ghazawi, T.: An interconnection architecture for 
network-on-chip systems. Telecommunication Syst. and Springer Science+Businq2ess 
Media and LLC (2008) 

9. Sun, Y.R., Kumar, S.R., Jantsch, A.: Simulation and evaluation of a network on chip 
architecture Using ns2. In: Proc. the IEEE NorChip Conference (2002) 

10. The Network Simulator - ns-2, http://WWW.nsnam.org/ 
11. Van Der Tol, E.B., Jaspers, E.G.T.: Mapping of mepg-4 decoding on a flexible 

architecture platform. In: SPIE 2002, pp. 1–13 (2002) 
12. Iris, W.-Y.L., Jiang, H.-R.: Topology Generation and Floorplanning for Low Power 

Application-Specific Network-on-Chips. IEEE Transactions (2008) 
13. Ar, Y., Tosun, S., Kaplan, H.: TopGen: A New Algorithm for Automatic Topology 

Generation for Network on Chip Architectures to Reduce Power Consumption. In: 4th 
International Conference on Application of Information and Communication Technologies 
(2009) 



A New Graph Model for Heterogeneous WSN

Jasmine Norman1 and Paulraj Joseph2

1 Vellor Institue of Technology, Vellore
2 Manonmaniam Sudaranar University, Tirunelveli

Abstract. Random Geometric Graphs have been a very influential and
well-studied model of large networks, such as sensor networks, where the
network nodes are represented by the vertices of the RGG, and the di-
rect connectivity between nodes is represented by the edges. In random
geometric graph the n nodes locations are chosen uniformly and inde-
pendently at random and two points are connected by an edge if they are
within a distance less then a certain value r. This assumes homogeneous
wireless nodes with uniform transmission ranges. The assumption of ho-
mogeneous nodes does not always hold in practice since even devices of
the same type may have slightly different transmission power. Therefore,
the standard RGG model is not suitable to represent real time hetero-
geneous WSN. In this paper, we propose a non uniform radii disk RGG
model based on a new metric NSM for heterogeneous WSN.

Keywords: Sensor, Heterogeneous, Random Geometric Graph, Trans-
mission Range.

1 Introduction

Unique characteristics of a WSN include limited power, ability to withstand
harsh environmental conditions, ability to cope with node failures, mobility
of nodes, dynamic network topology, communication failures, heterogeneity of
nodes, large scale of deployment and unattended operation. The challenges of
WSN were studied by Yao K in [15]. The key challenge in wireless sensor net-
works is maximizing network lifetime. Energy efficiency and network capacity
are perhaps two of the most important issues in wireless ad hoc networks and
sensor networks. Many to one communication paradigm are widely used in re-
gard to sensor networks since sensor nodes send their data to a common sink
for processing. This many-to-one paradigm also results in non-uniform energy
drainage in the network. A typical network configuration consists of sensors
working unattended and transmitting their observation values to some process-
ing or control center, the so-called sink node, which serves as a user interface.
Due to the limited transmission range, sensors that are far away from the sink
deliver their data through multihop communications, i.e., using intermediate
nodes as relays. The integration of different wireless access technologies com-
bined with supported services in next-generation wireless systems creates a real
heterogeneous network. In contrast to a traditional static wireless sensor network

D.C. Wyld et al. (Eds.): NeCoM/WeST/WiMoN 2011, CCIS 197, pp. 187–196, 2011.
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which consists of a large number of small sensor nodes with low computational,
storage and communication capabilities, such limitations no longer apply in a
mobile sensor network.

Random graphs are typically used to represent sensor networks. The authors
in [2,11] have studied the application of random geometric graph to wireless sen-
sor networks. Also the topology and connectivity properties of random geometric
graphs are well researched. In [7] we proposed optimization conditions based on
RGG for efficient routing in heterogeneous WSN. All previous known structures
are defined solely on the given point set or the unit disk graph. However, graphs
representing communication links are rarely so completely specified as the unit
disk graph. In wireless communications, different nodes may have different trans-
mission radius. Consequently, two nodes can communicate directly only if they
are within the transmission range of each other. Assume each wireless node u has
a fixed transmission range ru. Each sensor node can detect an event of interest
within a distance of r, and this distance is termed as the sensing range. The disk
centered at a sensor node and with a radius of r is termed as the coverage disk
of this node. In this paper we propose a non uniform radii disk RGG model to
represent heterogeneous WSN. We also have identified a routing metric for het-
erogeneous WSN based on our work in [6]. It is also proved through simulations,
that the graph based on the new metric is better suitable to represent real time
sensor networks.

The remainder of the paper is organized as follows. Section 2 provides a brief
overview of the related work. Section 3 explains the system model. Section 4
gives the mathematical model of the system. Section 5 describes the implemen-
tation results. Section 6 provides the conclusion of the work and discusses future
directions.

2 Related Work

Pervasive Computing promises a world where computational artifacts embedded
in the environment will continuously sense our activities and provide services
based on what is sensed [9]. Sensor networks enable to accomplish the goal of
pervasive computing partially. Their new requirements need optimized solutions
at all layers of the protocol stack in an attempt to optimize the use of their scarce
resources. In particular, the routing problem, has received a great deal of interest
from the research community with a great number of proposals being made.
The authors in [3] have analyzed the performance of the popular protocols after
classification. The common belief is that a multi-hop configuration with rather
small per-hop distance is the only viable energy efficient option for wireless sensor
networks.

There is very less research work done related to heterogeneous sensor net-
works. In [10,14] the authors proposed localized topology control algorithms
for heterogeneous wireless multi-hop networks.Due to the limited transmission
range, sensors that are far away from the sink deliver their data through multi-
hop communications. Although there is active research on maximizing network
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lifetime or network capacity most of these work consider a sensor network under
a given physical topology. Random graphs are often applied to model communi-
cation networks to highlight their randomness. Mathematically, a random graph
is a graph that is generated by a stochastic process . The theory of random
graphs began with Erdos and Renyi’s pioneer work in the late 1950s and early
1960s, which considered a class of random graphs now called Erdos-Renyi graphs
[5,11]. As the probability of an edge existing between each pair of nodes is equal
in an Erdos-Renyi graph, this model is not well suited to WSNs, which are em-
bedded in two (or three) dimensional space, and in which the probability of a
link existing is very much higher between nodes which are geometrically close.
Therefore, we need new methods to model networks with randomness. A natu-
ral candidate for random network modeling is the class of Random Geometric
Graphs . With node set V , a geometric graph G = (V, r) is equivalent to a
graph G1 = (V, E), in which the vertex set V is embedded in a metric space,
and E = (u , v) , ∀u, v ∈ V , u-v ≤ r.

Chen Avin in [2] had investigated the property of random geometric graphs
that has implication for routing and topological control in sensor networks. The
goal was to construct a special subgraph, the Restricted Delaunay Graph, that
permits efficient routing, based only on local information. In [1,4,8] the authors
studied the topology and connectivity properties of random geometric graphs.
In this paper we propose a new routing metric called NSM for real time WSN
and based on which a mathematical model for heterogeneous WSN is identified.

3 System Model

In real world, at a given time, there may be stationary, mobile and powerful
base stations existing together in a region as shown in Fig 1. Assuming all the
nodes know their destination ID, when an event occurs or when requested by the
base station, they try to forward the data to their base station. The topology
changes continuously due to the mobility of the nodes. It will be practically
impossible most of the times to directly forward the data to the base station due
to the nature of radio signals. Hence the problem is to find a neighbour (hop)
towards the destination. This is done repeatedly till the destination is reached.
In a heterogeneous setup there may be a few base stations in a region. So we

Fig. 1. Heterogeneous WSN



190 J. Norman and P. Joseph

proposed in [6] that for a given node to forward the data, it is enough to find
the nearest base station even if the node’s base station is different. Also only
high energy nodes get selected as relay nodes sparing the less energy stationary
nodes thus prolonging the network life time.

The problem is to find a minimum cost path from a source to a destination.
The optimum path in wireless sensor networks is the minimum energy conserva-
tion path. The algorithm works based on the type of node. Assuming high energy
base stations and high bandwidth mobile nodes which could be recharged, the
probabilities are set. The probability differs for each request. The static nodes
with less energy level will not participate in routing in order to save energy. A*
algorithm is applied to pick the best neighbour from the routing table of a node.
The routing metric used in a function of R(i) and h(i).

R(i) = tr (i,j) , the transmission range between the source and the destination.
h(i) = f(p(j) , T(j), L(j)) where p(j) is the probability of node j, T(j) is the time
the reply packet is sent from j, L(j) is the location of j.

3.1 NSM Metric

Avoidance of congestion at nodes, high throughput, low levels of interference,
isotonicity, efficient utilization of channel capacity, minimal transmission delay
are some of the desired characteristics of a good routing metric for wireless
sensor networks. We have proposed a new metric NSM which is defined as below.
Nearest sink node metric (NSM) is defined as

NSMij = ETXij ∗ Tj ∗ NTj ∗ s
Rci+Rcj

2∗λij

∗ Rij (1)

Where Tj represents the type of node.

Tj =

⎧⎪⎨
⎪⎩

2, if i = Sink node or Base station
1, if i = rechargeable mobile node
0, if i = Stationary node

NTj = maxN
j=1NSMk

Rij =
10

pt+gt+gr−pr
20

41.88 ∗ f

Where Pt is the Tx power in dBM for the wireless device that will be transmitting
data
gt is the Tx antenna gain in dBi
Pr is the Rx sensitivity in dBm
gr is the Rx antenna gain in dBi
Rij is the transmission distance in Km
f is the frequency in MHz
S is the packet size ,
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Expected transmission time is ,

ETXij =
1

(1 − Pf ) ∗ (1 − pr)

where pf is the probability of packet loss in the forward direction and pr is the
packet loss probability in the reverse direction. Remaining capacity is ,

Rci = Bi −
n∑

k=1

fik ∗ γik

where Bi is the transmission rate of node i,fik is the transmission rates of Ni
current flows that traverse node i and γik is the link quality factor.

4 Mathematical Model

Random Geometric Graphs (RGG) as shown in Fig 2 have been a very influen-
tial and well-studied model of large networks, such as sensor networks, where the
network agents are represented by the vertices of the RGG, and the direct con-
nectivity between agents is represented by the edges. Informally, given a radius r,
a random geometric graph results from placing a set of n vertices uniformly and
independently at random on the unit torus[0, 1]2 and connecting two vertices if
and only if their distance is at most r, where the distance depends on the chosen
metric.

Connecting two vertices, u, v is possible if and only if the distance between
them is at most a threshold r, ie.d(i, j) ≤ r. Several probabilistic results are
known about the number of components in the graph as a function of the thresh-
old r and the number of vertices n. An edge appears iff d(i,j) is less than r and
if the probability computed based on the distance between i and j , type of j ,
neighbours of j and energy level of j is greater than a threshold value(0.5).

Fig. 2. A typical RGG

Fig. 3. Equal Radius RGG
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We propose a dynamic random graph model (HRGG) for heterogeneous wire-
less sensor networks. Due to heterogeneity the nodes will have different transmis-
sion ranges. The graph has strong and weak links. Fig 3 shows the distribution
of the sensors and equal radius RGG drawn at sample points.

4.1 Definitions

HRGG : A non uniform disk radii random geometric graph with strong and
weak links.

Strong Links SL: Between two vertices v1 and v2 , the edge connecting v1
and v2 is said to be strong when P (v1, v2) ≥ 0.5 where p(i,j) = f(d(i,j) , e(j),
t(j),n(j)) [ 6]

Weak Links WL : Between two vertices v1 and v2 , the edge connecting v1
and v2 is said to be weak when P (v1, v2) < 0.5.

Path in HRGG : A set of (V, E) such that E ∈ SL and are connected.

Fig. 4. HRGG - Non uniform radius

Fig. 5. Non uniform Range RGG

Guaranteed Delivery : If there exists a path in HRGG , the delivery is guar-
anteed.

Strong Node SN : A node is strong if it lies in a path in DRGG
Weak Node WN : A node that is within the transmission range of any other

node X but is not in a path in DRGG.
Isolated Node : A node is isolated if there is no node within its transmission

range.

4.2 Transmission Range vs. Radius

Friis transmission equation for free space loss is given by ,

Pr

Pt
=

Gr ∗ Gt

Ft
[

λ

4πR
]
2

(2)
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Where Pr is the Tx power for the wireless device that will be transmitting
data Gr is the Tx antenna gain. Pt is the Rx sensitivity Gt is the Rx antenna
gain R is the transmission distance in Km λ is the wavelength Ft is the loss
factor

The same equation can be rewritten as ,

Rij =
10

pt+gt+gr−pr
20

41.88 ∗ f

There can be a big difference between the theoretical transmission distance
and the actual results in the field. These calculations are based on an unob-
structed line-of-sight signal with no electronic interference. However, the real
world presents many variables that result in less-than-perfect wireless perfor-
mance, such as mismatched impedance, electronic noise, building obstructions,
reflected signals, etc.We reduce the distance based on the remaining energy level
and the type of the node. So the modified equations are,

If (Er ≈ Eth&Tn = 0) then r = 0.
If (Er ≈ Eth&Tn = 1) then r = r − μ, μ ∝ Er.
Where Er is the remaining energy level and Eth is the energy threshold value.

For the other cases we retain the actual transmission distance as computed
by the formula. We will denote s(i) as the set of all nodes in ϕ(i) whose distance
to node N is smaller than radius r. Decisions at node i will be based on the
following variables:

An estimation of the available energy at neighboring nodes, Eij, j ∈ s(i). The
distance to each of the neighbouring node , min d(i,j) < r The neighbours type
and closeness to a base station , t(j) = 2 or 1 ,∃ n(j) where t(n(j)) = 2.

4.3 Properties

The following operations are possible in the graph.

1. Adding an edge - When a node receives a reply packet with probability
greater than 0.5, an edge will be added.

2. Deleting an edge - Since the nodes could be mobile, after a specific time
period, the probability of an edge may go down. In this case the edge will
be deleted.

3. From the definition of the graph it follows that, this graph is not symmetric.
i.e, R(i,j) �= R(j,i) Proof: Assume i is not in the proximity of a base station
and j is closer to a base station. So j’s computed probability is high and the
link exists between i and j. On the contrary, the probability computed by i
will be low either because of its type or due to the proximity of the node.
So j will not select i as the next Hop to reach its destination. So there is no
edge between j and i.
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Table 1. Reachability Matrix

0 2 1 32 34 36

1 2 24 0 35 -

2 26 30 33 45 7

3 30 22 - - -

4 5 - - - -

4. There may be isolated vertices in this model as nodes with less energy level
are less likely to participate in routing. So the graph is not a connected
graph.

5. The graph is a monotonically increasing/ decreasing graph at time t.

Fig 5 represents a heterogeneous WSN with varying radius. A reachability matrix
is formed as in Table 1 , representing each node and its neighbours arranged in
the order of best neighbours. Thus if the node has a base station near it, it will
occupy the first position. The matrix can be used for finding whether a path
exists between the source and the destination at time ’t’.

5 Performance Analysis

We simulate this protocol on GloMoSim, [12] a scalable discrete-event simulator
developed by UCLA. This software provides a high fidelity simulation for wireless
communication with detailed propagation, radio and MAC layers.

5.1 Simulation Model

The GloMoSim library [12] is used for protocol development in sensor networks.
The library is a scalable simulation environment for wireless network systems
using the parallel discrete event simulation language PARSEC.

Table 2 lists the assumed parameters. Intel Research Berkeley Sensor Network
Data and WiFi CMU data from Select Lab [13] are used to get the positions for
the nodes. The experiment is repeated for varying number of nodes. CBR traffic
is assumed in the model. For mobility, trace file is used. The new protocol is
written in Parsec and hooked to GloMoSim.

Table 2. Assumed Parameters

Transmission range Computed

Simulation Time 5M

Topology Size 2000m x 2000m

Number of sensors 55

Number of sinks 16

Mobility Trace File

Node Placement Node File
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5.2 Simulation Results

Fig 6 shows the transmission range of the nodes as computed. The fluctuations
prove that the uniform radius RGG is not suitable to represent real time network.

Fig 7 shows NBS based node distribution. As per the routing metric NBS,
optimized results can be obtained at time t if the nodes on 1 scale are selected to
transmit. Those on the 0 scale do not have a base station within its transmission
range.

Fig. 6. Non uniform Range Graph

Fig. 7. NBS based Optimized Graph

6 Conclusion

Wireless sensor networks and radio frequency identification (RFID) devices are
quickly becoming a vital part of our infrastructure. This leads to heterogeneous
wireless networks in which devices have dramatically different capabilities. In
this paper we proposed a new graph model HRGG based on energy efficient
routing metric NSM for heterogeneous pervasive networks. We proved that the
traditional random geometric graph is not suitable to represent heterogeneous
WSN. Simulation results also support the model and show optimized results.
Our next step is to study the formal aspects of the graph.
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Abstract. This paper outlines key considerations in extending cloud computing 
principles to mobile domain and platforms along with business challenges and 
obstacles faced in deploying over the mobile devices. This paper enlightens the 
benefits offered by Mobile Cloud Computing and also illustrate, how usinesses 
can utilizes Mobile Cloud services to get virtually infinite computing apabilities 
and resources on-demand.  

This paper would also address the current challenges ith Mobile Cloud 
computing. And, it is intended for all business domains rrespective of 
application portfolios. 

Keywords: Mobile computing, Mobile Cloud Computing, Mobile Internet, 
Mobile Cloud Service, Mobile web experience, Mobile Cloud applications. 

1   Introduction 

Today major business challenges in front of CIO and CEO are to “Get more with 
less” by reducing costs and improving productivity. Every investment need to be 
justified with pre-defined ROI as the time progresses. Enterprises are driven with lot 
of caution keeping future business demands and growth factors in mind.  

In such a changing business environment, technology plays a crucial role in 
deciding on, how and where to access information, but organizations want to gain the 
operational and cost advantages by deploying rich interactive web applications over 
the Internet Cloud to achieve the scale and expand their market reach with the high 
penetration of mobile devices. On a broad industry perspective, IT is going through 
mobility evolution where focus is currently on deploying & accessing cloud 
applications on mobile channel.  

Despite the known security challenges, Mobile Cloud Computing is gaining high 
traction among businesses of all sizes, due to the fact that Cloud allows both data 
storage and processing done entirely outside of the mobile devices/PCs 
environment. In the near term, a cloud-based mobile architecture will change the 
way the mobile applications are developed and consumed where Mobile Web 
technologies continue to evolve along with multiple dimensions of application 
offerings. 
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Fig. 1. Characteristics of Mobile Cloud Model 

2   Mobile Internet and Cloud Applications 

Mobile Cloud Computing Paradigm is different from the traditional client server 
based computing environment. Cloud Computing has a major impact on Mobile 
domain due to proliferation of smartphone and featured mobile devices. Mobile Web 
Applications, in general pose certain unique requirements and challenges, compared 
to their desktop versions, which primarily arise from small size of the device with low 
resolution, limited input and interaction capabilities, small memory footprint, lower 
processing power, slower rate of data transfers and need for tailored content 
depending on the dynamic context of use. Considering all such limitations, there is a 
need to borrow the compute and storage capabilities from cloud. 

We see the trend, that cloud computing will bring unprecedented sophistication to 
mobile applications. Mobile cloud sync is emerging as a major new category of 
wireless services.  

Cloud is a new capability and a delivery model that can help customers in defining 
their Mobility roadmap. A few characteristics of such model are illustrated in Fig.1 
above. 

There are several other factors contributing to adoption of running mobile 
applications in the cloud.  

Easy Customization. Cloud services can make it easier for developers by minimizing 
the amount of code they have to customize for each of the mobile platforms. A new 
architecture for mobile applications based on the cloud will drastically change the 
way mobile apps are developed, acquired and used. 
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Support for Open APIs. Open APIs allow moving data from Mobile devices to 
Cloud-oriented environment and visa versa. Such simple, open APIs (based on Web 
Technologies) plays a transformational role in the way they are being exposed and 
consumed by mobile and cloud applications, with appropriate monitoring and 
management in place. 

Over-The-Air deploy-ability. Mobility environment is highly heterogeneous, Over-
The-Air provisioning/delivery of applications plays an important role as it enables 
easy deployment and upgrades to mobile applications using cloud services. Cloud 
based repository is emerging as a low-cost solution with compelling total cost of 
ownership (TCO) advantage over thick client applications. 

3   Mobile Cloud Computing – Key Considerations 

Cloud Computing is becoming a disruptive force in the mobility solution space. Cloud 
computing, in simple terms, is like a communication grid to share resources, 
information and software capabilities to different mobile devices/channels and 
computers where all computing devices work together like a single unified system.We 
see cloud computing as a promising technology which can offer many benefits for 
mobile devices. The primary motivations for the mainstream cloud computing are 
related to the elasticity of computing resources to usage. It offers virtually infinite 
resources that are available on demand and charged according. A shared problem 
between mobile and mainstream cloud computing is the data transfer bottleneck. For 
mainstream cloud computing the most important concern is the time and the cost of 
transferring massive amounts of data to the cloud while for mobile cloud computing 
the key issue is the energy consumption of such communication. 

True Mobile Cloud Computing is about extending the principles of Cloud 
Computing – such as on-demand access, pay-as-you-go, everything-as-a-service and 
device-agnostic applications – to the mobile domain. 

The form of Mobile Cloud Computing, which is gaining more traction among 
today’s businesses where applications running in the Cloud are accessed from a thin 
client or a browser, providing huge amounts of storage, unlimited processing power, 
and the cross-device platform compatibility. 

Mobile cloud computing alos differs from simple computation offloading in the 
sense that the cloud can offer services other than computing for mobile clients. 
Storage for backing up the mobile terminal data is one example. Another example 
could be a content sharing service, which by nature requires transferring locally 
produced data to the cloud. 

Enterprise Collaboration solutions in particular, will be significant drivers for the 
growth of Mobile Cloud Computing. One reason for this is that there is a proven 
willingness amongst businesses, as well as other organization such as government 
departments, to pay for services that increase productivity and improve customer 
service. 
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4   Benefits of Mobile Cloud Computing 

Cloud computing is mainly the internet-based computing, whereby shared resources, 
software, and information are provided to computers and other mobile devices on 
demand, same as with the electricity grid. Mobile-enabled applications keep their data 
in the cloud and keep it updated with all the changes made.  

Mobile Cloud Computing delivers significant value across the entire mobile 
ecosystem. Mobile Cloud Computing offers the organizations, an easy way to access 
capabilities such as Direct2Mobile Billing, click-to-call/conference, and 2-way 
messaging, seamlessly across multiple network operators. There are several benefits 
of deploying cloud services over mobile channel - 

• Cloud becomes a new medium to share resources and applications through 
Mobile channel. As users become more mobile, the applications they use will 
become mobile-enabled. By hosting data and applications in the cloud, mobile 
users do not need to worry about to actually carry and maintain the data but such 
cloud driven model allow them to access their data & applications in real-time, 
anywhere on their mobile devices.   

• Create New Stream of revenues. Several analysts predict that enterprise-scale 
cloud services based model will propel the growth of traditional IT service market 
using Mobile Channel. Due to nature of cloud applications, Mobile Cloud 
computing has started creating a new stream of revenue for businesses and 
application vendors since business adoption of cloud based services and platforms 
is growing at phenomenal pace. 

• Foster effective collaboration among applications and people. The power of 
cloud allows deploying different collaboration tools (e.g. email, web conferencing, 
instant messaging and team workspaces etc) at centralized, high speed distributed 
servers to foster effective collaboration among different stakeholders. Take, for 
example, email services which has been cloud-enabled, will allow user to update 
mails on one device, remove a few emails using another device, and update 
calendar on 3rd device and all of these devices are in complete sync using cloud 
services which offers a unique and connected user experience with up-to-date 
information in real-time. Solutions such as Microsoft’s SharePoint, IBM’s Lotus 
Live suite, and more recently Chatter from Salesforce.com, all aim to make it 
easier for employees to collaborate, whether they are producing a document, 
managing project tasks or simply wishing to communicate in real time as a group. 
Moreover, these solutions are increasingly being delivered as a cloud-based service 
and accessed via a desktop browser or mobile application. 

• Automatic backup of personal and enterprise data. With cloud computing, you 
never lose your enterprise as well as personal data, because it always exists in the 
cloud. Since data would always be pulled from cloud stores, hence it becomes easy 
to replace one device with another, by simply registering a new device and get all 
your data from the cloud with no delay. 

• Easier and unique way to access computing resources. Cloud makes it easy to 
login to various computing devices (e.g. desktop computer, notebook, tablet, cell 
phone, eBook reader) through single-sign on, a unified gateway to access all 
computing resources stored in the cloud environment.  
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• More computing power on demand. Cloud Computing offer the choice to select 
right services and deployment models in the interest of mobile users. Cloud 
computing opens up new innovative ways to use rich-media capabilities, such as 
integrating video into documents or presentations and computing power will 
become more and more disembodied and will be consumed as and when it is 
needed. 

• Offer bundled and unbundled services. Cloud computing opens up ways to offer 
services bundled with video streaming and rich-media capabilities, such as 
integrating video into documents or presentations. And, the selection of such 
bundled or unbundled services over mobile domain, depends on various factors 
such as: 

1. Differentiated vs Commodity capabilities 
2. Core vs. non-core services 
3. Desire for flexibility and innovation vs. agility 

We, at TCS believes in delivering on-demand business capability through “IT-as-a-
Service” model, with an integrated suite of hardware, network, software and mobile 
solutions as a bundled service offering. More importantly, all the required technical, 
business and consulting services are provided in a “build-as-you-grow” or “pay-as-
you-use” model through a combination of on-premise and shared services hosted 
platforms. 

5   Challenges with Mobile Cloud Computing 

5.1   Mobile Cloud Inter-Operability and Usability 

Successful development and deployment of mobile Web applications demands for a 
better understanding of mobile user context and their challenges. With the screen 
resolutions, browser capabilities and speed (3G, 4G etc) are getting better now; 
mobile web experience is getting closer to desktop browsing. Generally, 
interoperability issues would stem from the platform fragmentation of mobile devices, 
mobile operating systems, and browsers.  

From an engineering view of point, interoperability problems have to be addressed 
up-front for accessing cloud capabilities over mobile devices. Such problems would 
normally arise due to different form factors across mobile devices. Usability problems 
would be centered around the small physical size of the mobile phone form factors 
(limited resolution screens and user input/operating limitations. 

Open Standards based interoperable services are necessary to preserve enterprise 
user data. The issue of mobile user freedom is surfacing with the emergence of more 
& more Mobile application stores available in the Cloud. Mobile Cloud success 
depends on interoperability among different computing devices like - mobile devices, 
desktop PCs and different app stores. For example – Syncing pictures with desktop 
PC and streaming videos from another Store; thereby giving unprecedented freedom 
to mobile users. 
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5.2   Network Dependent Factors Drive Mobile User Experience in the Cloud 

Mobile cloud computing performance is dependent on various network factors like:- 

• Network Latency 
• Data transmission rate 

It is customary to offload computer-intensive resources in the ’cloud,‘ and it requires 
special considerations in network design and application deployment. 

5.3   Limited Battery Life of Mobile Device is Another Barrier 

Another significant barrier in mobile cloud computing is the limited battery life of 
mobile devices. The more we execute in the cloud and more we save battery life, as 
the application execute burden is offloaded. Such execution offload is linked to device 
functions and cannot be completely transferred to the cloud. 

5.4   Safeguard Critical Enterprise Data in the Cloud becomes an Issue 

It is not an easy task to safeguard enterprise user data sitting in the public/private 
cloud. It is necessary to develop Cloud based framework for effective collaboration 
and information management, sharing and archiving by taking into account the 
mobile user needs. 

6   Summary 

It is quite obvious that with the emergence of Rich Mobile Internet applications and 
Cloud technologies, customer’s immediate focus has shifted towards those tools, 
technologies or platforms that deliver rich user experience that is visibly different 
from what’s delivered by traditional server-centric platforms. 

Clearly, Cloud as a mobile delivery model is fast shedding its nascent image with 
many organizations examining the possibility of employing Mobile Cloud for 
operational agility. Adoption of a cost-effective Cloud model is on the rise across 
businesses. Using such model, it is extremely easy to create an entirely new breed of 
products and services on mobile channel that deliver previously unheard of value to 
customers and this capability has been one of the significant pointers to the relevance, 
effectiveness, and sustainability of Cloud services. 

Though, there are challenges in deploying Applications and data on the cloud, but 
the benefits that businesses can accrue in long term, simply cannot be ignored. There 
are obvious reasons to complement the Mobile enablement. 

I strongly believes that Cloud-based mobility solutions will come to be recognized 
as an increasingly viable option for enterprise IT. In the current market scenario, even 
though the benefits of early Cloud adoption are well understood, there still exist 
numerous reservations pertaining to Cloud’s capacity to support business needs, 
applications and underlying infrastructure. Early adopters with the insight to address 
such reservations will reap Cloud benefits in the long term. 
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Abstract. With the recent meteoric spread of wireless communication PIFA antenna 
has been one of the major concept that is being implemented in various wireless 
communication systems. the need for constant reduction in the size of wireless devices 
requires corresponding compactness in the antenna supporting the wireless devices. 
In this proposed work PIFA antenna with slotted and meandered radiating patch is 
introduced. Paper research shows the effect of meandering in a dual band PIFA by 
performing double functions- tune the resonance frequency with increased band 
width (at a higher frequency) and to provide tri band controlled resonant frequency.  
Development of proposed antenna covers IEEE802.11, wireless local area network 
(WLAN), worldwide interoperability for microwave access (WiMax) applications for 
wireless communications. The antenna occupied a very compact size of 
(9.5mmX14.5mmX8mm). The main radiating Patch is injected with slots and 
meandering, to generate and control the three resonant frequencies covers 3.3, 3.7 
and 5.7 GHz. The simulated result of antenna shows a gain of 1.58dBi, 1.5dBi, 
4.12dBi respectively and radiation efficiency of 74%, 78.5% and 78% for three bands 
respectively. Proposed antenna possesses the properties of good performance, 
compact size (50% of typical antenna). 2D electromagnetic simulation IE3D version 
12.22 is used in the design of simulation of proposed PIFA that includes the 
simulation and comparison within the parameters return loss, VSWR, efficiency and 
Radiation pattern to prove the advantage of meandered patch. 

Keywords: Hybrid, WLAN, WiMax, Tri band antenna. 

1   Introduction 

PIFA is a quarter wavelength (λ/4) low profile antenna with a rectangular planer 
element located above a ground plane constituting of feed-Probe, conical via and 
some shorting mechanism. PIFA antenna is a good candidate for the various mobile 
technologies in future with new bands, flexible structure, flexible impedance and 
fabrication and corporation. Inverted F antenna is a variant of the monopole where the 
top section has been folded down so as to be parallel with the ground plane .ground 
plane is useful for the excitation of current in the printed IFA and an electromagnetic 
field is formed by intersection of IFA and an image of itself below the ground plane 
that works as an energy reflector The requirement of latest communication system 
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supports the optimization of PIFA by varying various parameters to get an efficient 
wide band with compact size multiple band with compact size multiband PIFA. In the 
proposed antenna the use of slots and meandering in radiating patch has been analysed 
as an alternative of antenna size reduction, shifting of band and triband operation [23, 4, 
6,13]. The slot in ground plane is used to enhance the band width and to get direction 
operation. Slotting and meandering structure is synthesized in order to sustain three 
resonant mode. The propose PIFA consist of a Ground plane, a top patch, a feed, and 
shorting mechanism that short circuits the top patch to ground plane in antenna is fed By 
50 Ω coaxial line. Shorting mechanism is obtained by using a conical via and a shorting 
pin leads to a quarter wave resonator or multiple resonant modes. Design of PIFA 
adopts contemporary techniques probe feeding. Inverted patch structure with air filled 
dielectric, slotted and meandered patch. This antenna takes the objective to facilitate 
laptop PCM CIA, Combo WLAN sys, WiMax and IEEE 80211/a/b/g [1, 2, 6, 14]. 
Simulation of conventional PIFA antenna provides limited bandwidth and resonant 
frequencies [2,6]. In this paper a novel slotted shape with meandering is investigated for 
enhancing the impedance bandwidth with a very compact radiating patch size 
(9.5mmX14.5mmX8mm) [2, 6, 10]. An additional substrate layer Єr = 4.882 (woven 
fibreglass) tanδ=.002. Increases gain and band width of ant and also provide necessary 
mechanism protection for radiating element. 

2   Antenna Design 

The basic geometry of proposed antenna is simulated in three parts. In the first part 
the antenna with sided U shaped slot is simulated and patch is shown in Figure 
(1).Inverted U shaped slot in radiating patch produce a band of 760 MHz at resonant 
frequency 3.47GHz, peak gain 2.91 dBi with radiation frequency 80.5%. The antenna 
is printed on and FR4 PCB with Dielectric substrate Єr = 4.882 and tan δ = 0.002. 
Implementation of slots in radiating patch can increase of decrease the frequency 
response of  the antenna to Higher band or a lower band ,not only but  also it can 
change bandwidth response due to the current on the patch has to travel then without 
slots. This is also responsible for the reduction of dimensions of the radiating patch. 

     .      
                                      (a)                                                          (b) 

Fig. 1. (a) Basic14.5mm ×9.5mm PIFA above the ground plane with slotted radiating patch (b) 
Return loss of the single band PIFA 
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4   Proposed Antenna Structure 

Lg=35mm, Wg=70mm, Lp=9.5mm, Wp=14.5mm, A6=4.5mm, r (width of slot and 
meandering)=1mm. for the figure  probe feed cantered at (9.5mm,63.5mm), conical 
via(9.5,52.5) and top radiating patch is 8 mm above the ground and a shorting pin 
shorts the ground plane and radiating patch to achieve the proper impedance matching 
and sufficient band width. The substrate height from the ground plane 0 mm  to 7mm 
is air and from 7mm to 8 mm is woven fibre (Єr = 4.882).  

 

Fig. 4. (a) 2D geometry of miniaturized triband PIFA  with a ground plane dimensions 35mm × 
70mm 

The narrow band width is typical problem for planar antennas and band width is 
inversely proportional to the quality factor Q is 

                                         Q =energy stored/energy lost 

To decrease the quality factor Q we use a medium permittivity substrate because 
higher permittivity substrate radiate energy lesser than store it 

-Embedding the suitable slots into main patch in order to create dual band antenna. 
-Addition meandering provide gap coupled resonator to create a new band. 
-Width of shorting pin is responsible for the resonant frequency [9].                   

Equation for PIFA (if the width of the radiating patch is not equal to the width of the 
shorting pin) is given below [4,10]  

                                        (1) 
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where L, W length and width of radiating patch w is width of shorting pin h is the 
height of patch from the ground plane. The resonant frequency of the antenna cab ne 
computed using the following equations, 

                                                           (2) 

Where λ0 is the wave length hence resonance frequency  

                                                         (3) 

Where c is the speed of light. The other case is for w = 0.  A short-circuit plate 
with a width of zero cab ne physically represented by a thin short circuit pin. The 
effective length of the current is then L+W+h. For this case, the resonance condition 
is expressed by, 

                                                     
(4)

 

The other resonant frequency that is part of the linear combination is associated 
with the case 0<W<L and is expressed as: 

                                                      (5)
 

For the case when 0<W/L<1, the resonant frequency f, is the a linear combination 
of the resonant frequencies associated with the limiting cases. The resonant frequency 
f, is found using the experiment for f1 and f2 above in the following, 

 

 
             

 

                     (a)                                                                  (b) 

Fig. 5. (a) Simulated current distribution within the patch (b) Side view of current flow through 
shorting pin and probe feed in 3D geometry 
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ZELAND IE3D version 12.22 software. A triband Compact size antenna is fabricated 
and simulated. Study of antenna shows how various structures and meandering in 
radiating patch effects the performance of antenna. The main attraction of proposed 
antenna is dimensions of antenna i.e.  50%  reduced in comparison of reference 
paper[,2 4 ,6, 9 ,10,11,13,15,16] and the band width of proposed antenna is increased 
by more then 30% with respect to  tri band reference antenna [5 ,6,9,11,15], As the 
width of shorting Pin decreases the resonant frequency is also decreases and also the 
finite ground plane plays an important role in PIFA. Here the antenna designing in 
three step shows a single band antenna of band width (3.20GHz-3.96GHz) when only 
slotting is done over the radiation patch. As we include meandering in either side of 
PIFA it provides dual resonant frequency at 3.36GHz and 5.6GHz and with the dual 
meandering a triple band structure at resonant frequency ( 3.3GHz ,3.7GHz, 5,69GHz 
) is obtained. Results are simulated and measured in form of return loss. Radiation 
pattern, gain, return loss of the proposed antenna is also studied. Figure (6) reveals 
radiation pattern is nearly omnidirectional in azumith plane and peak gain is case of 
single band band is equal to 2.91 dBi    at θ = 45o  and max 4.18 dBi in case of tri band 
antenna.  Figure 7 shows max Antenna efficiency is 80.5% in case(1) ,85% in case( 2) 
and 80% in case (3).   Position of radiating patch and conical via in ground plane is 
also a big factor[2]. Change in position of radiating patch in finite ground plane 
change the characteristic of antenna .L shaped slot in ground plane increased the 
operational bandwidth because of  the increased electrical length  within the 
ground[8].  

 
Simulated Results of Proposed antenna: Simulated results for three types of 
antenna are shown in Table (1). 

Table 1. 
 

Design Resonant  
Frequency 

Band 
width 
in MHz 

Return
Loss 

Peak 
Gain 

Radiation 
Efficiency 

Antenna with slot on 
radiating patch 

3.47 GHz 760  1.47 2.91 80.5% 
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5.6 
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1.19 
 
1.2 

1.47 
 
2.31 

76% 
 
85% 

Antenna with dual 
meandering  

3.3 
 
3.7 
 
5.69 

322 
 
306 
 
384 

1.1 
 
1.2 
 
1.001 

1.58 
 
1.70 
 
4.18 

75% 
 
80% 
 
79% 
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return loss, good radiation pattern, good efficiency and good gain up to 4.18 dBi at θ 
= 45o. The proposed antenna can be used in wireless communication devices for 
WLAN, WiMax and radar application. L shaped cut in ground plane is used to 
increase the bandwidth of antenna and for Omni directional radiation. Finally 
simulation result shows that various structures into the radiating patch improve the 
antenna performance. 
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Abstract. The problem of routing is a complex one in case of mobile ad hoc 
networks due to the dynamic topology. Clusterization is an efficient means of  
increasing the efficiency of a MANET. A study of several clustering algorithms 
has lead to the observation that stable, secure cluster head selection increases 
lifespan and security of the network. The current state of art also relies heavily 
on ant colony optimization technique for finding the optimum shortest route in 
case of MANET. This paper proposes an agent based routing protocol for 
routing packets in a cluster based MANET. The algorithm is proposed to work 
in a distributed manner, using the concept of dominating set of mobile nodes. 
The selection of cluster head is determined on the basis of parameters such as 
connectivity, stability and residual battery power.  

Keywords: Dominating Node, Non dominating Node, Gateway Node, Cluster 
Head, Pheromone. 

1   Introduction 

A Mobile Ad Hoc Network (MANET) is a network built on ad hoc demand by some 
mobile wireless nodes geographically distributed over an area. These nodes can join 
or leave the network at any time. There is no fixed infrastructure and also no 
centralized administration. The network does not have a fixed station or access point. 
The inherent   flexibility along with easy set-up and low maintenance cost causes 
MANETs to be increasingly useful in disaster management, battlefield surveillance, 
etc.  The mobile nature of MANETs leads to frequently changing topology. Thus a 
route from a source to a destination does not remain valid after some time. Battery 
life, loss of packets due to mobility, network partition, changing topologies and 
transmission error are some of the inherent problems of MANETs. Most of the 
routing topology used in wired network fails to give good result in the case of 
MANETs. This is due to the dynamic nature of MANETs, which allows nodes to 
freely move within the network. As compared to traditional wired links, the wireless 
links have significantly lower capacities, which cause the assignment of routing paths 
more challenging. The ever-increasing level of congestion also creates difficulties to 
assign the route in MANET. Congestion control is a challenge of designing a good 
routing topology. It concerns controlling traffic entry into a telecommunication 
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network so as to avoid conjunctive collapse by attempting to avoid over subscription 
of any of the processing or link capabilities of the intermediate nodes and network as 
well as taking resource reducing steps, such as reducing the rate of sending packets. 
On the other hand the advantages of cluster based approaches are improving routing 
efficiency, scalability, supporting QOS and saving power consumption. Clustering 
mainly transforms a physical network into a virtual network of interconnected clusters 
or group of nodes. The main goal of cluster based network is to find the cluster head 
nodes and partition the network into clusters. These nodes take on a special role in 
managing routing information. Stable and reliable cluster head selection is another 
challenge in MANET. In this paper we propose a distributed based clustering 
algorithm for mobile ad-hoc networks. In this algorithm clustering set up phase is 
accomplished by dominating set. Among dominating sets most eligible node is 
selected as cluster head and some dominating nodes are selected as gateway nodes. 
This proposed algorithm chooses most reliable, stable, highly powerful node as 
cluster head. Agent based approaches use swarm intelligence techniques to generate 
routes between source and destination nodes. There are mainly two different types of 
agent based routing logic. One of them is multi-agent system in which multiple agents 
are interacting with each other. Another one is single-agent system]in which an 
individual agent solves the problem. Generally multi-agent system can be used to 
solve problems which are difficult or impossible for an individual agent to solve. One 
of the examples of swarm intelligence is ant colony optimization technique. This 
optimization technique has been used where concentration of pheromone deposition 
at different routes is used to construct a pheromone table. The ant based methods take 
care of the dynamic nature of MANETs. The present work is designed a multi-agent 
routing algorithm using ant colony optimization technique in cluster based network. 

2   Review of Existing Works 

In a cluster based mobile adhoc network, nodes are clustered in any form of 
hierarchical structure. The advantage of cluster based approaches are improving 
routing efficiency, scalability, supporting QOS and saving power consumption. The 
two main tasks involved in maintaining a cluster based network are (a) finding the 
cluster head nodes and (b) partitioning the network into clusters. The cluster head 
nodes have a special role in managing routing information.  Some reviews of cluster 
based routing algorithms are given below. 

2.1   CBRP  

The idea of CBRP[6] is to divide the nodes in adhoc network into number of disjoint 
or overlapping clusters. A node in a cluster is selected as a cluster head. A cluster 
head elects a gateway node to communicate with other cluster heads. CBRP is based 
on source routing similar to DSR. A cluster head is elected for each cluster to 
maintain cluster membership information. Inter-cluster routes are discovered 
dynamically using the cluster membership information kept at each cluster head.  By 
clustering nodes into groups, the protocol efficiently minimizes the flooding traffic 
during route discovery and speeds up this process as well. Furthermore, the protocol 
takes into consideration the existence of uni-directional links and uses these links for 
both intra-cluster and inter-cluster routing. 
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2.2   CBMPR 

The main idea of this technique is to extend the hop-by-hop multi path into cluster by 
cluster multi path [3]. .Here each cluster works independently. There fore it reduces 
interference. The purpose of this scheme is to find less interfering path for wireless 
multi hop network. 

2.3   SCAM 

SCAM (Scenario-based Clustering Algorithm for Mobile ad hoc networks) [11] is a 
adaptive and distributed clustering algorithm. It is based on dominating sets (k, r). 
Non clustered nodes select the cluster head among k dominating nodes. The quality of 
cluster head is calculated based on different metrics such as connectivity, stability and 
residual battery power. It uses technique to maintain cluster.  

Agent based approaches use swarm intelligence techniques to generate routes 
between source and destination nodes. There are mainly two different types of agent 
based routing logic. One of them is multi-agent system in which multiple agents are 
interacting with each other. Another one is single-agent system in which an individual 
agent solves the problem. The ant based methods help in talking the dynamic  
nature of MANETs. Some reviews of swarm intelligence based algorithms are given 
below. 

2.4   SACO  

The SACO[14] algorithm was created to solve the problem of finding shortest path 
between two nodes on a graph. In SACO algorithm, a number of ants are placed on 
the source node of the graph. In each iteration, each ant incrementally constructs a 
path to the destination node. 

2.5   AntNet  

Di Caro and Dorigo describe the application of ACO to dynamic routing in packet-
switched networks, using an algorithm that they call AntNet. This is the first 
application where ACO is used for routing with a source routing mechanism, i.e. the 
entire route of the packet is listed in the header of the packet [13]. 

2.6   ARA  

Gues et al presents an ACO-based routing scheme using distance vector routing. 
Route discovery in ARA[12] is done by broadcasting Forward Ants (FANT). 

2.7   LCRACO  

This algorithm[10] also concerns with load in the network. This algorithm uses 
two colony of ant, Red colony ant chooses the path where concentration of red 
pheromone is high and blue colony ant chooses the path where concentration of 
blue pheromone is high. This way it balances the load in the network.  
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3   The Proposed Algorithm 

The proposed algorithm and the associated data dictionary have been described in 
this section. 

3.1   Data Dictionary 

Table 1. Variables list 

Variable Name Description 
domnode[ ] Id of dominating nodes. 
nondomnode[ ] Id of non dominating  nodes 
dg,[ ], t[ ], bp[ ], mob[ ] Denote degree, trust value, battery power, mobility of all 

nodes in the network respectively                                      
R Denotes the radio range of the cluster 
ACK[ ] Node id of the neighbor nodes of sender in the cluster 
Cluster[ a, b] Denotes the weight for nodes in a cluster 
Ch[ ] Cluster head array that stores address of cluster heads 
Th Denotes threshold value of weight 
K Denotes no of clusters in a network 

D Denotes no of dominating  nodes. 
R[ x, y], b[x, y]    Denote red and blue pheromone array respectively. 
rprob[ ][ ], bprob[ ][ ] Probability of red and blue pheromone respectively. 
rmax , bmax Define maximum amount of red and blue pheromone 

respectively. 
Lock[][] Defines availability of the path 
S, E Denotes source and destination node respectively 
M Defines no of messages. 
N Denotes no of nodes in the network 

3.2   The Algorithm 

The review of the state of the art scenario leads to the conclusion that agent based 
approach for route selection has to be given extra care for achieving optimum 
throughput. In this paper, a new routing technique has been proposed. This algorithm 
takes care of congestion and load for routing in cluster based network. 

 
Begin 

Step 1: Weight of each node is calculated using equation 1.   
w[i]=t[i]+dg[i]+1 / Mob[i]+bp[i]             …1                                                                               

Step 2: Threshold value in the network is calculated. It is the average weight of all 
nodes in the network. To calculate threshold value, equation 2 is used.   

Th= 1/n∑i=(1,.n)  (dg[i]+t[i]+bp[i]+1/Mob[i]).         …2             
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Step 3: A node is selected as non dominating node if Weight < Threshold and 
stored in nondomnode[ ] array, else  it is selected as dominating node and stored in 
domnode [ ] array. 

Step 4: Call BuildCluster(domnode,nondomnode,n) for formation of cluster using 
domnode as the dominating node. 

End. 
 

Procedure BuildCluster(domnode, nondomnode, n) 

Step 1:  
i. domnode[i] broadcasts FINDNEIGHBOUR message with in r hop distance to all  
nondomnode[ ] nodes. 
ii.  wait:=2r+(n-1) 
iii.  if(wait<=0) then 
              i.   check for ACK from nodes. 
              ii.  store address of  nodes in cluster[i][ ] 
             iii. wait:=wait-1    

Step 2: Highest weight node among all dominating nodes is selected as cluster 
head and stores in array ch[]. 

Step 3:Call procedure Routing(n,ch[],cluster[][],k,l) for finding the shortest route 
using cluster head ch with the help of ant colony optimization technique. 
 

Procedure Routing(n,ch,cluster,k,l) 

Step1: All nodes maintain two tables, one stores value of red pheromone and 
another  stores value of blue pheromone. 

Step2: Red pheromone and blue pheromone values are calculated  
r[i][j]=t[i]+bp[i]+cost[i][j];        …3                    
b[i][j]=1/Mob[i]+dg[i]+cost[i][j];        …4                

Step3: Calculate maximum value of red pheromone and blue pheromone among 
all paths in network and stores it in a variable rmax and bmax respectively.        

Step4: Probability of red pheromone and blue pheromone are calculated : 
phsum:=phsum+r[i][j]+b[i][j];        ....5                
rprob[i][j]=r[i][j]/phsum;         …6           
bprob[i][j]=b[i][j]/phsum;        …7                       

Step5: For any path between node i, j 
       if((r[i][j]+b[i][j])>=(rmax+bmax)) then   

set Lock[i][j] to zero to block the path; 
        else  

set Lock[i][j]=1 to signify path availability. 

Step6: Source node S sends m of packets to the destination via the cluster-head.    

Step7: The clusterhead generates a sequence of 0 and 1 and stores in array V[].          

 



218 D. Sinha, U. Bhattacharya, and R. Chaki 

Step8: The clusterhead chooses the next hop node, where lock[][]=1; 
        if(lock[Ch][k]==0) then   

Ch checks value of V[ ];  
if V[i] is found to be zero then  

a red ant is generated, which chooses the node with maximum rprob  as 
the next hop node;  

else  
a blue ant is generated and  the node with maximum rprob is chosen as 
the next hop node. 

Step9: 
If red ant chooses k as the next hop node then 

the amount of red pheromone deposited is calculated as 
Ch][k]=r[Ch][k]+(1/cost[Ch][k]);                                                                   

elseif blue ant chooses k as the next hop node then  
the amount of blue pheromone deposited is calculated as 
  b[Ch][k]=b[Ch][k]+(1/cost[Ch][k]).                                      

Step10: After sending 3 messages amount of red and blue pheromone decreased 
from the path and it is proportional to the cost on that path as follows:     

             r[Ch][k]=r[Ch][k]-(.0005*cost[Ch][k]);                                                              
             b[Ch][k]=b[Ch][k]-(.0005*cost[Ch][k]);                                                             

Step11: Repeat steps 1 to 10 until the packet reaches destination node D.  

4   Performance Analysis 

The simulation experience conducted for the performance evaluations were 
implemented in NS2 simulation tool, widely used for wireless network. To determine 
the efficiency of proposed protocol, we monitored four parameters: no of dominating 
nodes, no of non dominating nodes, load in the network and the delivery time. Load is 
computed by total no packets transmitted during simulation period.  

 
Fig. 1. Showing no of nodes vs. no of dominating nodes 
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Fig. 2. Load vs. Delivery time  

Figure 1 shows the no of dominating nodes as a function of number of nodes in the 
network. Figure 2 shows delivery time for the routing protocol as a function of load in 
the network. 

Figure 1 shows, nodes vs dominating nodes graph. Here, it is found that if nodes 
increase, dominating nodes does not increase rapidly. From 5 to 10 nodes, dominating 
nodes increase with no of nodes in the network. After that, no of dominating nodes 
decrease with increase of nodes in the network. After from 20 th node, it’s value again 
increase. Then after 22 nodes value of dominating nodes are same with increase of no 
of nodes in the network. Thus it is proved that value of dominating nodes’ number 
does not keep on increasing with the increasing number of nodes in the network. After 
certain number of nodes it will be same.  So, number of clusters also does not increase 
rapidly and overhead does not increase. 

The Figure 2 shows load vs delivery time graph. From this figure, it is determined, 
if load in the network increases delivery time does not increase rapidly. From 30 to 40 
load in the network, the delivery time stabilizes. 

5   Conclusion 

The proposed algorithm is an agent based routing protocol used for routing packets in 
a cluster based mobile adhoc network. A node is selected as cluster head using the 
concept of dominating and non dominating nodes. This proves to be beneficial for the 
stability of clusters in a dynamic network. Multiple agents are deployed using the 
concept of ant colony optimization for faster and more efficient packet routing 
throughout the network. Simulation results show that the proposed protocol ensures 
efficient packet delivery even in the face of congestion in the network. This algorithm 
is very useful where the bandwidth of the packets sent by a node exceeds the 
bandwidth of the channel.  
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Abstract. A distributed application involving Mobile hosts consists of a set of 
cooperating processes in which some of them run on MHs. An MH is connected 
to the wired network through mobile support stations (MSS). Distributed sys-
tems are not fault-tolerant and the vast computing potential of these systems is 
often hampered by their susceptibility to failures. Many techniques have been 
developed to add reliability and high availability to distributed systems. These 
techniques have different tradeoffs and focus. The paper surveys a literature 
survey on the modern check pointing techniques in distributed and mobile envi-
ronments. We have classified the various check pointing schemes and then dis-
cussed the related works in that category. The paper also presents a comparative 
study of the protocols/schemes with relative advantages and disadvantages and 
finally the features which make the checkpointing techniques to be suitable in a 
particular application scenario are also discussed. 

Keywords: Mobile computing systems, co-ordinated checkpoint, rollback re-
covery, mobile host. 

1   Introduction 

Checkpointing / rollback-recovery strategy has been an attractive approach for provid-
ing fault-tolerance to distributed applications. A checkpoint is a snapshot of the local 
state of a process, saved on local nonvolatile storage to survive process failures. A 
global checkpoint of an n-process distributed system consists of n checkpoints (local) 
such that each of these n checkpoints corresponds uniquely to one of the n processes. 
A global checkpoint M is defined as a consistent global checkpoint if no message is 
sent after a checkpoint of M and received before another checkpoint of M. The 
checkpoints belonging to a consistent global checkpoint are called globally consistent 
checkpoints (GCCs). In distributed systems, rollback recovery is complicated because 
messages induce inter-process dependencies during failure-free operation. Upon a 
failure of one or more processes in a system, these dependencies may force some of 
the processes that did not fail to roll back, creating what is commonly called a roll-
back propagation. To see why rollback propagation occurs, consider the situation 
where the sender of a message m rolls back to a state that precedes the sending of m. 
The receiver of m must also roll back to a state that precedes m’s receipt; otherwise, 
the states of the two processes would be inconsistent because they would show  
that message m was received without being sent, which is impossible in any correct 
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failure-free execution. This phenomenon of cascaded rollback is called the domino 
effect. In some situations, rollback propagation may extend back to the initial state of 
the computation, losing all the work performed before the failure. 

In a distributed system, if each participating process takes its checkpoints indepen-
dently, then the system is susceptible to the domino effect. This approach is called 
independent or uncoordinated checkpointing [1], [2], [3]. It is obviously desirable to 
avoid the domino effect and therefore several techniques have been developed to pre-
vent it. One such technique is coordinated checkpointing [4], [5], [6] where processes 
coordinate their checkpoints to form a system-wide consistent state. In case of a 
process failure, the system state can be restored to such a consistent set of check-
points, preventing the rollback propagation. Alternatively, communication-induced 
checkpointing [7], [8], [9] forces each process to take checkpoints based on informa-
tion piggybacked on the application messages it receives from other processes. 
Checkpoints are taken such that a system-wide consistent state always exists on stable 
storage, thereby avoiding the domino effect. Log-based rollback recovery [10], [11], 
[12], [13], [14], [15] combines checkpointing with logging of nondeterministic events. 
Log-based rollback recovery relies on the piecewise deterministic (PWD) assumption, 
which postulates that all non-deterministic events that a process executes can be iden-
tified and that the information necessary to replay each event during recovery can be 
logged in the event’s determinant. By logging and replaying the non-deterministic 
events in their exact original order, a process can deterministically recreate its pre-
failure state even if this state has not been checkpointed.. Table 1 below gives a com-
parison of rollback recovery protocols based on different parameters. 

Table 1. Comparison of Rollback recovery protocols 

 

2   System Model 

The algorithms that are considered in this paper use the common system model in 
which a mobile computing system consists of a set of mobile hosts (MHs) and mobile 
support stations (MSSs). The static MSS provides various services to support the 
MHs and a region covered by a MSS is called a cell. A wireless communication link 
is established between a MH and a MSS; and a high speed wired communication link 
is assumed between any two MSSs. The wireless links support FIFO communication 
in both directions between a MSS and the MHs in the cell. A distributed computation 
is performed by a set of MHs or MSSs in the network.  
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3   Checkpointing Algorithms for Mobile Computing Systems 

Checkpointing techniques are studied under Asynchronous or uncoordinated, Syn-
chronous or coordinated and quasi-synchronous or communication-induced check-
pointing schemes. In this section, we discuss the various algorithms that have been 
proposed in literature for each of these schemes. Figure 1 shows the classification of 
these schemes. 

        

Fig. 1. Classification of checkpointing schemes 

3.1   Asynchronous or Uncoordinated or Independent Checkpointing 

In uncoordinated checkpointing, each process has autonomy in deciding when to take 
checkpoints. This eliminates the synchronization overhead as there is no need for 
coordination between processes and it allows processes to take checkpoints when it is 
most convenient or efficient.  

Park, Woo and Ycom[16] proposed an algorithm based on independent checkpoint-
ing and asynchronous message logging. All the messages are delivered to mobile host 
(MH) through MSS, so message logs are saved by MSS for all MHs in its vicinity. 
The logs that are saved in MSS are used to recover state of process at MH after fail-
ure. Also, to reduce the message overhead, the mobile support stations take care of the 
dependency tracking.  

Park, Woo and Ycom[17] proposed a scheme based on the message logging and 
independent checkpointing, and for the efficient management of the recovery infor-
mation, such as checkpoints and message logs. They suggested a movement-based 
scheme which allows the movement of checkpoint and message logs to a nearby MSS 
when either distance between MH and MSS on which latest checkpoint is saved ex-
ceed a threshold value, or, when number of handoffs that number of MSS carrying 
message logs of a MH exceeds a threshold value. These schemes keep the recovery 
information of MH in certain range. The movement-based scheme considers both of 
the failure-free execution cost and the failure-recovery cost.  

Zhang, Zuo, Zhi- Bowu and Yang [18] improved this scheme by migrating only 
partial recovery information of a MH when a MH moves out of the range. It means 
that recovery information of MH which is stored in some MSS due to mobility, is 
mapped to another set of MSSs. These MSSs are given by route function. The main 
advantage of this scheme is that one MSS is not burdened by transferring all the in-
formation to it.  
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Another movement-based algorithm was proposed by E. George, Chen and Jin [19] 
in which Independent checkpointing and optimistic message logging is used. MH takes 
checkpoint when its handoff_counter becomes greater than a predefined threshold. 

3.2   Coordinated Checkpointing 

In this we will discuss the algorithms for both blocking and non-blocking coordinated 
checkpointing schemes. 

 
3.2.1   Blocking Coordinated Checkpointing  
A straightforward approach to coordinated checkpointing is to block communications 
while the checkpointing protocol executes. After a process takes a local checkpoint, 
to prevent orphan messages, it remains blocked until the entire checkpointing activity 
is complete.  

A two-level blocking checkpointing algorithm was proposed by Lotfi, Motamedi 
and Bandarabadi [20] in which local and global checkpoint are taken. Nodes take 
local checkpoint according to checkpoint interval calculated previously based on fail-
ure rate and save it in their local disk. These checkpoints when sent to stable storage 
become global checkpoint. Local checkpoints are used to recover from more probable 
failures where as global checkpoints are used to recover from less probable failures. 
After each checkpointing interval, system determines expected recovery time in case 
of permanent failure. System calculates amount of time taken (T1) to recover if  
system does not take global checkpoint and amount of time taken (T2) to recover if 
system takes global checkpoint. Then system compares these two times. If T2 < T1, 
system will take global checkpoint else system will only store checkpoint locally. 

Awasthi and Kumar[21]  proposed  a  synchronous checkpointing protocol for mo-
bile distributed systems. They reduced the useless checkpoints and blocking of 
processes during checkpointing using a probabilistic approach. A process takes an 
induced checkpoint if the probability that it will get a checkpoint request in current 
initiation is high.  

Another blocking coordinated scheme is proposed by Suparna Biswas and Sarmis-
tha Neogy [22] in which each MSSp is required to maintain an array A[n] in which 
A[1] is 1 when MH1 is present in vicinity of cell of MSSp where number of MH 
(Mobile Host) are n starting from 0 to n-1. A MH initiates checkpointing procedure, 
calculates its dependency vector D and sends request to all the MH whose bit in de-
pendency vector D is 1 via its MSS. If a MH is present in vicinity of current MSS, 
then checkpoint request is send directly to MH. Else current MSS will broadcast 
checkpoint request message to other MSS so that it can reach all those processes 
whose bit is 1 in dependency vector D calculated by checkpoint initiator. Thus all 
these processes take checkpoint and sends information to initiator via their local MSS.  

Guohui Li and LihChyun Shu [23] designed an algorithm to reduce blocking time 
for checkpointing operation, in which each process Pi maintains a set of processes Si. 
A process Pj is included in this set if Pj has sent at least one message to Pi in current 
checkpoint interval. Checkpointing dependency information is transferred from send-
ing process to destination process during normal message transmission. So when a 
process starts a checkpointing procedure, it knows in advance the processes on which 
it depends both transitively and directly. 
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Biswas & Neogy [24] proposed a checkpointing and failure recovery algorithm 
where mobile hosts save checkpoints based on mobility and movement patterns. Mo-
bile hosts save checkpoints when number of hand-offs exceed a predefined handoff 
threshold value. They introduced the concept of migration checkpoint An MH upon 
saving migration checkpoint, sends it attached with migration message to its current 
MSS before disconnection.  

S. Kumar, R.Garg [34] and P. Kumar [35] gave the concept of hybrid checkpointing 
algorithm, where in an all-process coordinated checkpoint is taken after the execution of 
minimum process coordinated checkpointing algorithm for a fixed number of times.  

 
3.2.2   Non-blocking Coordinated Checkpointing Algorithm 
In this approach the processes need not stop their execution while taking checkpoints. 
A fundamental problem in coordinated checkpointing is to prevent a process from 
receiving application messages that could make the checkpoint inconsistent.  

Cao and Singhal [25] presented a non-blocking coordinated checkpointing algo-
rithm with the concept of “Mutable Checkpoint” which is neither temporary nor per-
manent and can be converted to temporary checkpoint or discarded later and can be 
saved anywhere, e.g., the main memory or local disk of MHs. In this scheme MHs 
save a disconnection checkpoint before any type of disconnection .This checkpoint is 
converted to permanent checkpoint or discarded later. In this scheme only dependent 
processes are forced to take checkpoints. In this way, taking a mutable checkpoint 
avoids the overhead of transferring large amounts of data to the stable storage at 
MSSs over the wireless network.  

Cao-Chen-Zhang-He [26] proposed an algorithm for Hybrid Systems. They pre-
sented an algorithm which was developed for integrating independent and coordinated 
checkpointing for application running on a hybrid distributed system containing mul-
tiple heterogeneous systems.  

Bidyut – Rahimi- Liu [27] presented their work for mobile computing systems. In 
that work they presented a single phase non-blocking coordinated checkpointing suit-
able for mobile systems. This algorithm produces a consistent set of checkpoints 
without the overhead of temporary checkpoints. 

Bidyut-Rahimi-Ziping Liu [28] proposed non-blocking checkpointing and recovery 
algorithms for bidirectional networks. The proposed algorithm allowed the process to 
take permanent checkpoints directly, without taking temporary checkpoint global 
snapshot algorithms for large scale distributed systems. Whenever a process is busy it 
takes a checkpoint after completing its current procedure. The algorithm was designed 
and simulate for Ring network. 

Partha Sarathi Mandal and Krishnendu Mukhopadhyaya [29] proposed a non 
blocking algorithm that uses the concept of mobile agent to handle multiple initiations 
of checkpointing. Mobile Agent has id same as its initiator id and it migrates among 
processes, perform some work, take some actions and then moves to other node  
together with required information. Each process takes initial permanent checkpoint 
and sets version number of checkpoint to 0. Process sends application message m by 
piggybacking it with version number of its latest checkpoint. Receiver compares ap-
plication message’s version number with its own current checkpoint version number 
to decide whether to take checkpoint first or simply to process message only. There is 
a DFS which is maintained by each process which contains id of neighbors on which 
the process depends. 
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S. Kumar, R.K. Chauhan and P. Kumar [33] proposed a single-phase non-blocking 
coordinated checkpointing algorithm suitable for mobile computing environments in 
which processes take permanent checkpoints directly without taking temporary 
checkpoints and whenever a process is busy, the process takes a checkpoint after 
completing the current procedure.  

3.3   Communication Induced or Quasi-Synchronous Checkpointing 

It lies between synchronous and asynchronous (independent) checkpointing. Process 
takes communication induced checkpoints besides independent checkpoint to reduce 
number of useless checkpoints taken in independent checkpointing approach. 
Processes takes two kinds of checkpoints called local checkpoints and forced check-
points. Local checkpoints are just like independent checkpoints taken in independent 
checkpointing approach. Forced checkpoints are taken to guarantee eventual progress 
of recovery line.  

Qiangfeng Jiang and D. Manivannan [30] presented an optimistic checkpointing 
and selective message logging approach for consistent global checkpoint collection in 
distributed systems. In this work they presented a novel quasi-synchronous check-
pointing algorithm that makes every checkpoint belong to a consistent global  
checkpoint. Under this algorithm every process takes tentative checkpoints and opti-
mistically logs messages received after a tentative checkpoint is taken and before the 
tentative checkpoint is finalized. Since tentative checkpoint can be taken any time and 
sorted in local memory, tentative checkpoints taken can be flushed to stable storage 
anytime before that checkpoint is finalized. 

Ajay D Kshemkalyani algorithm [31] presented a fast and message efficient algo-
rithm and show that new algorithm is more efficient. He presented two new algo-
rithms Simple Tree and Hypercube that use fewer message and have lower response 
time and parallel communication times. In addition the hypercube algorithm is sym-
metrical and has greater potential for balanced workload and congestion freedom. 
This algorithm have direct applicable in large scale distributed systems such as peer to 
peer and MIMD supercomputers  

Jin Yang, Jiannong Cao, Weigang Wu [32] proposed a communication induced 
checkpointing scheme in which communication induced or forced checkpoints are 
taken by a process by analyzing piggybacked information that comes with received 
message. Each process has a logical clock or counter which is increased with every 
new checkpoint taken. When a process sends an application message, it piggybacks 
recent value of logical clock on message. Receiver compares its LC (logical clock) 
with received LC to decide whether to take a forced checkpoint before processing 
message or simply process the message. Algorithm uses a Mobile Agent (MA) system 
which has a globally unique id. Each MA executes on a node and takes an indepen-
dent checkpoint before migration. It then determines next host to which it has to  
migrate, it reaches on that host and takes a checkpoint on it. This process will contin-
ue until all hosts have been visited. These checkpoints are called local checkpoints. 

4   Comparison of Different Checkpoint Algorithms  

Table 2 below highlights the features of different checkpoint algorithms proposed in 
literature and also discusses their relative advantages and disadvantages. 



 New Paradigms in Checkpoint Processing and Recovery Techniques 227 

 

Table 2. Comparison of various checkpoint algorithms for distributed systems 
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Table 2. (continued) 

 

5   Application Scenarios 

The checkpointing techniques discussed above have certain unique features which 
make them suitable to be used in a particular situation. Table 3 below discuses the 
application areas where each of these checkpointing techniques can be efficiently 
applied. 
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Table 3. Application scenarios of checkpointing techniques 

 

6   Conclusion 

We have reviewed and compared different approaches for failure free execution of a 
mobile host and to a greater extent failure free execution of mobile environment. We 
studied three checkpointing scheme- independent, coordinated and communication 
induced checkpointing and the various algorithms that have been developed under 
each of these scheme. We have also compared different approaches of checkpointing 
and compared the salient features of various snapshot recording algorithms in Table 2. 
Clearly, the higher the level of abstraction provided by a communication model, the 
simpler the snapshot algorithm. The requirement of global snapshots finds a large 
number of applications like: detection of stable properties, checkpointing, monitoring, 
debugging, analyses of distributed computation, discarding of obsolete information, 
etc. We have also shown what are the features that are needed to be considered while 
choosing a checkpointing technique for a particular system. 
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Abstract. Various routing protocols have been designed and developed for 
Wireless Sensor Networks (WSN). They face various challenges. Sensor nodes 
are strongly energy and storage constrained and failure rate of sensor node is 
very high. While sending data to the Base station some routing mechanisms 
which consider all these parameters, are needed to extend life of the network. 

There are several techniques for routing in WSN for data gathering with 
aggregation and for data gathering without aggregation. Using Minimum 
transmission energy model and Minimum hop routing model techniques it may 
happen that the same path is used for more times and nodes on this route gets 
drain from energy. This leads to network partition and routing algorithm failure.  
In this paper, we have presented routing algorithm based on informed search. 
We have used A-Star algorithm to search optimal route from source to the 
destination in such a way that overall life of network is extended.  We have 
used a pre-defined minimum energy level (Level1) for sensor nodes so that 
sensor node don’t participate in routing if its residual energy level is below this 
level and other better path is available. If there exist no such path, then this 
node can be part of routing. 

Keywords: Wireless sensor network, Routing algorithm, A-Star algorithm, 
Energy aware routing in WSN. 

1   Introduction 

In Wireless Sensor Network, light-weight, low power and small size sensor nodes are 
used which are operated by a small battery. The energy they lose is proportionate to 
the distance of communication. There is no way to recharge these batteries in most of 
cases. Sensors nodes are used for monitoring physical phenomena like temperature, 
humidity, vibrations and so on [1]. The sensor network should have a lifetime long 
enough to fulfill the application requirements.  

Deployment of sensor nodes is done either in random fashion or in pre-defined 
way. The sensor node performs needed measurements from its surroundings, process 
this data and transmit it to the Base Station (BS). The BS collects data from all these 
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nodes and uses it as per the application. Nodes in sensor networks have limited 
computational power, limited energy resources and memory. These restrictions put a 
limit on routing algorithms to be used. 

Generally in routing algorithm, the best path is chosen for transmission of data 
from source to destination. Over the period of time, if same path is chosen for all 
communications in order to achieve better performance in terms of quick transmission 
time, then those nodes which are on this path will get drained faster. The problem 
with many routing algorithms is that they minimize total energy consumption in the 
network with the expense of non uniform energy drainage in the network. Such 
approaches cause network partition because some nodes which are part of the 
efficient path are drained from their battery energy quicker. In many cases, the 
lifetime of a sensor network is over as soon as the battery power in critical nodes is 
depleted [2].  

Some special nodes, called relay nodes can also be used within the network, for 
balanced data gathering to extend life of network. In case of hierarchical sensor 
network, cluster head is called as relay node. 

A Genetic Algorithm (GA) based approach for energy efficient routing has been 
proposed by Ataul Bari et. al[3]. They have suggested this approach for two-tiered 
sensor network for data gathering with aggregation. In [4], GA based approach for 
data gathering without aggregation has been proposed. In this approach, a pre-defined 
threshold level (Level1) energy is considered as the threshold residual energy in the 
sensor node. If it is found, that one or more nodes having residual energy less than the 
Level1 energy in the route between source to destination, then, another route with 
number of nodes below residual energy of Level1 lesser than the previous route 
solution will be sought. In this approach, total energy consumed and total number of 
nodes below Level1 has been used as criteria to choose best route.  

In this paper, we have emphasized on heuristic search technique, called A-Star 
algorithm, for searching best path for routing in WSN. Criteria to search best path is 
not only to get path with minimum energy consumption but also to see that nodes 
selected in the path contain enough of residual energy. This will make sure, that 
overall lifetime of sensor network is extended. We have used concept of a pre-defined 
threshold level, Level1, of residual energy. We have simulated GA based approach of 
[4] and A-Star algorithm for routing in WSN for data gathering without aggregation 
for comparison.   

To find best path, Warshall’s algorithm [5, 6] can be used. Warshall’s algorithm 
compares all possible paths through the graph between each pair of vertices. This is a 
non adaptive algorithm and it does not consider current level of energy of sensor 
nodes to decide route. We have also simulated Warshall’s algorithm and compared 
with our approach. 

2   Review 

In this chapter, we will discuss informed and heuristic search, A-Star algorithm, 
Network model and two tired Wireless Sensor Network. 
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2.1   Overview of A-Star Algorithm 

A-Star algorithm is used to find path and to traverse graph efficiently. A-Star 
algorithm performs better than Dijkstra's algorithm with respect to time. A-Star uses 
heuristics for decision making. The A-Star algorithm [7] is a best-first search 
algorithm that finds the optimal path from source to destination.  

It uses a distance and a cost heuristic function (usually denoted f(n)) to determine 
the order in which the search visits nodes in the tree. The distance-plus-cost heuristic 
is a sum of two functions: (i) The path-cost function, which is the cost from the 
starting node to the current node (denoted by g(n)) and (ii) an admissible "heuristic 
estimate" of distance to the goal (denoted by h(n)). 

Generally, the A-Star algorithm creates a tree of nodes and maintains two lists, an 
OPEN list and a CLOSED list. The OPEN list is a priority queue and keeps track of 
those nodes that need to be examined, while the CLOSED list keeps track of nodes 
that have already been examined. Each node n maintains f(n) where f(n)  = g(n) + 
h(n); intuitively, this is the estimate of the best solution that goes through n. 

The heuristic function must be admissible, i.e. it must not overestimate the distance 
to the goal or, in other words estimated cost must be less than the actual cost. This 
produces computationally optimal results. Thus, for an application like routing, h(n) 
might represent the straight-line distance to the goal, since that is physically the 
smallest possible distance between any two nodes. The most essential part of the A-
Star algorithm is a good heuristic estimate function. This can improve the efficiency 
and performance of the algorithm [8]. 

2.2   Network Model 

Relay nodes can be used within the sensor network, for balanced data gathering to 
extend life of network. In case of hierarchical sensor network, relay nodes can be used 
as cluster head.  

 

 

(a) (b) 

Fig. 1. (a) Two Tired Sensor Network (b) A Logical Topology of Two Tire 
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In this paper we will be refereeing mainly to the sensor network model shown in 
Fig. 1, which shows that sensor network is divided in cluster and each cluster contains 
one relay node and many sensor nodes. There is also one BS where information is 
forwarded by sensor nodes via relay nodes. Each relay node can communicate either 
with other relay nodes or to the BS. Clustering strategies for this model can be 
referred from [12]. 

For this model, a two-tiered WSN has been considered, with N relay nodes (acting 
as cluster heads). They are labeled as node numbers 1, 2, 3, . . . , N and one BS, 
labeled as node number N+1. This labeling is done for representing the routing 
solution in form of an array. Let D be the set of all sensor nodes, and Di, 1≤ i ≤ N, be  
the set of sensor nodes  belonging to the ith cluster, which has relay node i as its 
cluster head. We assume that each sensor node belongs to exactly one cluster i.e., D = 
D1

∪ D2
∪  . . . ∪ DN and Di

∩ Dj = Φ for i≠j. 
A number of different metrics have been used in the literature to measure the 

lifetime of a sensor network. In [9], the lifetime of a sensor network has been defined 
as the minimum of (i) the time when the percentage of nodes that are alive drops 
below a specified threshold, (ii) the time when the size of the largest connected 
component of the network drops below a specified threshold, and (iii) the time when 
the volume covered drops below a specified threshold. The work of [10] has defined 
the lifetime of the network as the lifetime of the sensor node that dies first. In [11], a 
number of metrics are used to define the network lifetime. N-of-N lifetime (i.e., time 
till any relay/gateway node dies) metric has been used in this approach. 

2.3   Routing in Sensor Network through Relay Nodes 

The type of network shown in Fig. 1 consists of number of sensor clusters and a BS. 
Each cluster is deployed around a pre defined location. One of the important measures 
of WSN is the network life time. Since life time of each relay node depends on energy 
consumption, it is important to preserve residual energy of these relay node in such a 
way that overall network life time is extended. We have used non-flow splitting 
routing scheme using multi hop data transmission model [14].  

In this paper, we consider two-tiered sensor networks and present an A-Star 
algorithm based approach to determine a suitable routing strategy for upper-tier relay 
node networks which is shown in Fig. 1(b). 

3   A-Star Algorithm Based Routing 

Given a collection of n relay nodes, numbered from 1 to n, and a BS, numbered as 
n+1 along with their locations, the objective of the A-Star algorithm is to find a 
schedule for data gathering in a sensor network, such that the lifetime of the network 
is maximized. Each sensor node transmits exactly one packet of data containing a 
fixed number of bits, in each round. Each period of data gathering is referred to as a 
round [13], and the lifetime is measured by the number of rounds until the first relay 
node runs out of power (N-of-N metric).  

In our model, the routing schedule is computed by some center entity called as a 
Base Station. We have assumed that the number and location of relay nodes are 
predetermined, thus distances between various relay nodes are known. With the 
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known distance, energy consumed for data communication can be calculated. BS can 
use these facts and can update energy level of each relay node after every round. 

3.1   Routing Schedule 

A-Star Algorithm is basically used to find efficient path between any sources to 
destination using g(n) and h(n) functions. In our model, BS will prepare routing 
schedule and will broadcast to all relay nodes. A-Star algorithm will be applied for 
each relay node. Relay node where this algorithm is applied will be the source node 
and the BS will be destination node. Such N different routes will be created and this 
information will be consolidated. This consolidated route information is put in an 
array. This is shown in Fig. 2(b). Fig. 2(a) shows two tiered WSN, as discussed 
earlier. Dotted lines are showing route for each relay nodes.  

Array has N number of indices. Value at ith index will represent node number as to 
where node i will be sending data, which in turn, will go to the BS in a same way. 
After the current routing schedule is broadcasted, all relay nodes will follow it. 

3.2   Energy Consumed – Data Gathering without Aggregation 

To avoid network partitioning and to balance the load in the network in terms of 
energy, a pre defined threshold level of residual energy is introduced. Say, a node 
having Einit initial energy has another mark of energy, Level1 of energy (say 40% of 
residual energy), then alternate route is selected with node having more energy than 
Level1. This alternate route will give life extension to those nodes which were 
selected in the first attempt, thus the network life too, gets extended. Thus, healthy 
nodes will participate in routing and weak nodes will get rest, thus overall network 
lifetime can be extended. 

To calculate life of a network, we are counting total number of rounds. This can 
also be counted, as follows: 

   maxE

E
R initial

net =                                                      (1)  

where Rnet is the network lifetime in terms of rounds and Einitial is the initial energy of 
a relay node. We assume that the value of Einitial is known beforehand and is the same 
for all relay nodes initially. Emax is the maximum energy dissipated by any relay node 
in the particular routing schedule. 

The equation (1) can be useful when, we consider data gathering with aggregation. 
But for data gathering without aggregation, this approach of counting network life 
will  not be   useful. Aggregation can  be  performed   when   the  data  from  different 
sensors are highly correlated but data aggregation is not applicable in all sensing 
environments. Imagine a scenario where the data being transmitted by the nodes are 
completely different (no redundancy) e.g. video images from distant regions of a 
battlefield. In such situations, it might not be feasible to fuse data packets from 
different sensors into a single data packet, in any meaningful way. This implies that 
the number and size of transmissions will increase, thereby draining the sensor 
energies much faster. The problem is finding an efficient schedule to collect and 
transmit the data to the BS, such that the system lifetime is maximized [15]. 
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Fig. 2. (a) Two tired WSN with labeled relay nodes and base station (b) Routing schedule 
represented in form of an Array 

To understand why we need special attention for those applications where data 
gathering is done without aggregation, let us understand from Fig. 2. For data 
aggregation case, node 3 will send data to BS only once hence energy will be 
consumed once. But in case of data gathering without aggregation, node 3 will send 
data to the BS, which has been sent by node 5, node 4 and node 3 itself. This way, it 
will consume almost 3 times higher energy than the earlier case. While for node 4, 
energy consumption will not differ in either of data gathering techniques. 

4   Proposed A-Star Algorithm 

A-Star algorithm creates tree structure in order to search optimal route from given 
source to the destination. A tree node will be explored based on its f(n) value, which 
A-Star algorithm uses for optimal path searching, where f(n) = g(n) + h(n). 

4.1   Threshold Energy Level, Level1 

In our approach, in addition to g(n) and h(n), we have also taken another parameter to 
measure strength of a route. This parameter keeps track of the current energy level in 
the sensor node. As introduced earlier, a pre defined threshold energy level, Level1 
can be used as a threshold level for a sensor node. If sensor node’s residual energy 
goes below this level, the algorithm should avoid this node while searching for a 
route, instead it should search for alternative path, where no node having residual 
energy below Level1 is there. This new parameter, l(n) is the path cost count of weak 
node having less energy. This will keep a counter of how many nodes in the current 
path are below Level1 of energy level. 

Thus, Estimated cost function f(n) carries two parameters shown in equation (2). 

f(n) = ( g(n) + h(n) , l(n) )                                            (2) 

In this approach, routing decision is made based on value of l(n). If value of l(n) is 
same then only, value of f(n) is checked for further comparison. For A-Star algorithm 
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implementation, we have prepared and used following data structures with below 
mentioned members:  

─ A tree node: { A Sensor node element, M number of children pointers, A pointer 
to the parent node, value of g(n), h(n), l(n) } 

─ A sensor node : { Identification of node, Residual energy, List of neighbours, 
Number of neighbours } 

Pseudo Code for Proposed Efficient Routing Algorithm 
 

Input  : Sensor Network 
Output :  Life of Sensor Network in terms of rounds 
1. BEGIN 
2. InitilizeNetwork()  
3. EstimateDistance() // finds distance to the BS 
4. WHILE NOT END_ASTAR() // N-of-N metric [11] 
5. InitializeSolArray() // initialize solution  

    //array to store routing schedule  
6. FOR each node i in the Network DO 
7.  CreateTree (i)   //using A-Star algorithm 
8.  PrepareSolArray() //prepare routing schedule  
9. END FOR 
10. BroadcastSolution() // BS broadcasts routing 

            //schedule 
11. UpdateEnergy()  //Energy update for relay nodes 
12. CountRound = CountRound + 1  //count n/w life 
13. END WHILE 
14. PRINT CountRound  //print n/w lifetime in 
15. END  

 

In the pseudo code, meaning of each function is written in the same line as a 
comment. Estimation of distance from each node to the BS can be carried out from 
the methods mentioned in [16, 17]. This distance will be useful to calculate energy 
consumption between two nodes. This estimated distance is also useful to get our 
heuristic function, h(n). BS will be able to update node’s residual energy once routing 
schedule is prepared. CountRound variable will contain value of number of rounds 
which is a measure of network lifetime. 

4.2   Calculation of Heuristic Values with Energy Level 

Calculation of estimated cost function f(n) in A-Star algorithm is as shown in equation 
(2). The parameter, path cost count of weak node l(n), which is number of nodes 
below energy level, Level1 is calculated as follows.  

For a node n whose parent node is p, is the intermediate node from source node to 
the destination node, l(n) will keep count of total number of  nodes which are on this 
route and are below pre-defined threshold level of energy Level1. Residual energy of 
the current node n will be checked, and if it is found less than Level1 energy, then l(n) 
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will be l(p) + Incremental_factor, where l(p) is the path cost count of parent node p 
and Incremental_factor is a value, which is added as per the strategy. 

Assignment of value to the Incremental_factor in our approach is taken as 
proportionate value to the residual energy left in the sensor node. E.g. value of 
Incremental_factor will be more for residual energy left 0.1% of initial energy and 
will be less for residual energy left 30% of initial energy. 

5   Experimental Results 

For our experiments, we have used following first order radio model for 
communication energy dissipation [18].  

m
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Where di,j is the Euclidian distance between node i and j, which varies from 25 to 
40 meters. α2 is the transmit energy coefficient, β is the amplifier coefficient, bti is 
amount of data to transmit from node i to another node and m is the path loss 
exponent, 2≤ m ≤4. ETi is total transmit energy dissipated. 

Similarly, the receive energy, ERi is calculated as follows: 
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Where bri is the number of bits received by relay node i and α1 is the receive 
energy coefficient.  Hence total energy dissipated by a node i for data to receive and 
then to transmit it further is Ei. Where  Ei = ETi + ERi. 

 

Fig. 3. Comparison of A-Star based, GA based approach and Warshall’s algorithm 

We consider both type of energy in computation of energy consumption. For 
simulation, the values for the constants are taken same as in [18] as (i) α1= α2=50 
nJ/bit, (ii) β=100 pJ/bit/m2 and (iii) the path loss exponent, m=4. The initial energy of 
each node, Einit=5J. 

Fig. 3 shows comparison of GA based approach with A-Star algorithm based 
approach and Warshall’s algorithm. For data gathering without aggregation, GA 
based approach has been suggested in [4]. 
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It can be seen from the Fig. 3 that, using A-Star algorithm, network lifetime is 
extended. In most of the cases it is extended around 15% than that of GA based 
approach and it is extended to more than 40% than that of Warshall’s algorithm. 

6   Conclusion 

This paper focuses on A-Star algorithm based heuristic routing technique to extend 
lifetime of WSN. This approach is more useful for data gathering without 
aggregation. Data gathering without aggregation technique can be useful in 
applications where all nodes send data which are not redundant and are different all 
together such as, sending video images from distant regions of a battlefield, sending 
information while tracking objects etc. Apart from the traditional A-Star algorithm’s 
parameters, we have introduced path cost count which depends on pre-defined level 
of minimum energy, Level1. This helps to protect a sensor node from draining out 
earlier and thus, enhance overall life of the WSN. 
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Abstract. TCP/IP is reliable, connection oriented protocol for data 
transmission. It performs very well in wired network but in case of wireless 
sensor network it is not performing with good throughput. Congestion control is 
a major problem of TCP/IP performance. A sensor is congested if it receives 
more traffic than its maximum forwarding rate. The nature of sensor 
deployment leads to unpredictable patterns of connectivity and varied node 
density. This causes uneven bandwidth provisioning on the forwarding paths. 
The data sources are often clustered at sensitive areas under scrutiny. They may 
take similar paths to the base stations. When data converge toward a base 
station, congestion may occur at sensors that receive more data than they can 
forward. Similarly for multimedia applications UDP is unreliable. So Datagram 
Congestion Control Protocol is suggested for timely, reliable delivery in 
multimedia applications. It is a general purpose transport protocol for 
establishment, maintenance and teardown of an unreliable packet flow, and 
Congestion control of packet. For multimedia applications timely performance 
of TCP/IP is very important. So Extended Datagram Congestion Control 
Protocol is suggested for multiple flows. This protocol will reduce congestion 
in Wireless Sensor Network. 

Keywords: WSN, Congestion control, Datagram, Packets, multimedia traffic, 
ELFN, Payload, CCID2, CCID3, TFRC. 

1   Introduction 

WSN typically consists of a large number of tiny wireless sensor nodes (often referred 
to as nodes or motes) that are densely deployed [1]. Nodes measure some ambient 
conditions in the environment surrounding them. These measurements are, then, 
transformed into signals that can be processed to reveal some characteristics about the 
phenomenon. The data collected is routed to special nodes, called sink nodes (or Base 
Station, BS), typically in a multi-hop basis. Then, the sink node sends data to the user. 
Sensor networks have a wide range of applications in habitat observation, health 
monitoring, object tracking, battlefield sensing, etc. They are different from 
traditional wireless networks in many aspects. 
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Particularly, sensor nodes are limited in computation capability, memory space, 
communication bandwidth, and above all, energy supply. Nowadays, nodes are 
intended to be small and cheap. 

Consequently, their resources are limited (typically, limited battery, reduced 
memory and processing capabilities). Because of the restrained transmission power, 
wireless sensor nodes can only communicate locally, with a certain number of local 
neighbors. So, nodes have to collaborate in order to accomplish their tasks: sensing, 
signal processing, computing, routing, localization, security, etc. Transmission 
Control Protocol (TCP) is a reliable, end-to-end transport protocol, which is widely 
used for data services and is very efficient for wired networks. However, experiments 
and research showed that TCP’s congestion control algorithm performs very poorly 
over Wireless sensor networks with degraded throughputs [5]. Research therefore has 
focused on further improving TCP to address the special characteristics of Wireless 
sensor networks. 

Two or more TCP/IP endpoints (user/server) communicate over WSN through 
gateways and intermediate nodes. The base WSN infrastructure, sensing operations, 
and data relaying are maintained simultaneously with TCP/IP communication. The 
path for TCP/IP communication is referred to as tcp route but WSN data are sent also 
along that route. In case of direct and proxy tcp, every WSN node may be a part or a 
communication endpoint of the tcp route, while in native tcp nodes only relay TCP/IP 
data between the gateways. 

There are several conceptual differences between WSNs and TCP/IP networks in 
communication paradigm, flow control, and predictability. In contrast to data-centric 
WSNs, TCP communication is connection-oriented between specific endpoints. 

The end-to-end connection maintenance and flow control generates considerable 
amount of control traffic between connection endpoints. In WSNs, the communication 
over wireless links is the dominant cause for energy consumption. Therefore, the flow 
control is performed over a single hop in order to avoid costly end-to-end 
retransmissions. 

TCP flow control assumes that all communication errors are caused by congestion 
while the main reasons for errors in WSNs are random bit errors, topology changes, 
and temporarily unavailable nodes. Further, TCP assumes symmetric uplink and 
downlink in a connection, but in WSNs their delay and throughput may differ 
considerably .While direct tcp faces the general TCP/IP drawbacks in wireless 
environments, proxy tcp allows energy efficient WSN operation but leads to buffering 
and flow control adaptation challenges in gateway TCP/IP proxy. The generality of 
native tcp is limited but it is an energy efficient approach for random TCP/IP 
communication with moderate load. 

1.1   TCP/IP Adaptation to WSNs 

In direct tcp, WSN uses legacy TCP/IP for communication. Instead proxy tcp and 
native tcp require the adaptation of TCP flow control, IP addressing, and packet 
fragmentation. In proxy tcp, the TCP/IP proxy in gateway converts these to 
corresponding WSN counterparts. The TCP/IP adaptation layer in gateway handles 
the addressing and fragmentation in native tcp but relays the flow control over WSN. 
The transmission rate in TCP depends on the sizes of the peer receive window and 
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sender congestion window (CWND). The congestion window is resized based on the 
networking conditions. The utilized window control algorithms depend on the TCP 
version. In general, the algorithms use received acknowledgements and timeouts for 
controlling their decisions. 

The window-based congestion control algorithms of TCP may lead to the 
aggressive reduction of the transmission rate due to a single bit error or topology 
change. This is accounted in proxy tcp, which instead of legacy TCP algorithms uses 
WSN specific flow control algorithms. 

2   Comparison of Existing Methods 

Congestion causes many problems. When a packet is dropped, the energy spent by 
upstream sensors on the packet is wasted. The further the packet has traveled, the 
greater the waste. When a sensor X is severely congested, if the upstream neighbors 
attempt to send to X, their efforts (and energy) are deemed to be wasted and, worse 
yet, counter-productive because they compete for channel access with neighboring 
sensors. Finally, and above all, the data loss due to congestion may jeopardize the 
mission of the application. While fusion techniques can be used for data aggregation, 
applications may require some specifics (e.g., exact locations of the reporting sensors) 
to be kept, which place a limit on how much the fusion can do. 

2.1   Explicit Link Failure Notification (ELFN) 

Since all nodes acting as routers have the full TCP/IP protocols stack, they have 
access to the routing protocols of the IP layer. The routing protocol can detect the link 
failure when the next node in the connection goes out of range, and the packet cannot 
be delivered [5]. It sends the route error notification (RRER), which is flooded to all 
of the nodes including the source node. 

This error notification however does not reach the transport protocol, and it is only 
used by routing protocol to update the routing table. The TCP/IP protocols stack can 
be altered to use the RRER packet as the link failure notification. After the 
modifications, when the RRER packet is received, TCP can distinguish this link 
failure from the congestion. It can enter the “standby” mode by freezing the regular 
transmission of the packets until the connection is reestablished and then resume the 
transmission. 

The routing protocol can be modified to carry additional information in RRER 
packets, similar to the “host unreachable” ICMP message such as: sender address and 
port. This can identify at the sender of which connection this message is for. When 
sender receives the RRER packet and it detects that it is the source of the original 
message, it can notify the TCP layer about this link failure. TCP will probe the 
connection in a chosen probe intervals. When the acknowledgement packet is 
received TCP can leave the “standby” mode and restore the communication at the 
state as it was before the link failure. Explicit Link Failure Notification (ELFN) 
implemented using the Dynamic Source Routing (DSR) protocol. They compared the 
expected performance of TCP protocol with the actual results received from the node 
testing. Significant performance problems were caused by “the caching and 
propagation of stale routes” that can cause “the inability of the TCP sender’s routing 
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protocol to quickly recognize and purge stale routes from its cache resulted in 
repeated routing failures”. It was suggested to turn off the replying from cache 
functionality however; in network with multiple data sources it still caused 
degradation of performance. The implementation of the ELFN however clearly 
improved the throughput. They tested the ELFN implementation for different node 
movement speeds and in general it showed performance improvement. 

2.2   TCP-Feedback 

TCP-F (TCP-Feedback) relies on the network layer at intermediate hosts to detect the 
route failures due to the mobility of downstream neighbors along the route. A sender 
can be in an active state or a snooze state. In the active state, transport is controlled by 
the normal TCP. A soon as an intermediate host detects a link failure, it explicitly 
sends a route failure notification (RFN) packet to the sender and records this event. 
After receiving the RFN, the sender goes into the snooze state by stopping sending 
further packets and freezing the values of state variables such as retransmission timer 
and congestion window size[ 4] The sender remains in the snooze state until it is 
notified of the restoration of the route through a route reestablishment notification 
(RRN) packet from an intermediate host. Then it enters the active state again. It is a 
similar feedback scheme in which the TCP sender utilizes the network layer feedback 
(Route Failure Notification or RFN) from intermediate nodes to distinguish route 
failure and network congestion. 

On receiving a Route Reestablishment Notification (RRN), via the routing 
protocol, TCP knows the route is reestablished and leaves the frozen state and 
resumes transmission using the same variable states before the “snooze state”. In 
addition, a route failure timer is used to prevent infinite wait for RRN messages. 
When a route failure timer expires, the TCP normal congestion control is invoked. 
TCP-Feedback performs significantly better than standard TCP when route re 
establishment delay grows. This is mainly due to the reduction of the number of 
unnecessary packet retransmission and timer back offs during the route failure 
interval. However, similar to the first approach, upon route re-establishment the TCP 
state reflects the conditions on the old route and not necessarily on the new route. 

2.3   Fixed Retransmission Timeout Scheme (Fixed RTO) 

The fixed RTO technique does not rely on the feedback from lower layers. In fact, a 
heuristic was employed to distinguish route failures and congestion. When timeouts 
occur consecutively, the sender assumes a route failure happened rather than network 
congestion. The unacknowledged packet is retransmitted again but the RTO is not 
doubled a second time. The RTO remains fixed until the route is reestablished and the 
retransmitted packet is acknowledged [10].This technique complements our out-of- 
order detection and response technique. 

TCP Losses: Every route failure induces upto a TCP-window worth of packet 
loss.While the losses have a direct and absolute impact on the performance 
degradation, the TCP source will also react to the losses by performing congestion 
control.MAC Failure Detection Time: Since the MAC layer (802.11) has to go 
through the cycle of multiple retransmissions before concluding link failure, there is a 
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distinct component associated with the time taken to actually detect link failure from 
when the failure occurs. Importantly, the detection time increases with increasing load 
in the network. A high MAC detection time will result in a higher likelihood of the 
TCP source pumping in more packets (upto a window’s worth) into the broken path, 
and an eventual timeout. 

2.4   Selective ACK 

The Selective ACK scheme is particularly addressed toward lossy environments 
where the receiver buffer can have several holes, enabling the sender to retransmit 
only the holes and thus save on precious bandwidth. However, the current 
specification for TCP-SACK supports the advertisement of only three blocks of non-
contiguous data. While the limit of three is suitable for the wire line Internet 
environment, it would be a severe limitation in an ad-hoc network environment. Since 
typical adhoc networks are expected to consist of a few hundred nodes at a maximum 
and considerable inter-layer interactions exist even in the current set-up of an ad-hoc 
network protocol stack, feedback from the intermediate routers in the network can 
significant help the transport layer’s congestion control scheme. For instance, while it 
can be extremely difficult to distinguish between random wireless losses, congestion 
based losses, and mobility related losses based on purely end to end mechanisms, 
appropriate feedback from the routers can help in distinguishing between the loss 
types and reacting accordingly. 

Prediction Accuracy: While in the first case, the performance will be as bad as a 
scheme without any prediction capabilities, the second case would lead to an 
additional overhead caused by the alternate route computation process. 

There are two possible scenarios in which the proposed scheme can mispredict a 
route failure: (i) When two nodes A and B are relatively stationary, but the distance 
between them is marginally smaller than the transmission range (ii) When the 
received signal strength varies due to causes other than distance, say for example 
channel fading. However, recall that the proposed approach maintains a history of the 
received signal strengths and makes its link-failure prediction based on both the 
configured look-ahead time and the slope of the curve representing the progression of 
received signal strengths on that particular link. This simple mechanism of 
maintaining the history will prevent mispredictions from occurring due to both the 
above causes. 

TCP with above discussed protocols shows quite promising results. However, none 
of these improvements will benefit UDP streams that are often used in streaming 
media content. Throughput is one of the QoS parameters of Transport layer. 
Throughput is number of user data transferred per second, measured over time 
interval. Throughput is measured separately over each direction. The study shows 
significant throughput increase with the use of ELFN. But it uses DSR as routing 
protocol choice and a single TCP flow. When multiple flows exist, this approach 
cannot achieve throughput improvements, and it even degrades the performance as 
the mobility rate increases. The connection establishment delay is another parameter 
for QoS. It is the amount of time elapsing between a transport connection being 
requested and the confirmation being received by the user of the transport service.  
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It includes the processing delay in the remote transport entity. If delay is shorter 
service will be better. 

TCP-Feedback performs significantly better than TCP when route reestablishment 
delay grows. This is mainly due to the reduction of the number of unnecessary packet 
retransmission and timer backoffs during the route failure interval. However, similar to 
the first approach, upon route re-establishment the TCP state reflects the conditions on 
the old route and not necessarily on the new route. Significant improvement of 
throughput was achieved by the use of Fixed RTO. Study of TCP selective and delayed 
acknowledgments options, shows that they could only achieve marginal gains. 

3   Proposed Protocol 

One of the limitations of TCP is that there is no congestion control for the 
acknowledgements sent by the receiver to the sender. Ack congestion control can be 
useful any time there is congestion on the reverse path, but is particularly important 
for bandwidth asymmetric networks or packet radio subnetworks. It is useful for 
deployment as a standard feature in end hosts (PCs, VoIP codecs, and other 
internetenabled multimedia appliances).DCCP supports various QoS. DCCP gives 
minimal overhead. It gives general-purpose transport layer protocol providing only 
two core functions: The establishment, maintenance and teardown of an unreliable 
packet flow, and Congestion control of that packet flow. Again to add some more 
functions to transport layer Extended DCCP is suggested. In extended Protocol 
following functions are added to DCCP: Buffering of received packets at the 
receivers, retransmission of lost or corrupted packets by the senders, detection and 
deletion of duplicated packets at the receivers, and in-order delivery of received 
packets to the application program at the receivers. 

These additional facilities will improve performance of DCCP for congestion 
control. DCCP, the Datagram Congestion Control Protocol [7], is a new transport 
protocol in the TCP/UDP family that provides a congestion-controlled flow of 
unreliable datagrams. Delay-sensitive applications, such as streaming media and 
telephony, prefer timeliness to reliability. These applications have historically used 
UDP and implemented their own congestion control mechanisms a difficult task or no 
congestion control at all. DCCP will make it easy to deploy these applications without 
risking congestion collapse. It aims to add to a UDP-like foundation the minimum 
mechanisms necessary to support congestion control, such as possibly-reliable 
transmission of acknowledgement information. This minimal design should make 
DCCP suitable as a building block for more advanced application semantics, such as 
selective reliability. 

Application requirements 

Any protocol designed to serve a specific group of applications should consider what 
those applications are likely to need (although this needs to be balanced carefully 
against a desire to be future-proof and general). 
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For the group of applications the most concerned requirements include:  

� Choice of congestion control mechanism 
While our applications are usually able to adjust their transmission rate based on 
congestion feedback, they do have constraints on how this adaptation can be 
performed to minimize the effect on quality. Thus, they tend to need some control 
over the short-term dynamics of the congestion control algorithm, while being fair to 
other traffic on medium timescales. This control includes influence over which 
congestion control algorithm is used for example, TFRC rather than strict TCP-like 
congestion control.  

� Low per-packet overhead 
Internet telephony and games in particular will tend to send small packets frequently, 
to achieve low delay and quick response time. Protocol overhead should not expand 
thepackets unduly. 

� ECN support 
Explicit Congestion Notification lets congested routers mark packets instead of 
dropping, them. ECN capability must be turned on only owns that react to congestion, 
but it is particularly desirable for applications with tight timing constraints, as there is 
often insufficient time to retransmit a dropped packet before its data is needed at the 
receiver. 

� Middlebox traversal. 
UDP's lack of explicit connection setup and teardown presents unpleasant difficulties 
to network address translators and rewalls, with the result that some middle boxes 
don't let UDP through at all. Any new protocol should improve on UDP's friendliness 
to middle boxes.  

To support the applications we currently envisage, there are many other features 
that might be desirable, such as packet-level FEC, selective reliability or limited 
retransmission, and support for multiple data streams in a flow. However all of these 
features can be supported just as efficiently over the top of a more simple protocol. 

 
CCID 2: TCP-like Congestion Control 
TCP's stringent flow-control mechanism is not needed with DCCP. If packet n has 
been received but not yet read by the application, and packet n + m then arrives, 
DCCP can choose to drop packet n from its receive buffer and use the buffer space to 
store the more recent packet. DCCP's TCP-like congestion control still uses the 
sender's congestion window to limit the number of unacknowledged packets 
outstanding in the network, but it cannot use a cumulative acknowledgement to 
control this. Thus some other mechanism is needed to ensure that if packets are lost, 
the sender halves its sending rate appropriately. One of the limitations of TCP is that 
there is no congestion control for the acknowledgements sent by the receiver to the 
sender. Ack congestion control can be useful any time there is congestion on the 
reverse path, but is particularly important for bandwidth asymmetric networks or 
packet radio subnetworks . DCCP, unlike TCP, can detect reverse-path congestion 
using per-packet sequence numbers, and respond to it as appropriate.  
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Fig. 1. The architecture of DCCP(8) 

In CCID 2, the DCCP sender responds by modifying the ack Ratio, which controls 
the rate of the acknowledgement stream from the receiver 

CCID 3: TFRC Congestion Control 
A CCID 3 sender uses a sending rate, and the receiver sends feedback to the sender 

roughly once per round-trip time reporting the loss event rate calculated by the receiver. 
The sender uses the reported loss event rate to determine its sending rate. If the sender 
receives no feedback from the receiver for several round-trip times, then the sender 
halves its sending rate. a sending application might want to know exactly which packets 
were received by the receiver for its own reasons. In these cases, a CCID 3 
halfconnection can additionally include ack Vectors and acks-of-acks, as in CCID 2. 

This DCCP is added with new features with RTT. This protocol is called as 
Extended DCCP. In extended protocol, the sender has four states Normal State 
Congestion State, failure State (route change or link failure) , Error State 
(transmission  error). Rate based congestion control is used to avoid the frequent slow 
starts.   The most important task is to design the rate equation for each state, which is 
the key for throughput. To determine the available end- to-end bandwidth, we adopted 
the delay based rate estimation mechanism in FAST TCP. The sender maintains two 
RTT values, one is base RTT (baseRTT), which is the minimum recorded RTT, and 
the other is exponentially averaged RTT (avgRTT). Each time the sender goes into 
the failure state, the baseRTT will be reset by the round trip time of a probe packet 
and its corresponding acknowledgment, after being temporarily saved as old  
baseRTT. The sending rate after the route establishment is proportional to 
baseRTT/Old baseRTT.  

In the Normal State, the sender adjusts the rate   proportional to baseRTT/avgRTT. 
In the Congestion State, when ECN mark without packet loss happened, the rate 
adjustment is the same as in Normal State. But when packet loss happened, the 
sending rate will halve. This idea is based on FAST TCP for High-Speed Long- 
Distance Networks, which showed proportional fairness under no congestion or mild 
congested situations when packet loss occurs infrequently.  In the Error State, the rate 
is set to β*rate, calculated using the above scheme, where β ranges from 0.5 to 1, 
according to the error rate.  In the Failure State, probe packets are scheme, where β 
ranges from 0.5 to 1, according to the error rate.  In the Failure State, probe packets 
are send out to monitor the network situation. The rate of sending probe packets can 
be set to one packet per  RTO like in Fixed RTO, but it should be studied  further by 
experiments.  In the implementation, ACKs are sent back to the sender whenever the 
receiver receives a packet.  
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ACKs have the ACK Vector option as specified in the DCCP specification. ACK 
vectors contain packet reception information (whether they are received, not received 
or ECN marked). Also, the ACK Vector can be used to return information about 
several packets to make sure the sender receives information though some ACKs may 
be lost.    

4   Conclusion 

Congestion control is the major issue of TCP/IP reliable transmission. Specially when 
we are talking about quality of service in multimedia network as there is heavy traffic 
due to large amount of data transmission congestion is more. Also many multimedia 
applications are real time applications. Timely packet delivery is most important, 
which can be affected by congestion. So the suggested protocol avoids congestion as 
well as guarantees timely delivery of data for multimedia applications. DCCP, unlike 
TCP, can detect reverse-path congestion using per-packet sequence numbers, and 
respond to it as appropriate. The DCCP sender responds by modifying the ack Ratio, 
which controls the rate of the acknowledgement stream from the receiver. The 
algorithm used to set the ack Ratio gives an ack sending rate that is very roughly 
TCP-friendly. 

DCCP is simple minimal congestion control protocol upon which other higher-
level protocols could be built. DCCP will make it easy to deploy multimedia 
applications without risking congestion collapse. 

5   Future Work 

To study and improve throughput when mixed Extended DCCP and TCP flows co-
exist. The core congestion control protocol can be further optimized by tuning the rate 
control formula and retransmission timer to optimize the packet sending rate and 
adding new features to the implementation in the simulation such as support of ECN, 
to provide additional information for the sender to identify network condition and to 
adjust the sending rate accordingly. Finally, we will implement the proposed 
congestion control protocol in wireless sensor network test bed to verify the 
simulation results. 
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Abstract. This paper presents the results of measurements taken at 2.3 GHz 
using WiMAX transmissions in  urban, coastal region  environments of western 
India. Coverage predictions using various models and their comparison with 
observed data have been carried out. Measured path loss is compared with the 
theoretical path loss values estimated by COST-231 Hata model, the SUI 
model, the ECC model, ITU-R(NLOS) model. This investigation is essential to 
provide last mile Broadband wireless access, before deploying WiMAX. Path 
loss exponents, mean errors and standard deviations of all the prediction 
methods have been deduced and suitable models have been identified. The cdf 
values of prediction errors have also been compared. Different statistical 
parameters are deduced and the best fit distribution for the cdf curves is found. 

Keywords: Path loss, path loss exponent, propagation model, WiMAX. 

1   Introduction 

In India, incumbent WiMAX operator utilizes the bands of 2.3-3.5 GHz to provide 
broadband services. Fixed WiMAX services are beneficial to the development of 
broadband used by consumers and small businesses while mobile WiMAX may be 
used for mobile services being provisioned by existing fixed line carriers that do not 
own a 3G spectrum to provide Voice-over-IP (VoIP) or mobile entertainment services 
[1]. Signal Propagation models are used extensively in network planning, particularly 
for conducting feasibility studies and performing initial system deployment. Also to 
increase the robustness of the transmitted information, it is needed to estimate the 
path loss introduced by a terrain over which the signal will propagate to sufficiently 
compensate for the power lost during signal propagation. The first major study 
reporting the comparison of different models with measurements taken at Cambridge, 
was reported by Abhayawardhana etal. [2] at 3.5 GHz. Similar studies were also 
conducted by Rial etal. [3] and Belloul etal. [4]. Various countries have conducted 
radio channel measurements in the 2.3/3.5 GHz band in rural and urban areas [5], [6], 
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[7], [8]. A preliminary study involving seven base stations has been reported in [9]. 
Also comparison of prediction methods with VHF/UHF measurements is performed 
[10]. Terrestrial communication experiments were performed over various regions of 
India subcontinent [11]. Path loss measurements in sea port for WiMAX is done for 
deploying wireless broadband communication in sea ports [12]. Experiments were 
conducted in an urban zone with one side coastal region of Mumbai in western India. 
The signal levels have been converted into path loss values using antenna gain, feeder 
loss etc., and these have been compared with models like COST-231Hata [13], ECC 
[14], SUI [15] and ITU-R (NLOS) [16]. All these models estimate the mean path loss 
based on parameters such as antenna heights of the transmitter and receiver, distance 
between them, etc. Path loss exponents [17] from the observed data have been 
deduced. The suitable models have been identified after comparing their prediction 
errors and standard deviations.  

In Section 2, data collection and field set up have been provided. In Section 3, we 
analyzed the measured path loss data and compared with the existing path loss 
models. The conclusion is presented in Section 4.  

2   Data Collection and Field Set Up 

2.1   Experimental Set Up 

The names of five base stations and the height of transmitting antenna are shown in 
Table 1. The base stations are Electric Mansion (ETM), Ganga Sagar (CHS-GSC), 
Geetanzali (GTL), Mistry Chamber (MCB), and Mayfair (MYFY). All sites transmit 43 
dBm powers with transmitting antenna gain 8dBi. The transmitter antenna used  
in the present study was Omni directional antenna, TW2.3/OMNI/8dBi 
(www.twinantennas.com). The transmitter used for experiment is Tortoise dual band 
transmitter from Berkeley Varitronics Systems (www.bvsystems.com ). The receiver 
used for present experiment was Coyote dual band receiver. The averaging of 512 
samples per second in temporal and spatial zone is done. Omni directional receiver 
antenna with 2 dBi gain was used for present study. All measurements were taken 
within a 100m to 3.0 km distance range from the BTS. The calculated average received 
power was used to estimate the path loss corresponding to each measurement. 

Table 1. Experimental Details of Base Stations 

S. No.  
Site  Name 
 

Height of 
transmitting 
antenna 

Other details 
 

1. Electric Mansion (ETM) 
 

35 Height of receiving antenna 1.5m 

2. Gangasagar  (CHSGSC) 
 

31 Average Height of building 25m 

3. Geetanzali (GTL) 34 Average street width 15m 

4. Mistry Chambers (MCB) 
 

31 Average separation 
between buildings 

30m 

5. Mayfair (MYFY) 
 

31 Street orientation angle 90 
degrees 
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2.2   Measurement Locations and Routes 

All five sites, ETM, CHS-GSC, GTL, MCB and MYFY are situated in urban coastal 
region of Mumbai, India shown in Fig. 1. The clutter environment of these sites is 
shown in different colors as indicated in legend part of Fig. 1.  CHS-GSC lies in 
urban region and surrounded by high density vegetation on west side while on east 
and southern side, it has coastal region which starts at 0.2 Km. GTL and ETM shows 
presence of urban region and coastal area. MYFY is surrounded by urban 
environment on north-east side and rest of it is surrounded by water. Eastern side of 
MCB is coastal zone while urban area is present on western side. MCB and MYFY 
lies at sea port. 

 

Fig. 1. Clutter Environment for Experimental Sites (ETM, CHS-GSC, GTL, MCB, MYFY) 

3   Analysis of Measured Data 

3.1   Path Loss Analysis 

Figures 2-6 show the comparison of observed path loss values with those predicted by 
COST-231Hata, ECC, SUI (terrain B), and ITU-R (NLOS) methods. The figures 2-6 
also show the least square regression line plotted on the observed data. In these 
figures close to transmitter observed path losses varied from 100-120 dB and at 
distances beyond 500 m, path loss was confined in the range of 110-160 dB. In the 
case of all the base stations ECC and COST231Hata methods gave good agreement 
and followed the regression line very closely. In fact COST231Hata method gave 
better agreement than ECC. SUI and ITU-R (NLOS) methods over estimated the loss. 
In Table II the corresponding error statistics in terms of mean prediction error, µ, and 
the standard deviation of the prediction errors, σ, are given for each model plotted for 
different base stations. Least square (LS) Regression Analysis was taken as basis for 
comparison of the models and path loss at distance d is given by 
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Fig. 2. Comparison of observed path losses with those predicted from different models for   
MCB 

 

Fig. 3. Comparison of observed path losses with those predicted from different models for 
ETM 

 

Fig. 4. Comparison of observed path losses with those predicted from different models for 
CHS-GSC 
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Fig. 5. Comparison of observed path losses with those predicted from different models for GTL 

 

Fig. 6. Comparison of observed path losses with those predicted from different models for 
MYFY 
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where n denotes the path loss exponent, d is the distance between the transmitter  and 
receiver station, do is the reference distance point at  100m, PL(do) is the path loss at 
range do . Path loss exponents from the observed data have been deduced based on 
the above equation (1). An examination of the Table 2 shows that path loss exponents 
deduced from COST231 Hata, ECC methods agree very well with that of observed  
values (LS). Exponents from SUI method are around 4 for all base stations and 
around 3.8 for ITU-R (NLOS). For Mayfair base station, path loss exponent is not 
evaluated since experiments were conducted from 8.5 km to 15 km. Standard 
deviations of LS varied from 6.7 to 12.5 which matched well with COST231 Hata 
method while for dense urban [9], standard deviation of LS varied from 5.9 to 8.6 
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which is followed by COST231Hata and ECC. Abhayawardana etal. [2] observed that 
SUI model showed large mean path loss prediction errors and COST231 Hata model 
showed the closest agreement with the measurement results. In present work, 
compared to the experimental data, while the ECC model overestimates the path loss 
(Fig. 3, 4), the COST231Hata model showed the best   performance (Fig.  3). For 
distances up to 600m close to base station, COST231Hata shows better result (Fig. 
3,4) while ECC shows better agreement with measured data for distances beyond 1.5 
km (Fig. 2). Mardeni [18] based on 2.3GHz measurements in the suburban and open 
urban urban environments in the Malaysia optimized COST231Hata model. They 
observed that out of SUI, COST231Hata, Egli, COST231Hata showed closest 
agreement with observations in terms of path loss exponent prediction and standard 
deviation error analysis. 

Table 2. Error Predictions Compared With LS regression Analysis For Urban Coastal 
Environment  

Sites LS COST231HATA ECC SUI ITU-R(NLOS)
n σ n μ σ n μ σ n μ σ n μ σ

ETM 3.4 6.7 3.5 -0.2 6.7 3.2 -12.9 6.8 4.3 -23.3 7.1 3.8 -28.4 6.8
CHS-GSC 3.0 5.9 3.5 4.9 5.9 3.3 -6.7 5.9 4.4 -20.1 6.2 3.8 -26.6 6.0

GTL 3.8 6.7 3.5 14.9 6.8 3.2 1.9 7.9 4.2 -8.1 6.8 3.8 -12.3 6.7
MCB 3.8 7.3 3.5 10.7 7.3 3.3 -2.2 7.6 4.3 -13.2 7.3 3.8 -18.6 7.1

MYFY -9.7 12.5 3.5 24.4 14.6 3.9 -35.4 14. 4.4 -57.1 14.8 3.8 -58.6 14.6  

3.2   Some More Statistical Analysis 

In figures 7 and 8 the comparison of standard deviation for   COST231Hata and ECC 
model for all five base stations is represented by histogram and the cdf (cumulative 
distribution function, i.e., Prob [signal level < abscissa] of the prediction error of path 
loss of different models for MCB site is shown in Figure 9. Due to paucity of space, 
figures for other base stations were not included.  For MCB base station, the 
prediction error values of COST231 Hata and ECC model (median value of 12.0dB 
and 8.0dB) are closer to LS regression (median value of 8.0) than SUI and ITU-R 
NLOS (median value of 16.0 and 20.0dB). Comparative analysis is shown for all five 
base stations in Table 3. For CHS-GSC base station, the prediction error values of 
COST231 Hata and ECC model (median value of 8.0dB each ) are closer to LS 
regression (median value of 8.0) than SUI and ITU-R NLOS (median value of 24.0 
and 28.0dB). For CHS-GSC, the cdf curve for LS regression (n=3 p=0.32557), 
COST231Hata (n=7 p=0.47752) and ECC (n=5 p=0.44375) follow negative Binomial 
distribution while SUI (λ=23.064) and ITU-R (NLOS) (λ=28.645) follow Poisson 
distribution. However for GTL, MCB, MYFY & ETM all the path loss models, 
COST231Hata, ECC, SUI, ITU-R (NLOS) along with LS regression lie on negative 
binomial distribution. In the previous study reported in [9], it has been found that  
cdf curve for LS regression and COST231Hata follow Poisson distribution while  
cdf curves of ECC, SUI and ITU-R (NLOS) lie on negative binomial distribution.  
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Fig. 7. Standard Deviation Of Prediction Error Of Path Loss Of COST231Hata Model 

 

Fig. 8. Standard Deviation Of Prediction Error Of Path Loss Of ECC Model 

 

Fig. 9. CDF of Prediction Error Of Path Loss of MCB base station  
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Table 3. Statistical Values Compared With LS Regression Analysis for Urban Coastal 
Environment  

S.No. Sites Models/
Statistics Mean Varianc

e
Coeff. of
Variation

Std.
Error Skewness Excess

Kurtosis Median

1
Electric 
Mansion 
(ETM)

LS Regression 7.4 23.4 0.5 1.4 1.4 2.9 8.0
COST231 Hata 18.0 96.0 0.5 3.4 0.0 -1.2 18.0

ECC 15.1 44.8 0.4 1.9 0.6 1.1 16.0
SUI (Terrain B) 25.3 50.4 0.2 1.9 0.1 -0.1 24.0
ITU-R (NLOS) 30.3 46.4 0.2 1.8 0.2 0.3 32.0

2 Gangasagar 
(CHS-GSC)

LS Regression 8.0 24.5 0.6 1.3 1.4 2.8 8.0
COST231 Hata 8.5 17.8 0.5 1.6 0.9 1.2 8.0

ECC 9.6 26.2 0.5 1.6 1.1 1.5 8.0
SUI (Terrain B) 23.0 39.9 0.2 1.8 0.2 0.7 24.0
ITU-R (NLOS) 28.6 36.6 0.2 1.6 0.2 0.9 28.0

3 Geetanzali
(GTL)

LS Regression 10.1 28.4 0.5 1.8 0.4 -0.8 8.0
COST231 Hata 16.9 46.4 0.4 2.2 -0.3 -0.9 16.0

ECC 9.0 18.5 0.4 1.6 0.4 -0.7 8.0
SUI (Terrain B) 11.5 40.3 0.5 2.2 0.5 -0.8 12.0
ITU-R (NLOS) 10.1 28.4 0.5 1.8 0.4 -0.8 12.0

4
Mistry 

Chambers 
(MCB)

LS Regression 10.8 71.4 0.7 2.2 1.9 4.6 8.0
COST231 Hata 13.2 37.8 0.4 1.5 0.3 0.6 12.0

ECC 8.3 22.3 0.5 1.5 1.1 1.3 8.0
SUI (Terrain B) 16.2 52.8 0.4 2.0 0.6 0.4 16.0
ITU-R (NLOS) 20.5 53.4 0.3 2.0 0.5 0.1 20.0

5 Mayfair 
(MYFY)

LS Regression 57.7 220.7 0.2 3.4 0.4 -0.4 56.0
COST231 Hata 25.2 209.0 0.5 3.4 0.5 -0.3 24.0

ECC 36.2 209.1 0.4 3.4 0.5 0.3 36.0

SUI (Terrain B) 59.3 210.8 0.2 3.4 0.5 -0.3 60.0

ITU-R (NLOS) 19.3 55.8 0.6 2.2 1.4 1.3 12.0
 

4   Conclusion 

An experimental campaign was conducted in the urban, coastal region of Mumbai 
using WiMAX OFDM transmissions at 2.3 GHz for five base stations. The observed 
signal levels have been converted into path loss values and plotted as a function of 
distance. These were compared with various prediction methods like COST231Hata, 
ECC, SUI (Terrain B), ITU-R (NLOS) along with that of least square regression 
method.  Path loss exponents, mean errors and standard deviations of all the methods 
have been deduced and compared with observed values. The cdf values of prediction 
errors have been compared. Different statistical parameters are deduced and the best 
fit distribution for the cdf curves are found. From the following analysis, it has been 
observed that the prediction error of SUI, ITU-R NLOS and ECC model is 
considerably higher than COST231Hata.  Negative Binomial distribution is the one 
that best represent the statistics of prediction error for LS regression analysis and all 
the models namely COST231Hata, ECC, SUI, ITU-R (NLOS). COST231Hata and 
ECC method gave good agreement with measured data than other methods. 
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Abstract. With the development of wireless communication technologies, IEEE 
802.11 standard (Wi-Fi) has undergone a rapid growth, thanks to low cost and 
high-speed connectivity. Hence effective mechanisms need to be developed to 
exploit the diversity across a multiple access points and to provide a uniform load 
distribution in order to improve the QoS of users and to improve the overall 
composite capacity. In this paper, we propose a handoff scheme considering the 
current active application in use rather than a single fixed threshold value and 
dynamically changing the threshold value depending upon the currently active 
applications. In addition to it, we also propose a pro-active Load Balancing 
scheme which completely avoids unnecessary overloading of access points by 
considering the load at the target access point before associating with it.  

Keywords: IEEE 802.11, Handoff, Fixed threshold, QoS, Load Balancing, 
Active applications. 

1   Introduction 

The IEEE 802.11, Wireless Local Area Network (WLAN), have the advantage of 
supporting its mobile users with high data rates at much lower costs when compared 
with rest of technologies in its class. Main challenge in provisioning of QoS for 
WLAN is to provide the support for real-time VoIP with seamless handover since 
packet delays and excessive packet losses may be incurred due to dynamic network 
conditions. Usually there is always a trade-off between maximizing the overall system 
utilization and providing a good QoS to demanding applications. And whenever the 
target APs are selected by stations without considering the load capacities, the 
composite network capacities will not be able to scale with the increasing number of 
APs. This problem is further aggravated by the load distribution in a non-uniform 
fashion across APs which is the usual scenario in public hot spots which may lead to 
irregular congestions in AP with the strongest signal strength. 



 Cognitive Handoff Avoidance and QoS Improvement in WLAN 263 

Conventionally the handoff process starts whenever the Mobile Host (MH) moves 
out of the range of currently associated Access Point (AP) i.e., the RSS received by 
the MH from the current AP is less than a predefined fixed threshold value. There is 
also another variation in the mechanisms termed as First Satisfaction First 
Reservation Handoff (FSFR-HO) Mechanism where the MH selects the AP as soon as 
it receives the required RSS value from it instead of selecting the AP with maximum 
RSS value and this scheme essentially removes the scanning for all probable channels 
and comparing them. 

Traditionally all the load balancing algorithms basically deal with utilization of 
additional system state information which allows them to make use of short-term 
fluctuations and quality during their decision-making. The load balancing algorithms 
must have the capability to dynamically change their parameters with respect to 
current system states. In general the algorithms deal with the mechanisms to transfer 
stations from heavily to lightly loaded networks. The decisions are generally taken 
considering the load metrics.  

Now all the above mechanisms make use of single fixed threshold value without 
considering the current active application in use. And the load balancing algorithms 
previously proposed by various authors are generally reactive in nature and hence 
implemented only after the AP gets overloaded. In this paper, we propose a handoff 
scheme considering the current active applications in use rather than a single fixed 
threshold value and dynamically changing the threshold value depending upon the 
currently active applications. In addition to it, we also propose a pro-active Load 
Balancing scheme which completely avoids unnecessary overloading of access points 
by considering the load at the target access point before associating with it. 

The remainder of the paper is organized as follows. Section 2 describes our 
proposed mechanism. Section 3 illustrates the comparative performance evaluation. 
Section 4 discusses the related work and Section 5 represents the conclusion.  

2   Proposed Mechanism 

We propose two influencing factors: 1) Application Specific Threshold (AST) and 2) 
Load Balancing at each Access point (AP). 

2.1   Application Specific Threshold 

Usually when the Mobile Host (MH) moves away from the currently associated AP, 
RSS value from that AP gets reduced below the fixed threshold value and then handoff 
occurs to another AP by means of active scanning process. Threshold value for handoff 
process is fixed irrespective of the currently active applications in MH. For e.g. the 
currently active application in MH requires only less amount of RSS value, say -85 dB 
and if the threshold value is fixed to -60 dB, then the unnecessary handoff would occur 
even though the MH is receiving required RSS when it moves away from the currently 
associated AP. Hence, according to our proposed mechanism each MH should maintain 
AST i.e. the threshold value with respect to the current active application in use rather 
than a single fixed threshold value. If the number of applications that are currently in 
use is more than one then the maximum AST should be selected among AST 
corresponding to the respective applications. For e.g. if there are three active 
applications in MH, say AST of Application I is -60 dB, AST of Application II is -90 
dB and AST of Application III is -50 dB then AST corresponding to Application III is 
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selected since it is maximum among the three applications. The AST selection is done in 
the application layer of MH and this selection process should be dynamic in such a way 
that maximum AST should be selected if there are changes in the number of 
applications that are currently in use. There should be cross layer communication 
between Application Layer and MAC layer to deliver the information about AST. The 
main advantage of AST is when the MH is at the edge of an AP’s network coverage 
area, then RSS from the current AP will be low and if this RSS is greater than required 
AST then unnecessary handoff can be avoided.   

2.2   Load Balancing  

Various load metrics can be considered for Load Balancing such as the number of 
MHs that can be connected to an AP, the bandwidth received by the user from an AP. 
In our proposed mechanism, we are considering the load metric as number of MHs 
connected to AP. Load Capacity Threshold (LCT) indicates the maximum number of 
MHs that can be connected with an AP and Load Capacity of AP (LCAP) indicates 
the number of MHs that are currently associated with an AP i.e. the number of active 
connections. Initially, all APs should broadcast its LCAP to its neighboring AP. 
Hence each AP knows Load Capacity of its neighboring APs.  Each AP has to 
maintain a list which consists of Load Capacity of neighboring APs and the values of 
LCAP maintained in this list should be sorted in ascending order. Hence, the first 
LCAP value in the list indicates that AP is under loaded and the last LCAP value in 
the list indicates that AP is overloaded. If two LCAP values are same then the values 
are stored as per FCFS procedure. The list maintained by each AP should be dynamic 
i.e. if there are any changes in the number of MHs that are associated with an AP then 
the corresponding AP should broadcast its LCAP to its neighboring APs. Hence, each 
AP maintains an updated list of LCAPs.  

 

 

 

Fig. 1. List maintained by each AP 

2.3   Overall Process 

 

 

                                                                           
                                            

 

 
Fig. 2. MH is associated with AP1 

Consider MH is currently associated with AP1 and it moves far away from AP1.  
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Fig. 3. RSS<AST, MH accesses the list maintained by AP1 

Consider the situation that RSS received from AP1 goes below the required AST 
value. At this time, Handoff will be initiated. Now the MH accesses the list 
maintained by AP to which it is currently associated as shown in Fig.3. 

                   
 

Fig. 4. MH chooses AP with acceptable RSS value > AST value based on FSFR-HO  
Mechanism 

    
Since the list is maintained in the increasing order of Load Capacity of neighboring 

APs, MH accesses the list and compares the RSS value received from each AP in the 
list with its AST. This process is continued as per FSFR-HO mechanism until an AP 
with an acceptable RSS value is reached. MH selects AP3 by acccessing the list since 
RSS received from AP3 is greater than AST and also AP3 is not overloaded. MH 
chooses AP3 by accessing the list that is maintained by AP1. MH checks the RSS 
value received from AP3 with AST. If RSS value is acceptable then it gets associated 
with AP3. 
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Fig. 5. List Maintenance Procedure at each AP 

Fig. 5 shows the List Maintenance Procedure at each AP. This is the initial 
procedure that should be implemented by each AP and the list should be broadcasted 
to its neighbor APs. If there are any changes in LCAP value of an AP then that AP 
should broadcast its LCAP value to its neighboring APs. Therefore the updated list 
should be maintained by each AP dynamically.  

The following Fig. 6 shows the steps in Cognitive Handoff Procedure. Normal 
Operation in the following figure indicates the normal data transfer operation between 
MH and AP without any handoff procedure. If RSS from the associated AP falls 
below AST of MH then the Cognitive Handoff Procedure begins as given in the  
Fig. 7. After selecting the best target AP according to Cognitive Handoff Procedure, 
MH will be associated with the selected AP.       
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Fig. 6. Cognitive Handoff Procedure 

Hence, our proposed mechanism provides three main benefits, viz. (i) avoiding 
unnecessary handoffs, since the Application Specific Threshold is considered          
(ii) improving QoS of all MHs connected to each AP since AP with minimum load 
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capacity is considered first (iii) MH will be connected to the best target AP during 
handoff (AP with minimum load and providing satisfiable RSS). 

3   Performance Evaluation 

In this section, we show performance evaluation of the proposed Cognitive Handoff 
Mechanism (CHM) mechanism compared to the Traditional Handoff Mechanism 
(THM). Fig. 7 and 8 present the average total handoff delay time and the Average 
Throughput achieved by CHM and THM respectively.  

 

                
 

Fig. 7. Average Handoff Delay Vs Time 

For our simulations we set the fixed threshold value as -15dB and made use of 3 
different applications APP1, APP2 and APP3 with 3 different threshold values of -5 dB, 
-8 dB, and -13 dB respectively. The Load Capacity Threshold (LCT) for each AP as 
fixed as 5 and as a whole, 5 APs was used for our simulation purposes. Across our 
simulations we increased the number of MHs from 3 to upper bound of 20 MHs to 
stress on the improvement in system performance for large loads. 

In THM mechanism, since the handoff occurs depending upon fixed threshold 
value (-15dB) irrespective of the active application in use, in the extreme situations 
(i.e. when the MH reaches the edge of the current AP range) handoff would have 
occurred even though the current active application in MH is able to receive 
satisfiable RSS.  Hence the overall delay time increases due to handoff initiation and 
scanning for all probable channels. Under similar conditions, the performance of 
CHM improves greatly since the RSS that the MH receives from the current AP 
satisfies with AST which, in most situations, is less than the predefined value. Hence 
with the implementation of CHM mechanism, handoffs could be cognitively avoided 
which greatly aids in decreasing the overall delay while improving the network 
throughput and performance. 
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Fig. 8. Throughput Vs Time 

 

     

Fig. 9. Packet loss Vs Number of wireless stations 

In case of Load balancing too, our proposed pro-active cognitive Load Balancing 
mechanism (CHM) outperforms the traditionally mechanism (THM) since the load at 
the target access point is considered before associating with it. The simulation results 
clearly show that, in case of large loads the performance and overall throughput of 
THM degrades compared to our proposed scenario. And there is also a significant 
decrease in the amount of packet losses in the network in our proposed scenario. 
Additionally in case of traditional mechanisms, there is a possibility of already 
overloaded AP to be associated with further more MHs (more than its LCT) and 
which may lead to decrease in QoS of not only the new MH but also for the already 
associated MHs. Whereas in our proposed mechanism, this possibility is essentially 
eliminated as the MH has the advantage of selecting the AP in its vicinity with 
minimum load and receive an acceptable RSS value (RSS>AST). 
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4   Related Work 

Several studies proposed different load balancing schemes with different load 
balancing metrics. Li-Hsing Yen et al. [6] proposed that balancing AP traffic loads 
effectively can increase overall system performance. The metrics that had been taken 
into account for load balancing in several schemes are the number of users associated 
with an AP, the bandwidth that a new user can get from an AP if that user is 
connected with that AP. In [1], Yigal Bejerano et al. proposed Cell Breathing 
Technique for Load Balancing in wireless LAN by controlling the size of WLAN 
cells. For changing the size of cells, the ability to dynamically change the 
transmission power of AP beacon messages is required. In this approach, when the 
AP becomes overloaded then handoff occurs by reducing the cell size. Hence it leads 
to more handoff occurrence for the mobile nodes.  

Ahmed H. Zahran et al. [10] proposed the effect of Application Signal Strength 
Threshold values depending on the packet delay, bandwidth and number of handoffs. 
If the Application Signal Strength Threshold value is reduced, the mobile node can be 
connected with the associated AP for longer duration. In [4], Yang Song et al. 
proposed that threshold based rate adaptation algorithms play a vital role in IEEE 
802.11 services. The System performance can be increased if the threshold is tuned 
optimally. Eng Hwee Ong et al. [11] proposed the integrated load balancing scheme 
which includes the QoS based Handover and soft admission control to provide 
seamless connectivity. But this approach requires the additional Access point 
controller which gathers the information from each access points and also leads to 
single point of failure. Yazan M. Allawi et al. [12] proposed First Satisfaction First 
Reservation Handoff (FSFR-HO) Mechanism i.e. while discovering the next access 
point during handoff, the access point which has satisfactory Received signal strength 
value is selected rather than scanning all the access points and choosing the best one. 
Eng Hwee Ong et al. [2] provided a comparison between three dynamic load 
distribution algorithms, viz. predictive load balancing (PLB), predictive QoS 
balancing (PQB) and reactive QoS balancing (RQB) based on opnet simulations QoS 
metrics considered were packet delay and packet loss rate. It was shown that RQB 
achieves higher QoS fairness compared to PQB at admission thresholds of 80% to 
90%. Our proposal differs from the above mentioned works in the following ways (i) 
Handoff could be avoided by making use of Application Specific  Threshold value, 
(ii) Improving QoS for each MH by using distributed Load Balancing scheme at each 
access point based on the load capacity and the application specific threshold value. 

5   Conclusion 

In this paper, we propose a handoff scheme considering the current active application 
in use rather than a single fixed threshold value and dynamically changing the 
threshold value depending upon the currently active applications which greatly helps 
incase of delay sensitive applications since handoffs can be cognitively avoided in 
extreme situations thereby avoiding the unnecessary scanning of channels and delays 
associated with it. In addition to it, we also propose a pro-active Load Balancing 
scheme which completely avoids unnecessary overloading of access points by 
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considering the load at the target access point before associating with it. Hence, our 
proposed mechanism provides three main benefits, viz. (i) avoiding unnecessary 
handoffs (since the Application Specific Threshold is considered) (ii) improving QoS 
of all MHs connected to each AP (since AP with minimum load capacity is conidered 
first) (iii) MH will be connected to the best target AP during handoff (AP with 
minimum load and providing satisfiable RSS).  
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Abstract. Recent advances in wireless communication have led to rapid 
development of wireless sensor networks. The power management and power 
efficiency of the network are the biggest challenges that are to be addressed in this 
field. One of the most important areas to be concentrated in this field is, the way the 
sensors communicate with each other such that the energy consumption is reduced. 
The energy consumption can be reduced by restricting the computation and 
communication by all the nodes in the network. Clustering of the nodes is one such 
method used for selection of only specific nodes for communication in the network. 
In this paper we propose a new clustering protocol which improves the lifetime of 
the sensor network as compared to the conventional communication protocol used 
for transmitting directly to the base station. We employ triangulation to cluster the 
sensor nodes and elect a head node to communicate with base station. The 
simulation results of our protocol and the conventional protocol shows that our 
protocol is energy efficient and gives a longer lifetime to the network. Also we give 
an application of the protocol in the reprogramming of network. 

Keywords: Triangulation, Clustering, Reprogramming. 

1   Introduction 

Wireless sensor network (WSN) has become a very popular area of research and 
development in recent times. The main cause behind the popularity of WSN is the 
large number of applications in various fields it can be applied. Sensor networks are 
used in several places where there is a need to monitor the environment like in 
military, nature monitoring, traffic monitoring on highways/roads, disaster 
management  to name a few. Due to the popularity of sensor networks, they must be 
efficient, long lasting and reliable. Sensors are electronic devices that can sense data 
and have communication capabilities. They are powered by battery whose life is 
limited. The sensing circuitry does the sensing part like measurement of different 
parameter from the environment and then converts it into electrical signal. The 
collected data is then processed locally to some extent and then transmitted to a base 
station by the communication circuitry.  
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One of the main challenges offered by the sensor networks is the power 
management and efficiency[1]. The sensor network must survive for longer periods 
without servicing them. One way to ensure this is, by developing better batteries and 
sensor circuitry which consume less power. Another way is to design power efficient 
communication protocols so as to reduce the power consumption by the network. By 
designing efficient routing algorithms, the energy consumption of a sensor network 
can be reduced[2]. There are many such routing algorithms proposed. These 
algorithms are highly application based and the algorithms are designed to address 
only certain set of problems. Due to the large variety of applications that sensor 
networks can be applied to, designing algorithms and protocols to suite the network 
for all applications is very difficult and almost impossible. Hence protocols and 
algorithms are designed keeping certain scenario in mind.  

One of the techniques used to reduce the power consumption in a network is by 
clustering. Clustering is a method of grouping together some sensor nodes by some 
means and then communicating with each other. This technique improves the power 
efficiency to a great extent and the lifetime of the network increases considerably. 
Much work is done on clustering algorithms for various applications. There are 
various protocols available to implement clustering in sensor networks. In this paper 
we propose an efficient and simple protocol to implement clustering. We use virtual 
triangular areas to create clusters and then electing head nodes. The sensor nodes 
communicate with the head node and the head node communicates with the base 
station. This reduces the cost of communication in terms of energy consumed. To 
keep the energy dissipation uniform, the network chooses different head nodes so as 
to distribute the overload of communication on head nodes equally throughout the 
network. This protocol is proposed for homogenous system of sensor nodes. The 
protocol can be implemented for both static and dynamic networks.  

One of the uses of this protocol is in the reprogramming of the sensor network. 
Reprogramming is the method of updating, replacing or modifying the existing code of 
sensors in the network. We have implemented our protocol in reprogramming the 
network efficiently addressing all major challenges posed by it. Our protocol, being 
energy efficient, makes reprogramming use less energy than conventional methods. The 
first part of this paper deals with the new protocol we propose and a comparison of the 
protocol is made with the conventional way of routing i.e. each sensor communicating 
with base station. The next part of the paper discusses the implementation of our 
protocol in the reprogramming algorithm that we have developed.  

2   Related Work 

A hierarchical energy efficient communication protocol namely wireless Sensor 
system for Hierarchical Information gathering through Virtual triangular Areas  
(SHIVA) is presented in[3]. This approach considers a cluster head set in place of a 
single cluster head for a cluster. As clustering sensor nodes is an effective topology 
control approach, a new routing algorithm which can increase the network lifetime is 
proposed in[4]. Here, the predefined numbers of nodes which have the maximum 
residual energy are selected as cluster-heads based on special threshold value first and 
then the members of each cluster are determined based on the distances between the 
node and the cluster head and also between the cluster head and base station.  
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A hybrid power saving protocol is presented in[5]. The protocol utilizes the 
concept of dual-channel and dual-transmission-range clustering. The protocol also 
utilizes the cluster head dismissal mechanism to avoid the ever-increasing of cluster 
heads and to adapt to topology changing. An algorithm that elects clusters by using 
weighted clustering algorithm is presented in[6] which show that this protocol can 
reduce overall energy consumption and improves network lifetime. A Layered 
Clustering Hierarchy (LCH) communication protocol for wireless sensor networks is 
given in[7]. By randomizing the rotation of cluster heads in each layer, the energy 
load is distributed evenly across sensors in the network. A fuzzy logic approach to 
cluster-head election is proposed based on three descriptors energy, concentration and 
centrality is described in [8]. The energy-efficient clustering approach employs 
optimization technique based on OR (operations research) practices [9]. They adopt a 
simple hierarchy in which relay nodes forward data messages from cluster head to the 
sink, thus eliminating the overheads needed to maintain a routing protocol. A 
centralized adaptive Energy Based Clustering protocol through the application of Self 
organizing map neural networks (called EBC-S) which can cluster sensor nodes, 
based on energy level and coordinates of sensor nodes is given in [10]. This algorithm 
form energy balanced clusters and equally distribute energy consumption. Our 
protocol uses a simple triangulation method to form the clusters in such a way that the 
cost of communication is reduced and less energy is consumed.  

3   System Model 

The model of the sensor network considered in our work is as follows: The field will 
contain hundreds of sensor networks. The field is considered to be of area N X N unit 
area. The field contains of n sensors. The sensors are spread randomly all over the 
field. The sensor may be static or dynamic and the sensors are moving in the field 
which is the case in wildlife monitoring. The base station is considered fixed in this 
work and the location is known. Sensor nodes are electronic devices which are all 
homogenous, and all sensors are of similar kind and have same capabilities. The 
sensors have limited memory and processing capabilities. They also are constrained 
by the limited battery supply available to them. The sensor can put its different parts 
to sleep and wake them up on receiving appropriate signals.  

The base station can be considered to be as a powerful computer with unlimited 
memory, processing capabilities and unlimited power supply. The base station is 
stationary. The base station can be in middle of the field or in some corner of the 
field. We have considered the base station is in one corner of the field. The sensors 
are deployed in the field and they form a network with the base station in a self-
organized manner. It has been assumed that it is possible to know the geographic 
location of each sensor by itself through a GPS free solution. 

4   Proposed Algorithm and Protocol 

4.1   Initial Setup 

The sensors are deployed in the field initially. After deployment, the base station can 
broadcast some message making all sensors active. After all sensors are active, the 
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sensors will answer the broadcast message. The geographical positions of all sensors 
are determined by the base station. In a static sensor network, the position of the 
sensor does not change. Hence the positions calculated initially can be used 
throughout the networks lifetime. The relative positions of sensors are known by the 
base station. In a dynamic sensor network, the sensors are moving around the network 
frequently. Hence the geographic positions of the sensors must be determined 
constantly. The positions of all sensors are constantly determined by the base station 
by some method. Even GPS solution can be used in this case. Else GPS free solutions 
are available to find the geographic location of the sensors. The frequency of updating 
the positions of sensors in the base station database depends on the sensor network. If 
the sensors in the network keep changing positions constantly, like in case of wildlife 
monitoring, the updating of database must be done very frequently. Else updating can 
be done in longer interval of time. After the initial setup and finding the locations of 
all sensor nodes, the base station forms clusters of nodes. 

4.2   Clustering of Nodes 

The base station forms clusters based on triangular areas it throws. The base station 
on knowing the geography of the network, starts clustering by throwing triangles in 
the field. The areas of all the triangles are same but varies in height and breadth. The 
area of the triangles depends on the area of the field and number of nodes that are 
deployed. The area of the triangle can change accordingly. The triangle are not 
thrown randomly around the field, but thrown such that one sensor node is at the 
centroid of the triangle. All nodes that lie in a triangle together form a cluster. The 
procedure is continued till all nodes are a part of some cluster. Here is the algorithm 
of forming clusters in the network: 

Step 1. Get the coordinates or the geographic location of each sensor node. This is 
done in the initial setup for static network. For dynamic network, the 
coordinates of nodes are calculated after some specified time period 
repeatedly.  

Step 2. Calculate the area of the triangle to be thrown. This is done based on the area 
of deployment of the nodes, number of nodes, etc. The area calculated must 
be optimum such that it covers at least some sensor nodes in the field. If the 
area does not cover adequate network area, then the area of the triangle is 
increased by some factor and the step is repeated again. Triangles are thrown 
such that one node is at the centroid of each triangle. 

Step 3. All sensors that lie in a triangle are made as one cluster. The base station 
must keep track of which node is in part of which cluster.  

Step 4. The triangles thrown near all nodes that are not part of any cluster and further 
groups are created till all nodes are part of a cluster. 

If a node belongs to more than one cluster i.e. the node lies in more than one triangle, 
then the node belongs to that triangle whose centroid is the closest to it. If a node is 
the sole member of a cluster, then that node is tried to be included in a cluster nearest 
to it. If there are too few nodes in any cluster, then those nodes are included in cluster 
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nearest to the nodes. If no such cluster exists for any nodes, then those nodes are 
formed as cluster. Figure 1 shows the formation of clusters through triangular areas. 

Figure 1 shows the field with nodes deployed and the formation of clusters using 
triangular areas. Nodes 1 and 2 are in same triangle. But since their number is small, 
these nodes are included in clusters nearest to them. Same is the case with nodes 3, 4 
and 5. Node 6 is in two triangles. So it belongs to the triangle whose centroid is 
nearest to it. 

 

Fig. 1. Clustering using triangular areas 

4.3   Selection of Cluster Head 

Once the clusters are formed, a cluster head is chosen from the cluster. This node is 
called the head node and all nodes in a cluster communicate with this node and the 
head node communicates with the base station.  Selection of cluster head is based on 
two factors. It depends on the current energy levels of nodes, distance from the 
centroid.  The algorithm to select a head node is given below:  

1. The node with maximum energy in the group is found out. If all the 
energy of the nodes are the same or nearly same, then the node at the 
centroid is made the head node. 

2. The nodes which are nearest to the centroid are found and the node with 
the maximum energy among these nodes is made the head node. 

Selection of head nodes are made regularly after certain interval of time. The head 
node has to do maximum amount of work in a cluster and hence takes up a bit more 
power than usual. Because the protocol is so designed to choose the node with 
maximum energy remaining and that is nearest to the centroid, changing head node 
frequently will distribute the consumption of power over the full cluster. This will 
improve the efficiency of the network in terms of power consumption. The 
responsibilities of a head node are as follows: 
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1. Head node must receive all data transmitted from cluster members and 
process it. 

2. The head node must decide what data must be transmitted to the base station. 
3. Head node transmits the collected data to the base station. Also during 

reprogramming, base station send new program to head node which must 
then distribute the code to cluster.  

4.4   Communication between Nodes and Base Station 

Once the clusters are formed and the cluster heads selected by the base station, the 
base station sends signals to all nodes giving details of the cluster and cluster head. 
The nodes store the details of the nodes to which they must transmit data to. The 
sensors then collect data and transmit it to the head node after low level of processing. 
The communication between cluster member and the head node is time division 
multiple access (TDMA). After one or few rounds of communication, the head node 
processes the data collected, and sends it to the base station. This can be a single hop 
communication or multi hop communication. In our work we have considered only 
single hop communication between any node or node and base station. After head 
node sends the data and the base station receives it, the base station again elects head 
node for each cluster. In a dynamic network, the clusters must be reformed and fresh 
cluster heads must be elected. The base station elects new head nodes and broadcasts 
the cluster details again. This cycle continues throughout the network lifetime. 

Figure 2 shows a cluster and its head node. The figure shows how cluster nodes 
communicate with head node and head node communicating with the base station. In 
figure 2, 1 is the head node. All other nodes communicate with the head node in a 
TDMA fashion. The head node collects all data and transmits the data to the base 
station. 

The clustering of nodes is done throughout the network lifetime. The life time of 
network can be considered the time where enough nodes are alive to collect enough 
data from the field, i.e. time when a certain percentage of total nodes deployed are 
alive. Nodes are considered dead when it has no more energy to do useful work of 
sensing and transmitting. 

 

Fig. 2. A cluster with head node showing the communication of data 
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All nodes communicate with head node of the cluster the nodes belong to. The 
energy spent on communication is directly proportional to distance squared. Hence 
lesser distance saves energy drastically. Since most of the nodes communicate with 
head nodes which are much nearer than base station, the energy spent on 
communication is decreased to a great extent. The head nodes have to communicate 
the most in the system. Hence they spend more power compared to rest of the nodes 
and may die of early. But since the protocol chooses new head nodes frequently, the 
load of the head nodes is distributed over the network. Thus all nodes are alive for 
longer period of time as compared to protocols in which nodes communicate directly 
with the base station. The simulation shows that our protocol is better by at least eight 
times as compared to conventional method of nodes communicating directly with 
base station. 

5   Simulations and Performance Evaluation 

The simulation of the proposed protocol has been carried out in a simulation program 
written in JAVA. We have considered only the routing algorithm. The program 
follows TDMA based scheduling for communication. We also compare the protocol 
with a conventional protocol of nodes communicating with the base stations directly 
in single hop. The same program and assumptions are used for both protocols. The 
simulation program uses the algorithms discussed in previous section of the paper and 
simulates our protocol. The output is the average energy required by the network per 
data sent to base station and number of data set that a network can send to base 
station. The program uses conventional protocol i.e. each node communicates with 
base station in TDMA fashion and the program calculates the energy required by each 
node based on the equations discussed here. In the simulation, we consider many 
scenarios wherein the area of the field varies with number of sensor nodes being 
constant and the number of sensor node varies with the area of the field being same. 
The results of our protocol and the conventional protocol are compared. 

5.1   Energy Considerations 

In our simulation we have considered following radio model of first order for the 
sensor communications[3]. Sensor can turn off their communication module when not 
required to avoid unnecessary transmissions. The following equation provides the 
transmission and receiving costs in terms of energy for transmission and receiving a k 
bit message over a distance of d. 

Transmitting: 

ETx (k, d) = ETx-elec (k) + ETx-amp (k, d) 

ETx (k, d) = Eelec*k + Єamp*k*d2 

Receiving: 

ERx (k) = ERx-elec (k) 

ERx (k) = Eelec*k 
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In this radio model we consider, 

Eelec = 50 nJ/bit (energy dissipated for transmitting or receiving operation)  

Єamp = 100pJ/bit/m2 (energy dissipated in the transmitter amplifier)   

5.2   Assumptions Made in Simulations 

We have made following assumption in our simulations. 

• The sensors are all homogenous. 
• The sensors’ geographical location can be found by some way. 
• There is continuous transmission of data from all nodes and the nodes 

transmit some data in each round. 
• The data to be transmitted is of 32 byte each. 
• The sensors have some computing capabilities. The head node sends at most 

half the amount of data collected. 
• Only energy required for transmitting and receiving data are considered. 

5.3   Setup 

The simulation has following experimental setup for both the protocols: (i) Area of 
field: varies from 25X25m to 50X50m, (ii) Initial energy of each sensor nodes: 1 
joule, (iii) Data  size: 32 bytes, and (iv) Number of nodes: Varies from 100 to 1000. 
The simulation was run for the mentioned setup and following results were found. 

 

Fig. 3. Comparison of protocols with varying number of nodes for energy required per data 

Figure 3 shows the simulation result comparing the energy required per data 
communicated with the base station by the network by our protocol and the 
conventional protocol with number of nodes changing and the area of the field being 
constant. The area of the field is taken 50 X 50 m. The result shows that our protocol 
takes up less energy than the conventional method. The result improves to great 
extent as the number of nodes increases. The energy required by our protocol 
increases very little as the number of nodes increases where as in the conventional 
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method, the increase is linear. Figure 4 shows the simulation result comparing the 
energy required per data communicated to the base station by the network by our 
protocol and the conventional protocol, with area of field changing and number of 
nodes being constant. Number of nodes in the field is taken as 300. The result shows 
that our protocol takes up less energy than the conventional protocol. Figure 5 shows 
the simulation result comparing number of data set made to the base station by the 
network by our protocol and the conventional protocol, with number of nodes 
changing and area of field being constant. The area of the field is taken as 50 X 50 m. 
The result shows that our protocol gives more data set than conventional method.   

 

Fig. 4. Comparison of protocols with area of the field varying for energy required per data 

 

Fig. 5. Comparison of protocol with number of nodes varying for number of data set made in 
the lifetime of network 
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Fig. 6. Comparison of protocol area of the field varying for number of data set made in the 
lifetime of network 

This increases linearly as the number of nodes increases where as in conventional 
method this is almost constant regardless of number of nodes. This graph also shows 
that the lifetime of the network increases by applying of our protocol.  Figure 6 shows 
the simulation result comparing number of data set made to the base station by the 
network by our protocol and the conventional protocol with area of field changing and 
number of nodes being constant. Number of nodes in the field is taken as 1000. The 
result shows that our protocol gives more data set than conventional method. Number 
of data set is 8 to 10 times that of conventional method. One more inference that can 
be drawn from the graph is that the lifetime of the network has improved more 
regardless of the size of the field. 

6   Application 

One of the applications of our protocol is in reprogramming of the network. 
Reprogramming of network is the method of updating, modifying or deleting existing 
software in sensor nodes. Code dissemination and code acquisition are two basic 
schemes to reprogram sensor networks. Code dissemination is usually used by system 
administrators for updating programs on sensor nodes, fixing bugs, changing network 
functionality, tuning module parameters, and replacing program modules. Manually 
reprogramming the sensors are very costly, labor intensive or even impossible since 
each node has to be collected from the field and physically attach to a computer to 
burn new codes. In contrast to code dissemination, code acquisition is initiated from 
individual sensors to fetch and install program modules from the network dynamically 
and on demand. Dynamic network reprogramming in sensor networks poses several 
new challenges. 

First, network reprogramming requires 100% delivery. But in sensor network 
applications, occasional loss of data is tolerable and often expected [11]. Second, the 
problem of concurrent senders needs to be examined. In network reprogramming, 
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code image is propagated from one sensor node to another. Every node that has the 
new code image like to communicate with all the nodes in the network. Thus, it is 
likely that several senders are transmitting at the same time. This causes a lot of 
collisions and congestion of the wireless channel, and possibly the nodes are not 
reprogrammed. Third, energy efficiency is an important issue of concern.  Because 
sensor nodes have limited energy resources, the amount of energy consumed in 
network reprogramming will affect the network lifetime. Some of the possible and 
potential sources of energy consumption component are, message collision, 
overhearing, control message overhead, and idle listening. Among these, idle listening 
(using radioactive time unnecessarily) is the major source of energy waste. We have 
addressed all of the stated problems by using our protocol in reprogramming. The 
algorithm to reprogram using our protocol is given below. 

 
Step 1. The base station broadcasts message saying that reprogramming is to be 

done. 
Step 2. The head nodes respond saying that all  are ready to receive the new code. 

The head nodes’ sensing and computing parts are put to sleep. 
Step 3. The base station sends in the new code to all head nodes in a TDMA fashion. 
Step 4. After all head nodes receive new code, the base station sends message saying 

all nodes to put its sensing and computing parts to sleep. 
Step 5. The head nodes start distributing the code to its cluster nodes in a TDMA 

fashion. 
Step 6. Once all nodes in a cluster are reprogrammed, head node sends message to 

base station.  
Step 7. Once the base station receives message from all head nodes, the base station 

broadcasts another message saying reprogramming is success and telling all 
nodes to wake up. 

The algorithm is so designed that it tackles all problems of reprogramming that was 
discussed. The algorithm solves the problem of 100% delivery by first putting the 
sensing and computing parts of the sensor nodes to sleep. This makes the 
communication part of the sensor made available 100% for the purpose of 
reprogramming. This also saves lots of energy of the nodes. The problem of concurrent 
senders is solved by making only head nodes distribute the code. Only the nodes 
belonging to a cluster can get new program from its head node. Thus message collision 
and congestion is reduced. The algorithm is energy efficient as mentioned as the sensors 
are put to sleep. Also the transmission range of nodes is reduced as the head node 
transmits the codes which are nearer to the recipient nodes. 

7   Conclusion 

We have introduced a new protocol for communication of sensor nodes in a network 
through clustering. Our protocol is power efficient and improves the lifetime of the 
network. The protocol is dynamic and can be used for both static and dynamic 
networks. The protocol is adaptive in terms of power consumption. By choosing 
different head nodes frequently, the protocol distributes the power load of the system. 
By constantly changing the head node, which does more work than usual, we 
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managed to avoid some of the nodes dying early and distributed the share throughout 
the cluster. The protocol reduces the communication distance for the nodes to transmit 
data. By transmitting the data to a much nearer head node than the base station, nodes 
save significant amount of energy. Also the head node processes the collected data 
from the nodes and sends only most useful information to the base station. So 
processing of data in the base station is lot easier as the amount of data that is coming 
in is lesser.  

We also used the proposed protocol in reprogramming. Reprogramming with all its 
challenges was solved quite successfully using our protocol. We designed an algorithm 
for reprogramming using our protocol at the base station. The reprogramming so done 
was found to be efficient and faster. Also the energy used for reprogramming was less. 
For future work, we shall try to remove some of the constraints the protocol has. We 
will try to bring in heterogeneity in the system i.e. use heterogeneous nodes as opposed 
to homogenous sensors used in this work. Also using multi hop routing between head 
node and the base station may reduce more energy. Using sleep time in the protocol 
may further improve the protocol performance.  
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Abstract. A mobile ad-hoc network (MANET) is a kind of wireless ad-hoc 
network, and is a self-configuring network of mobile routers (and associated 
hosts) connected by wireless links – the union of which form an arbitrary 
topology. Caching the frequently accessed data provides efficient communication 
in a mobile environment The main objective is to avoid the stale data using 
invalidation policy based on TTL. This paper discusses Time to Live (TTL) based 
invalidation. Here we propose an Enhanced Adaptive TTL based invalidation 
algorithm for maintaining data consistency in MANET. Each 1-hop distance 
node’s to data cache node maintain a hash table for cache invalidation. TTL of the 
data item is taken as the key factor for invalidation. used as its value. Simulations 
are carried out in NS-2 to evaluate the performance of the proposed algorithm, 
also it is compared with fixed TTL and Adaptive TTL approaches. 

Keywords: MANET, Cache Consistency, Cache Invalidation, Stale Data, TTL 
value. 

1   Introduction 

In the ad-hoc network architecture, there is no pre-existing fixed network 
infrastructure. MANET can be easily deployed for the applications such as battlefield 
and disaster recovery. It can also be used as a wireless extension for the users to 
access the Internet in an area without network infrastructure [1]. The Fig.1 shows a 
typical adhoc network structure with mobile nodes passing data request to the data 
source. In this network, out of the seven nodes, two of the nodes acts as cache nodes 
helping the clients to retrieve data from them, instead of going to the data source 
which is far away. 

Caching reduces average data access latency and access requests are satisfied from 
the local cache, which makes efficient data accessing [2]. Effective cache invalidation 
mechanisms are required to ensure the consistency between source node and cached 
data at the clients. TTL based cache invalidation problem has been well studied in 
mobile computing environments [3]. The existing strategies use Fixed TTL and 
Adaptive TTL based techniques for cache invalidation. Maintaining cache invalidation 
process in cache node produces some additional overhead to cache and also decrease the 
performance of the network. Cooperative caching service aims to download a copy of a 
cached data item efficiently and to cooperatively manage the cache space among the 
mobile nodes [4]. 
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Fig. 1. An Ad Hoc Network Scenario 

There are several caching techniques and routing protocols implemented to tackle 
the problem of node mobility and resource (battery and bandwidth) consumption [5]. 
But, the policies ignored the important factors such as TTL and distance of the 
requester from the cache/source satisfying the request. 

Caches represent learned portions of the network topology, but a cache entry may 
become invalid due to changes such as two nodes moving out of wireless transmission 
range of each other [6]. Even though, periodic routing protocol such as a link-state or 
distance-vector routing protocol could distribute updated information in a somewhat 
timely manner, periodic protocols produce higher overhead in a number of studies and 
periodic protocols still take some amount of time to detect a link failure and to 
distribute this information. The frequently changing topology make cache consistency 
a challenging issue [7]. The TTL based cache invalidation scheme is discussed in 
which a data is considered as invalid if its TTL value expires. In the proposed Ex-
ATTL algorithm cache node broadcast the data item’s name and data item’s TTL to 
its 1-hop neighbors. Each node invalidates the data according to data items TTL 
stored in cache invalidation hash table. Here cache nodes computing overhead and the 
request delay gets reduced, also provides data reliability and avoids stale information.  

The rest of this paper is organized as follows. Section 2 reviews the related works 
for cache invalidation schemes in mobile ad hoc networks. Section 3, presents the 
system model for data service in MANETs. Section 4, presents the proposed system 
architecture and Extended Adaptive TTL algorithm. Section 5, discusses the 
performance evaluation, and simulation results for Ex-ATTL. Finally, Section 6 
concludes the paper. 

2   Related Works 

According to the authors of [8], [9], caching data or path of the data at mobile client 
side is an essential mechanism for improving system performance in a mobile 
computing environment. The drawback of these schemes is that if the node is not on 
the forwarding path of a request to the data center the cache information of a node 
cannot be shared. The existing studies on cache invalidation strategies for mobile 
clients are discussed.  
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As categorized in [10], [11], the two kinds of cache invalidation methods for 
mobile databases are Temporal-dependent invalidation and Location-dependent 
invalidation. Location-dependent invalidation depends on the geographical position of 
the mobile nodes. It supports single hop communication only Generally cellular 
network uses location dependent invalidation scheme for cache invalidation. 
Temporal dependent invalidation is carried out by data updates. To carry out 
temporal-dependent invalidation, the data source keeps track of the update history (for 
a reasonable length of time) and sends it, in the form of an invalidation report (IR), to 
the clients, either by periodic / aperiodic broadcasting or upon individual requests 
from the clients [12]. In the basic IR approach, the server broadcasts a list of IDs for 
the items that have been changed within a history window. The mobile client, if 
active, listens to the IRs and updates its cache accordingly.  

TTL is the heart of the temporal dependent invalidation scheme. In [13], 
CachePath and CacheData handle cache consistency using a simple weak consistency 
model based on the TTL mechanism. In this model, a routing node considers a cached 
copy up-to-date if its TTL hasn’t expired. If the TTL expires, the node removes the 
map from its routing table (or removes the cached data). As a result, the routing node 
forwards future requests for this data to the data source. Author’s of [14] optimize this 
model by allowing nodes to refresh a cached data item if a fresh copy of the same data 
passes by. If the fresh copy contains the same data but a newer TTL, the node updates 
only the cached data’s TTL field. If the data source has updated the data item, the 
node replaces both the cached data item and its TTL with the fresh copy. This scheme 
takes more round trip between cache node and data source for invalidation and TTL 
refreshment. The performance of the overall network decreases due to more round trip 
between data source and cache node.  

In [15], authors use the Adaptive TTL based cache invalidation scheme for Hybrid 
Cache and Cooperative Cache. In these schemes, if TTL of particular data item 
expires, some cached data can be invalidated. Usually, the node removes such invalid 
data from the cache. To save space, when a cached data item expires, it is removed 
from the cache while its id is kept in “invalid” state as an indication of the node’s 
interest. Certainly, the interest of the node may change, and the expired data should 
not be kept in the cache forever. For example, caching the data indicates the mobile 
node’s interest in it. While performing data forwarding, if a mobile node finds an 
invalid copy of that data in its cache, it deletes the old copy and stores new copy for 
future use. If an expired path or data item has not been refreshed for the duration of its 
original TTL time, it is removed from the cache. 

3   Background System Model and Assumptions 

The system model constitutes the mobile node, Data Source Node and the Data 
Updates. There are n mobile nodes in the system. N= {N1, N2, . . . , Nn} denote the 
set of mobile nodes. Every node has a cache in its local storage, and may issue queries 
for data items from the data source. The assumption is that every query requests only 
one data item. The mobile nodes are free to move in a designated area. One of the 
mobile nodes act as the data source. The data source is called a server and it contains 
a database. It is assumed that there are m data items in the database. Data items from 
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1 to m serve as their identifiers.        D= {D1, D2, . . ., Dm} denotes the set of data 
items in the database. The data source may repeatedly update the data items in the 
database. In order to keep track of the version of a cached copy of a data item, each 
copy of a data item is associated with a TTL and also records the time Tc when the 
copy is created in the source, where Tc is a data item copy creation time. 

4   Proposed TTL Based Cache Algorithm 

4.1   Preliminaries  

Caching 

Generally ad hoc networks are dynamic network. This could often result in shortage 
of communication bandwidth as well as unacceptable response times. To reduce the 
number of remote data retrieval operations over long distances, copies of data objects 
are stored locally. This concept of locally storing copies of remote data objects for 
faster retrieval is called caching. 

Invalidations 

When multiple nodes cache the same data item, there is a need to maintain cache 
consistency. The cached data item needs to be changed when updations occur. These 
updations cause the data item to become stale in the other cached copies. To rectify 
this problem it is necessary to propagate the change to all other caches. The policy 
employed to notify all caches about an update is called invalidation policy. 

TTL 

TTL is a number indicating the time interval during which the data item is considered 
to be fresh. Whenever a cached data item is retrieved from the data source, it gets an 
associated time to live (TTL) with it. When the data item is to be referenced, its TTL 
value is checked and if the TTL is still valid then the object is retrieved otherwise a 
new value is requested from the server. The request node caches both the data item 
and its TTL. Whenever the data item is requested, the client checks the TTL value for 
that data item. If the TTL has expired, a fresh copy of the object is brought from the 
source. This is an instance of the weak consistency model. When the data is 
distributed and replicated, it may have been updated on another client node. The other 
data items caches shall be informed about the update, only when the TTL for the data 
item expires. After this TTL has expired on a client, the object is treated as stale and a 
fresh value is retrieved from the data source.  

In the data source, TTL value for the data items are fixed by original nature 
(application) of the data. For example the whether forecast, stock market, sports news 
and battle field conditions monitoring update the data item in every short interval of 
time periods, so these kind of data items are updated very often . Some kind of data 
items like video films and geographical information of particular places are not 
updated in short time periods. By the updating nature, the data item’s TTL is divided 
into two categories. They are Short TTL and Long TTL. Short TTL has a very little 
TTL threshold value because of the very fast updating nature of the data item. Long 
TTL has long TTL threshold values for data invalidations. 
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4.2   System Overview 

In Extended Adaptive TTL scheme, each and every node maintains the cache 
invalidation hash table. This hash contains data item as its key and TTL of the data 
item as its value. It also store Tc after the node caches the data item. Tc is the time 
when successful copy of the data item is created in a mobile node. The Fig.2 shows 
the Block diagram of Cache Invalidation. 

 

Fig. 2. Block diagram of Cache Invalidation 

4.3   Methodology 

The proposed scheme is divided into three phases. First phase of the algorithm does 
the cache invalidation hash table verification for current request. Second phase of the 
algorithm retrieve the data item from appropriate source. In third phase cache node 
broadcasts the data item name and its current TTL value to its one hop neighbor. 

 

Phase 1 
 

If a node generates a data request then this request is verified from current nodes 
invalidation hash table. If cache invalidation hash table contains the requested data 
item then the algorithm retrieves the TTL and Tc from cache table. The request 
generation time Treq is also cached from the nodes timer then it subtracts the Treq 
from Tc. If this subtracted value is greater than TTL then this also removes the data 
item, it’s TTL and it’s Tc from hash table and forwards the request to the data source. 
The data source calculates the new TTL and sends with the data item. If the 
subtracted value is less than TTL it moves to the next phase. 

 
Phase 2 

 

In this phase the algorithm checks the local cache for node request. If local cache 
contains the requested data item, then the request node simply uses its local cache. 
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Other wise this phase uses the current implementing cache algorithm and retrieve the 
data item from nearest cache node or from the data source. Again, the TTL of the 
particular data item is recalculated. 

 

NewTTL = Treq – Tc 
 

It appends the new TTL with corresponding data item and sends the response to the 
client node. Data cache node also updates the new TTL in its cache table only for the 
particular data item. 

Phase 3 

After successful copy of the data item is created in localized cache or in any 
intermediate cache node for future requests this phase cache the Tc from the cache 
node’s timer and updates this Tc in its cache invalidation hash table. Cache node also 
broadcasts the new cached data items id, TTL and its Tc only to one hop neighbors. 

 
The pseudo code of Invalidation Algorithm 

 
The values of TTL, Tc and Treq are declared. 
Get node’s current time when request is generated (Treq) 
While (true) /* local Hash Table (HT) contains data item*/ 
/* Loop 1*/ 
Get from HT data item’s TTL 
Get from HT data item’s Tc 
While ((Treq-Tc)> TTL)) 

{delete content from HT 
 delete data from local cache} 

Send Request To Data Source  
/* Loop 2*/ 
Initialize Hopcount(HC) to 1  
newTTL = Treq-Tc 
Response from data source 
Cache (Di) 
Update HT with Di newTTL, Tc 
Broad Cast data with newTTL,Tc,HC 
/* Loop 2*/ 
Declare newTTL 
While (true) /* local Hash Table (HT) contains data item*/ 
{retrieve From the Local Cache the data} 
Initialize HC = 1  
Send Request To Data Source  
newTTL = Treq-Tc 
Response From Server with node id, Di, newTTL 
Cache Di  
/* Loop 3*/ 
Update local HT (Di,newTTL,Tc) 
broadCast (Di,newTTL,Tc, HC) 
endwhile 
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endwhile 
/* Loop 2*/ 
Initialize HC = 1  
newTTL = Treq-Tc 
Response From Server with (node id, Di, newTTL) 
Cache Di 
/* Loop 3*/ 
Update local HT (Di,newTTL,Tc) 
broadCast (Di,newTTL,Tc,HC) 
endwhile 

5   Results and Discussions 

5.1   The Simulation Setup 

In order to evaluate the efficiency of Ex-ATTL invalidation algorithm, a similar 
system to [4] and [6] is developed in this work. It consists of a single data source that 
serves multiple client nodes. The database is updated only by the server, whereas the 
queries are generated and utilized on the client side. There are 1,000 data items in the 
database, which is divided into two subsets: the short TTL data subset and the Long 
TTL data subset. The short data subset includes data items from 1 to 150 (out of 1,000 
items) and the long data subset includes the remaining data items of the database. 
Clients have a large probability (75 percent) to access the data in the short TTL set 
and a low probability (20 percent) to access the data in the Long TTL set. The system 
parameters are shown in Table 1. 

Table 1. Parameter Settings 

Simulator Network Simulator (NS2) 
Simulation Time 8000 Sec 
Network Size 2000m x 500m 
Transmission Range 250m 
Mobility Model Random waypoint 
Speed of mobile host 1~20 m/s randomly 
Average Query Rate 0.5 / Second 
Database Size n 2000 items 
Number of Nodes 100 
Bandwidth (Mb / s) 1 
TTL (secs) 200 to 800 
Pause time (secs) 100 
Client cache size (kb) 300 to 900 
Mean Query Generate Time 
Tquery (sec) 

1 to 200 

TTTL (secs) 300 
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The server generates updates separated by an exponentially distributed update inter 
arrival time. The updates are randomly distributed inside the short TTL data subset 
and the Long TTL data subset, 65.5 percent of the updates are applied to the short 
TTL data subset. Each client generates a single stream of read-only queries. Each new 
query generated is based on exponentially distributed time. Once the requested data 
items arrive on the channel, the client brings them into its cache. Client cache 
management follows the Extended Adaptive TTL based cache invalidation policy. 

5.2   Simulation Results 

The performance analysis presented here is designed to find the effects of different 
workload parameters such as mean update arrival time, mean query generate time, 
and system parameters such as cache size, replicate times (m), and short TTL data 
access probability (pq). Then the performance comparison is carried out among 
Adaptive TTL and Ex-ATTL. The performance is measured by the cache hit ratio, the 
query delay, and the throughput. Note that minimizing the number of uplink requests 
is a desirable goal as clients in a mobile environment have limited battery power and 
transmitting data requires a large amount of power. 

5.3   The Query Delay Evaluation 

The query delay is measured as a function of the mean query generates time and the 
mean update arrival time. As shown in Fig. 3, Ex-ATTL algorithm significantly 
outperforms the Adaptive TTL scheme. As explained before, each client generates 
queries according to the mean query generate time. If the queried data is in the local 
cache, the client can serve the query locally; otherwise, the client has to request the 
data from the server. If the client cannot process the generated query due to waiting 
for the server reply, it queues the generated queries. Since the broadcast bandwidth is 
fixed, the server can only transmit a limited amount of data during one transaction 
interval, and then it can only serve a maximum number (α) of queries during one 
 

 

Fig. 3. A comparison of the query delay. The query delay as a function of the mean query 
generate time  (Tu = 10s, c = 100 items). 
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transaction interval. If the server receives more than (α) queries during one 
transaction interval, some queries are delayed to the next transaction interval. If the 
server receives more than (α) queries during each transaction interval, many queries 
may not be served, and the query delay may be out of bound. Fig. 3 shows the query 
delay as a function of the mean query generate time with Tu = 10s and c = 100 items. 
When the query generates time is lower than 70s (e.g., 60s), the query delay of the 
Adaptive TTL algorithm becomes infinite long. 

However, when the query generation time reaches 30s, the query delay of proposed 
algorithm is still less than 20s. This is due to the fact that the cache hit ratio of  
Ex-ATTL algorithm is high and a large number of queries can be served locally. 

5.4   Comparison of Query Delay with Mean Update Arrival Time 

As shown in Fig. 4, as the mean update arrival time increases, the cache hit ratio 
increases and the query delay decreases. 

 
 

 

Fig. 4. Query delay comparison with mean update arrival time (Tu = 100s, c = 100 items) 
 
Since the proposed algorithm has high cache hit ratio than the Adaptive TTL 

algorithm, the query delay of Ex-ATTL algorithm is shorter than the Adaptive TTL 
algorithm. For example, with Tu = 10,000s, Ex-ATTL algorithm reduces the query 
delay by a factor of 3 compared to the Adaptive TTL algorithm. Although the cache 
hit ratio of the Adaptive TTL algorithm is doubled from Tu = 10s to Tu = 33s, the 
query delay of the Adaptive TTL algorithm does not drop too much (from 18.7s to 
16.1s). Since the query generated time is exponentially distributed, multiple queries 
may arrive at a client during one transactional interval. In case of a cache miss, the 
query delay may be longer than the normal interval 20s; this is due to queue effects. 
Since requests are generated following an exponential distribution, the server may 
have a long queue of requests during some period of time. The requests in the back 
end of the queue will have much higher query latency, and it increases the average 
query latency. 
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5.5   Cache Hit Ratio vs. Node Size 

The Fig.5. shows cache hit ratio as a function of the number of clients. It is seen that 
the cache hit ratio of Ex-ATTL algorithm increases as the number of clients increases, 
but the cache hit ratio of the Adaptive TTL does not change with the number of 
clients, for e.g., Adaptive TTL (n = 1) and Adaptive (n = 100) have the same cache hit 
ratio. When the number of clients drops to one, the cache hit ratio of proposed 
algorithm is similar to the Adaptive TTL algorithm. In the Adaptive TTL algorithm, a 
client downloads the data and its TTL that it has requested from the server. However, 
in the proposed algorithm, the client downloads the data with newly calculated TTL. 
In Ex-ATTL algorithm each and every node maintain the cache invalidation hash 
table, it increases the cache hit ratio of the data item which does not expire .If data 
item expires Ex-ATTL algorithm forwards the request to the data source, hence the 
stale data always gets expired. As the number of clients decreases, clients have less 
opportunity to download the data requested by others, thus the cache hit ratio 
decreases. This reveals why Ex-ATTL algorithm has similar cache hit ratio when the 
number of clients drops to one. 

 
 
 
 

Fig. 5. A comparison of the cache hit ratio (Treq = 100s) with number of clients (cache size = 
100 items) 

5.6   Cache Hit Ratio vs. Different Cache Size 

The Fig.6. shows the cache hit ratio under different cache sizes when the number of 
clients is 100. It is easy to see that the cache hit ratio of Ex-ATTL algorithm is always 
higher than that of the Adaptive TTL algorithm for one particular cache size (cache 
size is 50 items, 100 items). The figure shows that the cache hit ratio grows as the 
cache size increases. However, the growing trend is different between the Adaptive 
TTL and Ex-ATTL algorithm. For example, in the Adaptive TTL, when the update 
arrival time is 1s, the cache hit ratio does not have any difference when the cache size 
changes from 50 data items to 100 data items. However, under the same situation the 
cache hit ratio increases from about 40 percent to 58 percent in the proposed scheme.  
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Fig. 6. Cache hit ratio comparison with number of clients 

In Ex-ATTL algorithm, clients may need to download interested data for future 
use, so a large cache size may increase cache hit ratio. When the server updates data 
frequently, increasing the cache size does not help. This explains why different cache 
size does not affect the cache hit ratio of the Adaptive TTL when Tu = 1s. As shown 
in Fig. 6, the cache hit ratio drops as the update arrival time decreases. However, the 
cache hit ratio of the ATLL algorithm drops much faster than the proposed algorithm.  

When the update arrival time is 10,000s, both algorithms have similar cache hit 
ratio for one particular cache size. With c = 300 items, as the update arrival time 
reaches 1s, the cache hit ratio of Ex-ATTL algorithm still keeps around 58 percent, 
whereas the cache hit ratio of the Adaptive TTL drops to near 0. This can be 
explained as follows: When the update arrival time is very low (e.g., 1s), most of the 
cache misses are due to short TTL data access; when the update arrival time is very 
high (e.g., 10,000s), most of the cache misses are due to Long TTL access. Since  
Ex-ATTL algorithm is very effective to improve cache performance when accessing 
short TTL data, the cache hit ratio of the proposed scheme can be significantly 
improved when the update arrival time is low. However, as the mean update arrival 
time drops further (Tu < 1s), the cache hit ratio of the Ex-ATTL drops much faster 
than before. At this time, the short TTL data changes so fast that the down loaded 
short data may be updated before the client can use it and, hence, failing to improve 
the cache hit ratio.   

5.7   Analysis Based on the Count of Uplink Requests 

The Fig.7, shows uplink cost of both algorithms. Since Ex-ATTL algorithm has a 
lower cache miss rate than the Adaptive TTL and clients only send uplink requests 
when there are cache misses, proposed algorithm has lower uplink cost compared to 
the Adaptive TTL. 



296 N. Sabiyath Fatima and P. Sheik Abdul Khader 

 
 

Fig. 7. The number of uplink requests per IR interval (Tq = 100s, c = 100 items) 

It is interesting to find that both algorithms have similar uplink cost when the mean 
update arrival time is very high (e.g., 10,000s), but there is a significant difference 
when the mean update arrival time is 10s. From Fig.7, it is found that both algorithms 
have similar cache miss ratio (1 - cache hit ratio) when Tu = 10,000s, but a significant 
difference when Tu = 10s. As shown in Fig. 7, Ex-ATTL algorithm can cut the uplink 
cost by a factor of 3 (with Tu = 10s) and, hence, the clients can save a large amount of 
energy and bandwidth. When the update arrival time is smaller than 1s, the uplink 
cost of the Adaptive TTL does not increase, but the uplink cost of proposed algorithm 
increases much faster than before. This can be explained by the fact that the cache hit 
ratio of the Adaptive TTL already drops to near 0 when Tu = 1s, whereas the cache hit 
ratio of proposed algorithm drops when Tu < 1s. 

6   Conclusions 

In this paper, TTL based cache invalidation technique is designed to efficiently 
support data reliability in ad hoc networks. We have proposed a novel dynamic cache 
invalidation algorithm for efficient data dissemination in mobile ad hoc network with 
reduced overheads. This is efficient in the case of dynamic data request. Our 
experiment have showed through simulation and results, that the proposed algorithm 
provides reliability, scalability and simple implementation mechanism while 
comparing with the existing TTL strategies. The algorithm solves the critical issue of 
data becoming stale. This algorithm supports valid data accessing using clear TTL 
calculation mechanism. In the proposed scheme, if any node caches the data item, 
then it broadcast the data items id and its current valid TTL to its one hop neighbor 
for future request. This advanced mechanism improves the network performance and 
also reduces the cache nodes overheads. Simulation results showed that Ex-ATTL 
algorithm can cut the query delay by a factor of 3 and double the throughput 
compared to the Adaptive TTL. Thus the proposed algorithm performs better than the 
existing TTL strategies. 



 A Novel Dynamic Cache Invalidation Algorithm for Efficient Data Dissemination 297 

References 

1. Yin, L., Cao, G.: Supporting cooperative caching in ad hoc networks. IEEE Transactions 
on Mobile Computing 5(1), 77–89 (2006) 

2. Du, Y., Gupta, S.K.S.: A cooperative caching service in MANETs. In: Autonomous 
Systems and International Conference on Networking and Services, ICAS/ICNS (2005) 

3. Abolhasan, M., Wysocki, T., Dutkiewicz, E.: A review of routing protocols for mobile ad 
hoc networks. Ad Hoc Networks 2, 1–22 (2004) 

4. Cao, G., Lin, L., Das, C.: Cooperative cach-based data access in ad hoc networks. IEEE 
Computer 37(2), 32–39 (2004) 

5. Lim, S., Lee, W., Cao, G., Das, C.: Performance Comparison of Cache Invalidation 
Strategies for Internet based Mobile Ad Hoc Networks. In: IEEE International Conference 
on Mobile Ad-hoc and Sensor Systems (MASS), pp. 104–113 (2004) 

6. Cao, G.: Proactive Power-Aware Cache Management for Mobile Computing Systems. 
IEEE Trans. Computers 51(6), 608–621 (2002) 

7. Kahol, A., Khurana, S., Gupta, S.K.S., Srimani, P.K.: A Strategy to Manage Cache 
Consistency in a Distributed Mobile Wireless Environment. IEEE Trans. Parallel and 
Distributed Systems 12(7), 686–700 (2001) 

8. Cao, G.: A Scalable Low-Latency Cache Invalidation Strategy for Mobile Environments. 
In: Proc. Sixth Ann. ACM/IEEE Int’l Conf. Mobile Computing and Networking 
(MobiCom 2000), pp. 200–209 (2000) 

9. Xu, J., Tang, X., Lee, D.L., Hu, Q.L.: Cache Coherency in Location-Dependent 
Information Services for Mobile Environment. In: Leong, H.V., Li, B., Lee, W.-C., Yin, L. 
(eds.) MDA 1999. LNCS, vol. 1748, pp. 182–193. Springer, Heidelberg (1999) 

10. Vaidya, N., Hameed, S.: Scheduling Data Broadcasts: New metrics and Algorithms. In: 
ACM/Baltzer Wireless Networks (WINET), pp. 171–182 (1999) 

11. Acharya, S., Muthukrishnan, S.: Scheduling On-Demand Broadcasts: New Metrics and 
Algorithms. In: Proc. ACM MobiCom 1998, pp. 43–54 (1998) 

12. Jing, J., Elmagarmid, A.K., Helal, A., Alonso, R.: Bit-Sequences: A New Cache 
Invalidation Method in Mobile Environments. ACM/Baltzer J. Mobile Networks and 
Applications (MONET) 2(2), 115–127 (1997) 

13. Acharya, S., Alonso, R., Franklin, M., Zdonik, S.: Broadcast Disks: Data Management for 
Asymmetric Communication Environments. In: Proc. ACM SIGMOD Conference 
Management of Data, pp. 199–210 (1995) 

14. Barbara, D., Imielinski, T.: Sleepers and Workaholics: Caching Strategies for Mobile 
Environments. In: Proc. ACM SIGMOD, pp. 1–12 (1994) 

15. Xu, J., Tang, X., Lee, D.L.: Performance Analysis of Location- Dependent Cache 
Invalidation Schemes for Mobile Environments. IEEE Transaction on Knowledge and 
Data Engineering 

 



Retr
ac

ted

D.C. Wyld et al. (Eds.): NeCoM/WeST/WiMoN 2011, CCIS 197, pp. 298–306, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Bhaskar Biswas and Himanshu Singh 

Department of Computer Engineering, 
Institute of Technology, Banaras Hindu University 

Varanasi, India 
{bhaskar.cse,himanshu.singh.cse07}@itbhu.ac.in 

http://itbhu.ac.in/cse/index.php/people/faculty/28.html 

Abstract. In query driven extraction of data from Wireless Sensor Network 
(WSNs), application developers can get readings from sensor nodes by using 
SQL like queries. In normal WSN applications, users need to program the 
application in WSN specific platform, which not only requires large 
programming efforts but also makes it difficult to change the application 
parameters once deployed.  SQL like queries present much simplified approach 
of data collection and changing parameters of application on the air. In this 
paper, we study one of query driven system – TinyDB. TinyDB was used in 
TinyOS1.x but due to changes in architecture of TinyOS from TinyOS1.x to 
TinyOS2.x, TinyDB needed to be ported to newer version of TinyOS. This 
paper describes the architecture of newer TinyDB system, ported to work with 
TinyOS2.x, in detail and also presents the major porting changes that were 
required to make it compatible with TinyOS2.x. 

Keywords: Wireless Sensor Networks, Query driven systems, TinyDB, 
Porting. 

1   Introduction 

Wireless Sensor Network is becoming a popular research field in distributed systems 
due to its wide applications. Consider the network requirements of a particular farm 
scenario. A farmer, having different fields at different locations, may wish to collect 
data about the field conditions like temperature, water level in the soil and humidity 
continuously at regular intervals; and would also like to be informed about any event 
happening on the field like sudden flood or fire. A wired information system would be 
too costly for this case. The most feasible solution would be to use a wireless sensor 
network across the fields where nodes (also known as motes) having various sensors 
attached to it send the data through wireless radio. The requirement for such a 
network is different. To maximize the network lifetime, energy consumption by 
batteries should be minimum since it is not feasible to replace the batteries of nodes 
once deployed in farm. Also, the data delivery time should be very low, especially for 
fire and flood notifications.  

System to TinyOS2.x 
Retracted: TinyDB2: Porting a Query Driven Data 

Extraction
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Now, the farmer may not be educated enough to program the sensor nodes in WSN 
specific operating systems like TinyOS [1], Contiki [2], MantisOS [3] and to optimize 
the above mentioned parameters. Two famous techniques which allow the farmers to 
use WSNs without learning to program the sensor nodes are – macro-programming 
and query driven data collection. Macro-programming [4] constructs allow the farmer 
to specify his requirements in the form of a task graph and a network graph. The tasks 
may be different types of sensing tasks, filtering tasks, routing tasks etc which may be 
specific to the requirements of a particular field. The network graph consists of sensor 
nodes on which the tasks have to be executed. The tasks are mapped on sensor nodes 
and low level programs to execute these tasks are automatically generated. Some of 
the common macro-programming architectures are KairOS [5], Regiment [6] and 
COSMOS [7].  

The other method – query driven data collection [8], allow the farmer to send SQL 
like queries and collect data on a GUI interface. The farmer specifies his requirements 
which are then converted to SQL like queries. The packets containing these queries 
are routed to the motes which take the data reading from sensors as mentioned in 
query. The packets containing the sensed data are routed back to the base-station 
where it is presented on the GUI using visualization techniques. Cougar [9] and 
TinyDB [10] are such query processing systems. TinyDB was initially designed for 
TinyOS version 1. Due to evolutionary changes in TinyOS version 2, TinyDB needed 
to be ported to TinyOS2.x. Section 2 presents previous works in this field. Section 3 
of this paper introduces TinyOS2.x and TinyDB. Section 4 presents the detailed 
system analysis of ported TinyDB. Section 5 highlights major changes that were 
required in porting and paper concludes with pros and cons of TinyDB.  

2   Related Work 

There has been a lot of research on query processing in distributed database systems, 
but only a limited work has been done on query processing for sensor networks. [12] 
presents need of query processing middleware for sensor networks. It proposes a 
layered architecture for query processing, focusing on aggregation and join 
operations. Authors do not address the problem of multi-query optimization. In [13], 
authors present an algorithm for multi-query optimization, but the work is limited to 
queries having same frequency of results. The work is targeted mainly towards 
optimization in energy consumption. Unlike TinyDB, it does not send the new queries 
immediately, instead they are stored and sent altogether. Cougar Sensor Database 
project [9] offers similar functionality as TinyDB. Cougar also uses a declarative 
language to represent the queries and then uses a query optimizer for in-network 
query processing.  

3    Preliminaries 

3.1    TinyOS2.x 

TinyOS [1] is an operating system, primarily designed to meet the requirements of 
WSN and written in nesC [11] programming language. One of the main features of 
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TinyOS is its Component based architecture. The functionality of TinyOS is 
separated and grouped into components [11], which are connected using interfaces. 
Components contain the command and the event handler implementations. A 
command is used to perform a particular service whereas events may represent any 
hardware event such as completion of the service.  

 

                  
 

Fig. 1. An example of components and interfaces. It shows an interface, ‘MessageSending’, 
used by component ‘One’ and provided by Component ‘Two’. 

 
Along with commands and events, TinyOS also support the concept of tasks, 

which allow the deferred execution of code [11].  

3.2   TinyDB 

TinyDB is a query processing system through which information can be extracted 
from WSNs. TinyDB provides a query interface running on a PC, through which 
queries having SQL like syntax, referred to as TinySQL, can be sent in the WSN 
network. The information that needs to be extracted from the network can be defined 
as the attributes of the query. It is also possible to mention additional parameters in 
the query, for example the rate for refreshing the data. As shown in figure 2, when a 
query is sent through the frontend query interface, it propagates through the network 
nodes which generates results corresponding to the query and send them back towards 
the root node which forwards the results to the frontend again.  

Example of TinyDB query: 

 Select light, temp 

 Where light>400 AND node-id = 3 

 For 10, Epoch Duration 1024 
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Fig. 2. Overview of TinyDB 

3.3   Collection Tree Protocol 

CTP [14] is a built in routing protocol in TinyOS 2.x which replaces the routing 
protocol of TinyDB 1.x. It is a tree-based collection protocol where all nodes try to 
form a tree to the root node (connected to the base station PC) based upon the link 
quality information between the node and its neighbors. Such a quality is called 
routing gradient of link and is measured by Expected Transmissions [14]. CTP needs 
the application that uses it, to explicitly set the root node of the tree. 

4   TinyDB2: System Analysis 

TinyDB2 can be classified into two major subsystems: Client Interface (Frontend) 
that runs on a PC and Sensor Network Software (Backend) that runs on the motes. 

4.1   Java-Based Client Interface (Frontend) 

It runs on the PC to which the base station node is connected. 

 

Fig. 3. Component Diagram of the TinyDB Client Interface 

After entering the query, the query is assigned a unique query id. A result listener 
is added to the query to listen for the results of this particular query id. The query is 
then sent to a query Parser where the query, expressed as a string, is parsed to fill into 
a ‘TinyDBQuery’ data structure. The TinyDBQuery data structure consists of the 
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query id, epoch duration and arrays for the selection attributes and the expressions in 
the query (E.g. WHERE, FOR etc).  

The TinyDBQuery object is then passed to the ‘TinyDBNetwork’ class which is 
responsible for sending and receiving messages from the sensor network. To send the 
query over the network, ‘TinyDBNetwork’ decomposes the query into small query 
messages each containing one attribute. These messages are then injected into the 
network one by one over the serial communication interface. After all the query 
messages have been sent, TinyDBNetwork starts receiving query results. The query id 
is extracted from these results packets and the message is forwarded to the 
corresponding result listener and displays the results on GUI.  

4.2   Sensor Network Running nesC Code 

 

Fig. 4. Component diagram of sensor network software of TinyDB 

This part of TinyDB runs on each mote in the network and is described in Figure 4. 
As shown in figure 4, TinyDB system consists of 2 main components:  

1) NetworkRouterM – that forms the routing component of the TinyDB system. It 
receives and sends the network packets  

2) TupleRouterM – that forms the core of the TinyDB system. All the query 
processing and results formation is done by this component.  

 

The NetworkRouterM on receiving any message checks the type of message and 
signals the reception of the particular message to the TupleRouterM component. 
Messages received may be of three types:  

1) Command Message – It is received from the frontend or from the parent. E.g. - 
message to delete a running query or a status command. On receiving a command 
message, the TupleRouterM invokes the particular command. In case of delete query 
command, a task ‘RemoveQueryTask’ is posted and message is rebroadcasted to the 
other nodes. 

2) QueryMessage – It is received at a node from the frontend or from the node one 
level up in the routing tree. On receipt of query messages, memory is allocated and 
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the fields of which are set as per the information contained in the QueryMessage. 
After this, the QueryMessage is broadcasted down the routing tree by the Network 
Router. After all the Query Messages for the query are received, the TupleRouter 
starts a periodic timer based on required epoch duration of the query. At every timer 
firing, the TupleRouter invokes the sensors to obtain readings of attributes mentioned 
in the query and forms a result tuple. The router discards the tuple if it doesn’t satisfy 
any selection predicate present in the query e.g. the WHERE clause. It performs any 
aggregation operation, if required. The query result component converts this tuple, 
into QueryResult containing the tuple and metadata information for example – query 
id, epoch number. The result is then forwarded up the routing tree by the Network 
Router. TinyDB for TinyOS1.x used NetworkMultiHop whereas TinyDB2 uses CTP, 
a collection tree protocol provided by TinyOS 2.x, to send the query results up the 
routing tree. CTP, in turn uses the data link layer of TinyOS to send and receive 
messages.  

3) QueryResult – A node receives QueryResult from its children. TupleRouter 
checks if the QueryResult belongs to an aggregate query and performs aggregation 
with its local readings, if required. Then the result is forwarded up the routing tree by 
the NetworkRouter. 

5   Porting TinyDB1.x to TinyDB2.x 

TinyOS1.x was upgraded to TinyOS2.x. TinyDB system which was designed for 
TinyOS1.x no longer worked with TinyOS2.x. In TinyOS2.x, several new protocols 
were adopted. The packets headers and addressing scheme had changed and the 
protocols defined by IEEE standards were adopted in the implementations. To adapt 
to these changes, TinyDB1.x needed to be ported according to the changes in 
TinyOS2.x. This section presents the major changes between TinyOS 1.x and 2.x 
along with the corresponding porting methodology that was adopted for making 
TinyDB work with TinyOS2.x. 

a) One of the major changes in TinyOS2.x is the use of Collection Tree Protocol as 
the routing protocol. To plug-in CTP in 'NetworkMultiHopM' and replace the existing 
routing logic, the upper interfaces provided by CTP and its components were used. 
The CTP protocol requires its own headers. CTP provides an interface CtpPacket 
through which packet headers are modified before sending the QueryResults. CTP 
requires a node to act as root of the tree. 

 

b) In TinyDB1, only the mote with node-id 0 could act as root of topology. In 
TinyDB2, a new command 'setCTP_Root' is added using which, the user can declare 
any particular node as the root of the Collection Tree Protocol (CTP).  

 

c) The boot sequence of TinyOS 2.0 follows a different order than in 1.0 version. 
In 1.0 version there used to be an interface StdControl which had ‘init’, ‘start’ and 
‘stop’ commands. The StdControl interface of 1.0 version has been split into 
StdControl and Init interfaces in 2.0. The StdControl interface now just contains the 
Start and the Stop commands. After the boot sequence is completed in 2.0 version, 
Boot.booted event is signaled to the application, which then starts the services 
accordingly.  
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d) A component called TinyDBAppC is used to provide the entry point of the 
mote's execution. This is the component to which the 'MainC' component and 'Boot' 
interface of TinyOS were wired. On booting the mote, after the TinyOS scheduler 
finishes initializing all the components having ‘Init’ interface, the BootC component 
signals the event Boot.booted. In this event, TupleRouterM is initialized. 

 

e)  In TinyOS2.x, Packets have been made abstract data type (ADT) i.e. the fields 
and the payload of the packet can now, cannot be directly accessed. Instead, 
TinyOS2.x provides interfaces like AMPacket and Packet to access the packet fields. 
So, to extract the destination address from the AMPacket, code like “msg -> addr” 
was replaced with AMPacket.destination( ) 

 

f) The removal of query caused runtime errors due to synchronization issues. For 
example, in case an attempt is made to access a query message of a query that has 
been just removed, then error is encountered because that query has been de-
allocated. Such synchronization issues are resolved in TinyDB2.x with help of 
synchronization locks like: 

   IS_RemovingQuery(),    
            UnSet_RemovingQyeryLock(),   
            Set_RemovingQueryLock()  
 

g) The TinyOS2 does not define any address for UART (Serial port). In earlier 
version 'TOS_UART_ADDR' was used to check whether the message is coming from 
UART. Since there was no such address defined in tinyos2, a flag 'is Message 
FromUart' is added in QueryMessage. This flag was then used to check whether the 
message was arriving from UART. Also, 'TOS_LOCAL_ADDRESS' which gives the 
node id of mote does not exist and is replaced by 'call AMPacket.address( )'. 

 

h) The TOS_msg data structure which was used for representing the packet to be 
transmitted over the network has changed to message_t [15] data structure. 

 

i) TinyOS 1.x used to assume that the network byte order of the PC and the motes 
compiler is the same, which actually used to be in case of many platforms. E.g. it is 
little endian for the mica, micaz motes and the intel PC machines. But to remove this 
platform dependency, TinyOS 2.x explicitly mentions the endianess of all its data 
structures to network byte order. e.g. The parameter ‘uint8_t data[]‘ of data structure 
‘message_t’ used for sending messages over the radio changes to ‘nx_uint8_t data[]’ 

Adding nx_ to the variable data type explicitly states its endianess to be big endian. 
So, because of this endianess mismatch, all the data structures of TinyDB backend 
were converted to network byte order.  

 

j) In TinyDB1, a query was broadcasted when front-end needed to send it to serial 
port. Optimization was done in TinyDB2 by unicasting the query to serial port. 

 

k) The ‘for’ clause of query was masked in TinyDB1. It is now propagated to the 
nodes and each node keeps a count of the epochs of readings. When the count exceeds 
the parameter defined by ‘for’ clause, the query is deleted. 

 

Other porting issues consisted of syntax changes. Some of the syntax changes 
include header file inclusion, syntax of debug (dbg) statements and conversion of 
‘result_t’ data type into ‘error_t’. [16] enlists some of such changes in TinyOS2.x. 



Retr
ac

ted

 TinyDB2: Porting a Query Driven Data Extraction System to TinyOS2.x 305 

6   Testing the Ported TinyDB 2.x 

TinyDB2.x has been tested on the linear topology of 4 nodes and for Tree topology as 
shown in figure 5.       

 

Fig. 5. Sensor network used for testing TinyDB 2.x. Bi-directional arrows show nodes communi- 
cating with each other. Dashed eclipses are used to mark the nodes that can communicate with 
each other. 

Testing the tree topology ensured proper functioning of CTP after being plugged in 
TinyDB. TinyDB2.x was tested to satisfy the case, in the discussed farm scenario. If 
the farmer wants to collect the temperature of a particular farm area denoted by node-
id, periodically, and that too FOR a particular time period only. This was done by 
mentioning farm area as node-id, periodic interval as epoch duration and time period 
as number of epochs, resulting into the following query: 

select temp, nodeid where nodeid=1 epoch duration 1024 for 10’  

7    Conclusion 

This paper achieves two different goals. First, it presents an analysis of working of a 
query processing system in sensor networks and second, it shows the changes that 
were required in making TinyDB compatible with TinyOS2.x.  The ported TinyDB 
facilitates the new direction of research at the boundary of database systems and 
sensor networks. It can provide TinyOS2.x users a much simplified approach of data 
collection. Users do not require knowing nesC language to program TinyOS running 
motes. The nodes do not need to be reprogrammed for changing the parameter to be 
sensed, once deployed. 

 
Future work. Due to energy conservative protocols adopted by TinyOS2.x, TinyDB2 
is expected give better network lifetime than TinyDB1. We aim to test it by 
integrating TinyDB with PowerTossim-Z [17], an energy modeling for TinyOS 
applications. We also aim to provide a method to configure underlying MAC 
protocols parameters (like sleep period, time slot duration, beacon period etc) through 
SQL like queries using TinyDB. This will facilitate a user in configuring his 
application to achieve maximum network lifetime, without requiring knowing about 
MAC protocols.  
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Abstract. OFDM is a promising broadband technique. However, the 
implementation disadvantage of OFDM is high peak to average power ratio 
(PAPR). Selective Mapping (SLM) is an effective method for reducing PAPR 
in OFDM. The main drawback of this technique is that, it requires side 
information to be transmitted, which results in some data rate loss. A new 
modified technique based on SLM using convolution code without side 
information is presented in this paper. By considering, the example of OFDM 
with BPSK modulation, simulation results shows that this method performs 
well in reducing PAPR without the need of any side information. 

Keywords: Orthogonal Frequency Division Multiplexing (OFDM), Peak-to-
Average-Power-Ratio (PAPR), Selective Mapping (SLM), Complementary 
Cummulative Distribution Function (CCDF). 

1   Introduction 

Orthogonal frequency-division multiplexing (OFDM) is a multicarrier modulation 
technique that can afford high speed transmission and is necessary in the next-
generation mobile radio communication system. It has good performance in spectral 
efficiency and can overcome the effects of frequency selective fading. By transmitting 
the signal simultaneously across multiple orthogonal sub channels, the system’s 
robustness is improved [1]. OFDM has been adopted for many standards, such as 
IEEE 802.11a, IEEE 802.11g, IEEE 802.16, HIPERLAN 2, Digital Audio Broadcast, 
Digital Video Broadcast, and so on. Not only in wireless system, but also in the wired 
environment, we can see OFDM, such as Discrete Multitone (DMT) in Asymmetric 
Digital Subscriber Lines (ADSL). 

One of the major drawbacks of OFDM system has been its high Peak-to-Average 
Power Ratio (PAPR). The high PAPR brings the OFDM signal distortion in the non-
linear region of high power amplifier (HPA) and the signal distortion induces the 
degradation of bit error rate (BER). Moreover, to prevent spectral growth of the 
multicarrier signal in the form of intermodulation among subcarriers and out-of-band 
radiation, the transmit power amplifier has to be operated in its linear region [2]. If the 
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HPA is not operated in linear region with large power back-offs, it is impossible to 
keep the out-of-band power below the specified limits. This situation leads to very 
inefficient amplification and expensive transmitters. Therefore, it has been important 
and necessary to research on the characteristics of the PAPR, including its distribution 
and reduction, in OFDM systems, in order to utilize the technical features of the 
OFDM. 

There have been two sorts of approaches to deal with PAPR of OFDM, one 
includes amplitude clipping [3], clipping and filtering [4], coding [5], active 
constellation extension (ACE) [6]; and the other one, which can be regarded as 
multiple signal representation technique, contains partial transmit sequence (PTS) [7], 
selected mapping (SLM) [8], erasure pattern selection (EPS) [9] and interleaving [10]. 
The latter type is also called probabilistic method, and attracts most of the attention. 
The character of this kind of methods is not to eliminate PAPR completely, but to 
reduce the probability of its occurrence. Selected mapping (SLM) is one of the 
probabilistic methods with good performance in PAPR reduction. In traditional SLM, 
the data block is rotated by a set of different phase sequences and generates 
candidates with the same size and information. The candidate with the lowest PAPR 
is selected for transmission. SLM is proposed by [8], in which the concept of SLM 
and the probability of  is given. Quite a number of papers study the 
SLM performance, complexity [11], and improvements [12]. [13] investigates SLM 
combining with coding, this has become an important branch in SLM study [14]. The 
optimality condition of SLM is derived in [15], which gives a very simple conclusion. 

In this paper, we investigate the feasibility of the combination of convolution 
coding and SLM to produce the OFDM with good performance both in spectral 
efficiency and PAPR. The analysis and simulation results support this try. 

The literature is organized as follows: in Section 2, PAPR Problem and SLM 
Scheme is defined. Section 3 presents proposed scheme. The simulations are shown in 
Section 4, and the conclusion is given in Section 5. 

2   PAPR Problem and SLM Scheme 

In the discrete time domain, an OFDM signal  of N subcarriers can be expressed as 
    1             ,      0 1                                     1    

Where , k = 0,1,2,3....., N-1,  are input symbols modulated by BPSK, QPSK or 
QAM and  is the discrete time index. 

The PAPR of an OFDM signal is defined as the ratio of the maximum to the 
average power of the signal, as follows 
  10  | || |  ,        0 1                                2  
 

Where E .  denotes the expected value operation and , , , … … .  
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As to the discrete-time signals, since symbol-spaced sampling may sometimes miss 
some of the signal peaks, signal samples are obtained by oversampling by a factor of 
L to better approximate the true PAPR. Oversampled time-domain samples are 
usually obtained by LN-point IFFT of the data block with (L −1) N zero-padding. It is 
shown in [2] that L = 4 is sufficient to capture the peaks. 

When the OFDM signal with high PAPR passes through a non-linear device, 
(power amplifier working in the saturation region), the signal will suffer significant 
non-linear distortion [16]. This non-linear distortion will result in in-band distortion 
and out-of-band radiation. The in-band distortion causes system performance 
degradation and the out-of-band radiation causes adjacent channel interference (ACI) 
that affects systems working in the neighbour bands. To lessen the signal distortion, it 
requires a linear power amplifier with large dynamic range. However, this linear 
power amplifier has poor efficiency and is so expensive. Obviously, the distribution 
of PAPR bears stochastic characteristics in a practical OFDM system. Usually, 
Complementary Cumulative Distribution Function (CCDF) can be used to evaluate 
the performance of any PAPR reduction schemes, given by [17] 

 ,  1 1                                                    3  
 
In the traditional SLM approach, U statistically-independent phase sequences, say,  , , , … …    are generated, where exp ,  ∈ 0, 2π , , k = 0,1,2,......, N-1,  u = 1,2,3,......, U. Then the data block   , , , … …    is multiplied component-wise with each one of U different 

phase sequence , resulting in a set of U different data blocks  ,, , , …  , u = 1, 2, 3,..., U. Then, all U alternative data 
blocks (one of the alternative subcarrier sequences must be the unchanged original 
one) are transformed into time domain to get transmitted symbols  , u = 
1,2,3,......,U by IFFT, where , u = 1,2,3,......,U  are defined as the candidate signals. 
Finally, the one with the minimum PAPR is selected for transmitting, shown in Fig. 1. 

 

 
Fig. 1. The block diagram of SLM scheme 
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At the side of receiver, in order to recover the received signals successfully, the 
side information is required. This information must be transmitted accompanying with 
the transmitted signal. When binary symbols are used, [  ] bits are required to 
represent this side information [2, 18], where operation .  rounds the elements to the 
nearest integers toward infinity. 

3   Convolutional Coded SLM Using BPSK Modulation 

The proposed technique is a modified selective mapping using convolutional codes to 
generate candidate blocks for transmission with error correcting capability and 
without explicit side information. In this technique, U statistically independent 
alternative sequences, which carry same information, are generated, and the sequence 
with the lowest PAPR is selected for transmission. The probability that the lowest 
PAPR exceeds a certain threshold  is given by  

   1 1  
 

Pr {•} is called complementary cumulative distribution function (ccdf) PAPR. In 
[19], these sequences are generated by inserting different dummy bits at the beginning 
of the data. Then all of the sequences are sent into Turbo encoder.  

Convolutional codes are generated more simply than Turbo codes. It encodes K 
bits information into N bits, and this N bits are not only related to current K bits but 
also related to former (L-1)*N bits, where L is the constraint length. Fig. 1 shows a 
convolutional encoder with code rate = ½. Viterbi decoding algorithm, which was 
presented by Viterbi in 1967 [20], is chosen as decoding scheme. 

 

 
 

Fig. 2. Convolutional encoder with code rate = 1/2 
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In this scheme, we use convolutional encoder with code rate = ½, constraint length 
= 7 to generate different sequences, and at the beginning of each sequence different 
dummy bits are inserted. Fig.3 shows transmitter side of the system. The first block 
inserts m dummy bits in the data block and then data block is convolutionally 
encoded. The encoded data is modulated using BPSK modulation. U different 
sequences are generated in this scheme where U = 2  and m is no. of dummy bits 
inserted. The selector chooses the sequence with the lowest PAPR for transmission 
among all sequences. Unlike the traditional SLM, to acquire the right data, the 
receiver only need expunge the dummy bits after decoding without any side 
information.  

 

Fig. 3. Convolutional Coded OFDM system Transmitter 

4   Simulation Results 

In this section, we provide some simulation results of the proposed scheme. The 
number of subcarriers N is 128 and the constellation - is BPSK. The industry-
standard 1/2 rate convolutional code [133 171] is used and the constraint length of 
this code is 7. 

Fig.4 shows the PAPR reduction performance of the proposed scheme. Here, we 
have used different values of U. U=2  , m denotes the number of dummy bits inserted 
and U represents the number of sequences generated of each data block. The figure 
shows that PAPR has been reduced by 1.4 dB (approx.) with proposed scheme as 
compared to original OFDM with U=32. 
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Fig. 4. CCDF of OFDM codes of length 128 

5   Conclusion 

In this paper, we proposed a PAPR reduction method for coded OFDM system. This 
scheme is based on the SLM technique. A convolutional code, which is often used in 
OFDM systems as a channel code, functions as a scrambler and by inserting several 
dummy bits, it can generate sufficiently different candidate OFDM signals.  It is 
suitable for space-time coded OFDM systems with a convolutional code. Simulation 
results prove that our scheme can reduce the PAPR of the transmitted OFDM signals 
effectively. 
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Abstract. Wireless Sensor Networks (WSN) based Structural Health
Monitoring (SHM) is becoming popular in analyzing the life of critical
infrastructure such as bridges on a continuous basis. For most of the
applications, data aggregation requires high sampling rate. A need for
accurate time synchronization in the order of 0.6−9 μs every few minutes
is necessary for data collection and analysis. Two-stage energy-efficient
time synchronization is proposed in this paper. Firstly, the network is di-
vided into clusters and a head node is elected using Low-Energy Adaptive
Clustering Hierarchy based algorithm. Later, multiple packets of different
lengths are used to estimate the delay between the elected head and the
entire network hierarchically at different levels. Algorithmic scheme lim-
its error to 3-hop worst case synchronization error. Unlike earlier energy-
efficient time synchronization schemes, the achieved results increase the
lifetime of the network.

Keywords: Time Synchronization, Wireless Sensor Networks, Critical
Infrastructure Monitoring, StructuralHealth Monitoring, Energy Efficient.

1 Introduction

Time synchronization in WSN has been an important research area over the
past decade. Numerous protocols, benchmarked algorithms and approaches have
been proposed to reduce the synchronization error and also being implemented
to test their viaibility for WSN; Reference Broadcast Synchronization (RBS) [2],
Timing-sync Protocol for Sensor Networks (TPSN) [3], Flooding Time Synchro-
nization Protocol (FTSP) [10], Lightweight Time Synchronization for Sensor
Networks (LTS) [4], Tiny-sync [15] and Mini-sync [15] are widely used.

Time synchronization is an inherent problem in any network. The time be-
tween any two networked computers differs due to clock drift and clock offset.
Often the crystal oscillator, provider of appropriate timing signals, is observed
to be drifted from its normal specified frequency. The clock instability is caused
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by many environmental factors, chiefly attributing to temperature variation [13].
The frequency offset is the difference in clock timing between two clocks at any
particular instant. As the frequency of the crystal varies, the clock offset varies
i.e. offset increases or decreases relative to another clock.

Physical time plays a crucial role in WSN application for Critical Infrastruc-
ture Monitoring (CIM) [1,8]. Multiple nodes possessing identical time-stamps
of an event are essential. The significance of the physical time with respect to
WSNs are detailed in [12] as : (a) interaction between a sensor network and the
observer, (b) interaction between nodes, and (c) interface between nodes and the
real world. Absence of real-time clock on WSN motes have given rise to software
schemes to synchronize their on-board clocks. The Internet uses Network Time
Protocol (NTP) [11] having accuracy in the order of nano to pico seconds which
can be adapted where there is no power constraint. Numerous solutions exist
in literature such as software clocks, unidirectional synchronization, round trip
synchronization and reference broadcasting having many advantages and disad-
vantages; schemes based on high-rate data collection are shown to have decreased
failure rate in synchronizing [12]. Power-constrained frequent synchronization is
required to tackle drifting, a major contributor to error, with an accuracy of 0.6
to 9 μs for modal analysis [9]. A 5 ms drift in 6 s period was reported by Wang
et al. [17] which is on the higher side of acceptability.

In this paper, an energy-efficient time synchronization algorithm is proposed
using few existing algorithms, but combines them uniquely to achieve the desired
goal. At first, it uses Low-Energy Adaptive Clustering Hierarchy (LEACH) for
dividing the network into clusters based on nodes’ available energy [5]. Later,
a new algorithm is proposed for synchronization. This paper is organized as
follows: Section 2 gives brief description of existing protocols, Section 3 contains
the proposed approach towards time synchronization followed by Section 4 with
results and discussion, and conclusions are given in Section 5.

2 Related Work

There has been substantial amount of work carried out in time synchronization
in general [16]. Most of the work has been done in early stage of WSN research
and not many of them have been tailored to specific application such as criti-
cal infrastructure monitoring. As a result, energy has not been considered as a
critical parameter while designing a time synchronization algorithm. As pointed
out by Krishnamurthy et al. [9], there is a need to synchronize the clock more
frequently than originally intended and this will have a bearing on lifetime on
the network. In this context, a few time synchronization methods proposed in
literature have been identified to be very useful and are described below.

Reference Broadcast Synchronization (RBS), a pioneering work, is a receiver-
to-receiver synchronization in the field. The main drawback of this approach is,
as and when the number of receivers grow, the amount of message exchange
climbs up [2] which is unsuitable for large networks. Flooding Time Synchro-
nization Protocol (FTSP) floods the network with synchronization packets to
the neighbors [10]. However, FTSP cannot compensate the propagation delay.



316 A.S. Rao et al.

There have been a few other algorithms proposed similar to FTSP, however,
this will not be very energy efficient [16]. Another very popular method on
which a lot of methods have been developed is Timing-sync Protocol for Sensor
Networks (TPSN) [3]. TPSN has two phases: firstly, during the level discovery
phase, the protocol forms a hierarchical network of different levels. Node with
level 0 forms the top level followed by level 1, 2 etc. Node in the level i commu-
nicates with at least a node in the level above (i-1 ) it. During the second phase
(also called as synchronization phase), the node at level 0 (root node) initiates
the synchronization phase using constrained flooding [16,3]. In case of message
transmission from a node of higher level, though a node at non-immediate level
overhears the message from higher levels, it only synchronizes to the level above
it. Lightweight Time Synchronization for Sensor Networks (LTS) uses three mes-
sages to synchronize a pair of nodes [4] at the pairwise synchronization stage. It
is extended from single-hop synchronization to centralized multi-hop network.
The re-synchronization rate in LTS is dependent on the depth of the tree. Also,
a bounded-clock drift is assumed and the drifts of all the nodes are considered
as equal. Although they discuss distributed multi-hop, energy efficiency is not
accomplished as the algorithm focussed only on time synchronization. Shahzad
et al. [14] propose EETS algorithm which combines RBS and TPSN for achiev-
ing better energy efficiency. Although this improves energy efficiency, in large
networks with multi-hops reaching up to 8-10 levels, the synchronization error is
higher than required for critical infrastructure monitoring. More recently, Kim et
al. [7] have developed an algorithm by reducing the number of packets exchanged
thereby conserving power. This again is a combination of RBS, TPSN and LTS
methods but reduces the number of packets exchanged. Again, the topology
used is identical to TPSN and the best achievable error rate is affected by the
number of hops. The second stage of the proposed algorithm uses the above
class of algorithms which is a combination of hierarchical levels as TPSN and
pairwise synchronization phase of LTS in synchronizing the time after energy
efficient clusters are created in the first phase using LEACH based approach.
The approach is described in the following section.

3 Approach

Energy efficient time synchronization is carried out in two stages: (a) dividing
the network into clusters in an energy-efficient manner using LEACH [5] and
(b) synchronizing the time within the cluster using multi-level pairwise synchro-
nization. LEACH elects a cluster head periodically based on the highest energy
available live node. The chance of becoming a cluster head is rotated randomly
ensuring that energy from a single node is not drained [5]. Upon cluster head elec-
tion, pairwise transmission range based multilevel, hierarchical sub-clusters are
formed in the immediate vicinity of the parent node. Variable-length packets are
used to determine the nondeterministic latency between sender and the receiver
and is compensated before transmission. The algorithm ensures that the time of
a child node is same as that of the its parent. The elected four cluster heads and
the cluster formation is pictorially represented in Figure 1. According to LEACH
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Fig. 1. Schematic of cluster formation using LEACH. Numbers within the node repre-
sent levels. B is the chosen cluster-head in any given round.

algorithm [5], the optimal number of nodes to be cluster heads was chosen to be
N̂ = 5%. In case of the proposed algorithm, as the number of nodes in any clus-
ter is limited to 12 (empirically chosen), N̂ = (Total Number of Nodes)/12 + 1
is chosen for CIM. The second part of time synchronizing procedure is divided
into four phases as explained in the following subsections.

3.1 Initiation

Let there be ’N’ nodes neighboring to base station node. Out of ’N’ nodes,
only ’P’ of them are within the communication range of base station and the
remaining (N-P) nodes are not. All nodes in the network are switched ON before
any communication or network activity is initiated. Node B initiates its routine
by synchronizing its time with the base station i.e. with the computer ensuring
database connection. It should be noted that the nodes in the topology are placed
such that it is in the communication range of at least one node.

3.2 Registration

The process of adding a new node to the topology is called as ‘Registration’. Each
node has its own ID and is uniquely identifiable. For discussion, let us consider
N = 2. Nodes in the transmission range of B are therefore 1 and 2 and vice-
versa. Therefore, the transmission power for both parent (B) and child nodes
(1 and 2) are the same. After initiation process, B broadcasts a READY signal
to inform its neighbors that it is ready to accept REQUEST from child nodes.
Now, upon hearing B’s broadcast signal, both 1 and 2 will send a REQUEST
signals. When a READY signal is sent, B will wait for tw seconds to hear from
the nodes. Any message received after tw is discarded. Suppose, B received both
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the requests from 1 and 2, then B will serve first node 1 followed by 2 in a Time
Division Multiple Access (TDMA) slotted fashion. Nodes 1 and 2 are waiting
for the COMMAND signal from B. Nodes 1 and 2 will not proceed further until
they receive any signal from B.

3.3 Calculating Nondeterministic Latency

Upon receiving and processing the COMMAND signal from B, node 1 will wait
for the tstart. At tstart, it will send message M1 to B. It is repeated for n times at
every trepeat intervals. Packets are time stamped at physical layer of node 1 and
are stored in B as and when received. Next, B will send a COMMAND signal with
M2 > M1 i.e. the message length greater than the previous one. At this time, B
records node 1’s data. Let δtn be the time difference between consecutive packets
arrived at the base station from a particular node. Let LM1 be the message
length of M1 and the time stamp of the packets’ arrival be t1...tn. Time difference
between packets can be calculated as in equation 1, where n is the packet arrived
at time tn. B calculates the average time dM1 required by a packet of size M1 to
reach base station due to send time, access time, propagation time and receive
time and is given by equation 2. Let LM2 be the length of M2. Now, B sends
a second COMMAND signal with M2 > M1. Equations 1 and 3 are calculated
for M2. Then essentially, the time required for packet of size LM2 − LM1 to be
constructed, transferred and received from node 1 (or node 2) to B is given by
equation 4. Now B sends tByte in a REGISTRATION COMPLETE message to
node 1. B accepts packets strictly from level 1, and level 1 nodes accept data from
level 2 only, identical to TPSN [3]. After this, node 1 sends a READY command
to its neighbors. At the same time, B sends a COMMAND signal to node 2 and
the process continues. At the end of REGISTRATION COMPLETE with 2, B
sends an ACCEPT command to accept data from 1 and 2. Node 2 continues
to act as parent and starts broadcasting READY signal to its neighbors (child
nodes).

δtn = |tn − tn−1| (1)

dM1 =
∑n

i=1 δtn
n

(2)

dM2 =
∑n

i=1 δtn
n

(3)

tbyte =
(dM2 − dM1)
(LM2 − LM1)

(4)

3.4 Time Synchronization

After every T seconds predetermined by application and the frequency of data
collection, B multi-casts current time to all the registered nodes. T is calculated
using equation 5, where ti is the time required for a ith node to be registered,
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taccept is the time for accepting data from all the registered nodes. The typical
tree structure formed during time synchronization after selecting the cluster head
is illustrated in Figure 2.

T =
∑N

i=1 ti
N

+ taccept (5)

The term
∑ N

i=1 ti

N is required if a node child node fails and wants to re-register.

Fig. 2. Hierarchical level creation during proposed second stage of time synchronization

In (5), first part is ’Registration time’ and the second part is ’Data acceptance
time’ in the proposed scheme. Additionally, if there is a new node, then it can
register itself in the first part and send data subsequently. In general, T should
be selected such that allowances are made for any new node to be added.

3.5 Packets Required to Synchronize a Node

Determining number of packets ’n’ in the COMMAND phase is a two-step pro-
cess. During the first step, B sends COMMAND with n=5. The maximum toler-
able synchronization error (E) between two nodes is specified by the user as tE .
During the second step, the node calculates the δEn and the average of δEn as
in equations 6 and 7 respectively. If δEavg is more than predetermined value δtE ,
then B raises its bar and requests more packets during M2 acquisition, otherwise
M2 will have ‘n’ packets as well; B tries to find the delay due to variable-length
packet size.

δEn = δtn − trepeat (6)

δEavg =
∑n

i=1 δEn

n
(7)

4 Results and Discussion

The proposed energy-efficient time synchronization algorithm can be catego-
rized as peer-to-peer, externally synchronized, deterministic, sender-to-sender
and clock-corrected approach analogous with table 2 of [16]. It gives an added
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advantage of selectively using the node head for energy efficiency. Having pre-
sented the simulation results in this paper, in future, we plan to validate the
proposed algorithm on iMote2 platform and the implementation is underway.
At the end of this section, theoretical energy consumption and effect of packet
length with respect to iMote2 platform are presented.

LEACH is a very popular clustering-based routing protocol, has been shown
to minimize global energy usage by distributing the load among nodes [5]. The-
oretically and experimentally, it has been shown that the lifetime of the network
is increased 3 times compared to a static topology. In the first stage of the pro-
posed time synchronization, LEACH based clustering is used for dividing the
network into clusters. From the results presented in [2,4,3,10], it is very clear
that the clock error increases as the number of hops increase. Using cluster-
based step at the first stage, ensures that the number of hops required in the
second stage of the algorithm will never cross three levels (12 nodes). Hence, the
maximum error in time synchronization by the proposed algorithm is the worst
case 3-hop error that of TPSN and LTS. According to Krishnamurthy et al. [9],
anything less than 10 μs error for 30 minutes duration is acceptable for modal
analysis using acceleration sensors. By virtue, the proposed algorithm ensures
this criterion. Moreover, the clustering algorithm enables data aggregation using
energy-efficient routing apart from time synchronization.

4.1 Simulation Analysis

The experiment was conducted using OMNeT++, a component-based discrete
event network simulation package. OMNeT++ offer tools to simulate computer
networks, queuing networks, processor architectures and for distributed systems.
We used NICTA’s Castalia 3.1 framework on top of OMNeT++ 4.1 to simulate
WSN scenarios [6]. In particular, for this work, we developed three simulation
scenarios with three nodes - one base base station node (N0) and two sink nodes
(N1, N2). N0 is the head of the nodes and the time-provider for other two
nodes. The experiment was simulated for 10 s, with synchronization period of
1 s each for a total period of 10 s. Start up delay for the nodes were initialized
to 0.5 ms. Node N0 waited for N1 and N2 for their reply after sending the ini-
tiation (READY) signal. The waiting time (tw) was kept at 400 ms following
the broadcast of READY signal to allow sufficient time to respond. Both N1
and N2 nodes replied with REQUEST signal. After tW seconds, N0 processed
REQUEST in ascending order of the node IDs. Node N0 sent a COMMAND
signal to N1 with tstart=10 ms, trepeat=10 ms, n=5, M1=5, M2=15. N1 sent
messages to N0 after adding current time with tstart at trepeat intervals (M1=5,
M2=15 bytes of data sent ’n’ times). Node N0 calculated δtn for M1 and M2
separately and then the average of δtn i.e. dM1 and dM2. tByte was calculated
using equation 4. Node N0 calculated tByte and δEavg, and sent the tByte to
N1 as variable-length packet delay with REGISTRATION COMPLETE signal.
After processing nodes N1 by N0, N2 was processed by sending COMMAND
signal. Further, after processing N2, node N0 sent ACCEPT signal at start of
taccept. In our simulation taccept=0 s as only two sink nodes were considered. At
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T = 1 s from the start of the READY signal, N0 multi-casts current time to reg-
istered nodes. Following this, N0 sent READY signal for the next round of clock
synchronization and this process of synchronization was continued at different
levels. We simulated for only one level i.e. between N0 and N1-N2. In this sim-
ulation for each time synchronization cycle, nodes N0 and N1 sent REQUESTs
and participated in registration; however, during implementation, registration
will be done once only. Media Access Control (MAC) layer was bypassed in the
simulation environment; radio was in Ideal mode with a transmission power level
of 0 dBm and configured to zero interference model; wireless channel was set to
have bidirectionally identical signal quality links between nodes. One-hop rout-
ing was carried out by application layer. The simulation results are presented
for three different scenarios of node placements in order to analyze the efficiency
of the proposed algorithm.

• Scenario 1 - Equidistant nodes: N1 and N2 with distance equal to 14.14
m from N0 and trepeat = 10 ms; for Node N1 tByte was 8.27 ms, δEavg

= 67.989, and tByte = 20.65 ms for N2, δEavg =33.933 was obtained by
simulation. Using this, nodes N1 and N2 sent 10 messages every 1 s for
ten seconds. The message lengths were 5 and 15 bytes. For the two nodes,
the results are summarized in table 1 for seven rounds. The nondeterministic
delay associated with size of a packet can be calculated as a correction factor
(tByte∗ Number Of Bytes) and is applied before packet transmission.

Table 1. Synchronization Errors for Node 1 and Node 2

Round Node Sync Error Node Sync Error
ID (ms) ID (ms)

1 1 41.39 2 99.43
2 1 29.82 2 95.55
3 1 41.34 2 91.72
4 1 37.50 2 91.72
5 1 37.52 2 95.56
6 1 41.34 2 95.56
7 1 37.52 2 95.56

• Scenario 2 - Unequal distance between nodes: Distance between N0
and N1 was 14.14 m, and between N0 and N2 was 26.92 m; the results
obtained from this simulation were same as Scenario 1, with distance having
less impact on nondeterministic latency. This can also be justified by the fact
the travel times for radio waves remains nearly unvaried for short distances.

• Scenario 3 - Synchronization error at different levels: Suppose level
i is the base station level, level i + n is the node at level n, then the error at
different levels can be calculated relative to base station level as equation 8,
where tByte(i+n)−i is the time required from a byte to be transferred between
nodes of level n and i; Ni is the number of bytes to be transferred. The error
at level i + n is the cumulative error from level i + n to i.
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Errorni =
i∑
n

tByte(i+n)−i ∗ Ni (8)

4.2 Energy Consumption

Energy consumed by a node in general is essentially due to two main contributors
- Processor and the Radio. During active times, the available energy is utilized
(by processor and/or RI) up to or less than their stated absolute maximum
rating values. During sleep (or idle) times, the nodes conserve their energy by
entering into the low-power modes, in particular, sleep modes deactivate RI.
Energy consumed by a node for the purpose of the communication, in general,
at any particular instant, is given by equation 9; energy consumed by the main
processor of the node is given by equation 10 and the total energy consumed by
a node (at any instant of time) is given by equation 11

ERI = EReceiver + ESender + ERadio Process (9)

EP = EProcess ∗ [TRadioON + TRadioOFF ] + ESleep ∗ TSleep (10)

EN = EProcessor + ERI (11)

From equations 9 and 11, for Imote2, EPmax = 97 mA; EPmin = 31.387 mA;
ERImax = 36.626 mA; ERImin=27.5 mA. Energy expended in sending (Esend)
and receiving (EReceive) a packet are 31 mA and 18.1 mA respectively. For the
cluster shown in Figure 2, energy consumed will be 32 w per cycle per cluster. For
clusters with different spatial orientation, energy consumption entirely depends
on number of clusters in the vicinity of each cluster head.

5 Conclusion

Time synchronization is fundamental to data fusion and henceforth to help de-
tect and/or monitor events. The accuracy of synchronized time among nodes,
coupling closely (in time), ameliorates the system’s ability to determine an event.
Synchronization of time among nodes can be achieved by eliminating nondeter-
ministic delays (send time, access time, propagation time, receive time). Adding
to nondeterministic delays, frequency drifts due to clock instabilities and off-
set due to drifts, contribute to increase in synchronization error or mismatch
in clock timings among nodes. Though several algorithms and approaches have
been proposed by researchers for time synchronization, this proposed approach is
also equally useful for energy-efficient, robust, externally synchronized multi-hop
networks.
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Abstract. In Mobile Ad hoc Networks (MANETs) congestion occurs due to the 
packet loss and it can be effectively reduced by involving congestion control 
scheme which includes routing algorithm and a flow control at the network 
layer. In this paper, we propose to design and develop an agent based 
congestion control technique for MANETs. In our technique, the information 
about network congestion is collected and distributed by mobile agents (MA). 
The nodes are classified into four categories based on its traffic class. The MA 
measures the queue length of the various traffic classes and the channel 
contention and estimates the total congestion metric to find the minimum 
congestion level in the network. The congestion metric is applied in the routing 
protocol to select the minimum congested route. By simulation results, we show 
that our proposed technique attains high delivery ratio and throughput with 
reduced delay when compared with the existing technique. 

Keywords: Mobile Ad hoc Networks (MANETs), Mobile Agents (MA), Total 
Congestion Metric (TCM), Enhanced Distributed Channel Access (EDCA), 
Transmission opportunity limit (TXOP).  

1   Introduction 

1.1   Congestion Control in MANETs 

The mobile ad hoc network is capable of forming a temporary network, without the 
need of a central administration or standard support devices available in a 
conventional network, thus forming an infrastructure-less network. In order to 
guarantee for the future, the mobile ad hoc networks establishes the networks 
everywhere. To avoid being an ideal candidate during rescue and emergency 
operations, these networks do not depend on the irrelevant hardware. These networks 
build, operate and maintain with the help of constituent wireless nodes. Since these 
nodes have only a limited transmission range, it depends on its neighboring nodes to 
forward packets [1]. 

Congestion takes place in MANETs with limited resources. Packet losses and 
bandwidth degradation are caused due to congestion, and thus, time and energy is 
wasted during its recovery. Congestion can be prevented using congestion-aware 
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protocol through bypassing the affected links [2]. Severe throughput degradation and 
massive fairness problems are some of the identified congestion related problems. 
These problems are incurred from MAC, routing and transport layers [3].Congestion 
control is the major problem in mobile ad hoc networks which is related to controlling 
traffic entering into a telecommunication network. To avoid congestive collapse or 
link capabilities of the intermediate nodes and networks and to reduce the rate of 
sending packets congestion control is used extensively [4]. End system flow control, 
network congestion control, network based congestion avoidance, and resource 
allocation includes the basic techniques for congestion control [5]. 

The congestion non-adaptive routing protocols, leads to the following difficulties: 

• Long delay:  
• High overhead:  
• Many packet losses: [6]. 

1.2   Problem Identification and Proposed Solution 

As explained in the previous section, congestion adaptive routing has been examined 
in several studies. Estimating or reviewing the level of activity in the intermediate 
nodes using load or delay measurement, is the common approach in all the studies 
mentioned. The favorable path is established based upon the collected information, 
which helps in avoiding the existing and developing congested nodes. The 
performance of routing protocols is affected by the service type of the traffic carried 
by the intermediate nodes. But no research has stated this so far. 

Before presenting themselves as aspirant to route traffic to the destination, the 
MANETs do not take the status of the queues into account, for the route discovery 
process. Because of this, the newly arriving traffic face long delays, packet drops, and 
fail to be transmit ahead of the already queuing traffic. 

Enhanced performance and better congestion control can be achieved only by 
considering the routing and the flow control together. This was not done in earlier 
researches [10]. In this paper, we propose to design and develop an agent based 
congestion control technique. 

2   Related Works 

Yung Yi et al [7] have developed a fair hop-by-hop congestion control algorithm with 
the MAC constraint being imposed in the form of a channel access time constraint, 
using an optimization-based framework. Umut Akyol et al [8] have studied the 
problem of jointly performing scheduling and congestion control in mobile adhoc 
networks so that network queues remain bounded and the resulting flow rates satisfy 
an associated network utility maximization problem. S.Karunakaran et al [9] have 
presented a Cluster Based Congestion Control (CBCC) protocol that consists of 
scalable and distributed cluster-based mechanisms for supporting congestion control 
in mobile ad hoc networks. Xuyang Wang et al [17] proposed a cross layer hop by 
hop congestion control scheme to improve TCP performance in multihop wireless 
networks which coordinates the congestion response across the transport, network, 
and transport layer protocols. Kazuya Nishimura et al [18] proposed a routing 
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protocol that reduces network congestion for MANET using multi-agents. They use 
two kinds of agents: Routing Agents to collect information about congestion and to 
update the routing table at each node, and Message Agents to move using this 
information.  

3   Agent Based Congestion Control 

3.1   Protocol Overview  

In this paper, we propose to design and develop an agent based congestion control 
technique. In our technique, the information about network congestion is collected 
and distributed by mobile agents (MA). Each node has a routing table that stores 
routing information for every destination. MA starts from every node and moves to an 
adjacent node at every time. The MA updates the routing table of the node it is 
visiting. 

In our technique, the node is classified in one of the four categories depending on 
whether the traffic belongs to background, best effort, video or voice AC respectively. 
Then MA estimates the total congestion metric by calculating the queue length and 
the channel contention and it is applied to the routing protocol to select the minimum 
congested route.  

3.2   EDCA Mechanism of 802.11e 

The Hybrid Coordination Function (HCF) which has been sketched by 802.11e labels 
two new MAC methods. The PCF and DCF modes have been replaced with HCF 
controlled channel access (HCCA), and enhanced distributed channel access (EDCA) 
which provides distributed access supplying service differentiation [11]. 

An extended version of the legacy DCF mechanism is EDCA. Access Categories 
(AC) or traffic priority classes like voice, video, best effort and background are 
defined by EDCA [12]. The access categories prioritize themselves from AC3 to 
AC0. In general, best effort and background traffic are maintained by AC1 and AC0 
and real-time applications like voice or video transmission are maintained by AC2 
and AC3 [13]. For the purpose of service differentiation, many MAC constraints vary 
with priority level chosen for each AC.  

For the implementation of the EDCA contention algorithm the four transmission 
queues are applied with each AC being communicated with the others. The minimum 
idle delay before contention (AIFS), the Contention Windows (CWmin and CWmax), 
and the Transmission opportunity limit (TXOP) are the various parameters described 
here. 

In the MAC layer, voice traffic is conveyed through AC3 and the video traffic is 
conveyed through AC2 in accordance with 802.11e EDCA standard. The AC class 
differentiation in EDCA is very much useful in providing services to the traffic. 
Superior servicing is done for high-priority traffic and not much importance is given 
for low-priority traffic. The contention parameters of EDCA are not able to adapt to 
the network conditions, in spite of the delay sensitivity of real-time traffic taken into 
account. This leads to limitations in the QOS improvement [14]. 
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ACs pause for diverse values of Arbitration Interframe Space (AIFS) and AIFSi is 
computed by, 

SlotTimeAIFSNiSIFSAIFSi ×+=  

where AIFSi  is a positive integer which is greater than one, AIFSNi  is the AC-
specific AIFS number; SIFS and Slot Time are dependent on physical layer [12]. If 
the values of the subsequent parameters are small, the channel access delay will 
become less for the AC which leads the higher priority to approach the medium. 

When a particular QoS station (QSTA) has the concession to begin transmissions, 
then the TXOP is expressed as the time interval in IEEE 802.11e [15]. 

3.3   Mobile Agent (MA) 

A Mobile Agent (MA) starts from every node and moves to an adjacent node at every 
time. A node visited next is selected at the equivalent probability. The MA brings its 
own history of movement and updates the routing table of the node it is visiting.  

Each MA has its own history which consists of its source node S, the current time 
Tc, the number of hops NH from the starting node, the adjacent node AN that the 
MA has last visited and the number of multiple packets NP  on AN at Tc . When an 
MA visits a node, it puts the information ),,,,( NPANNHTcS  in the routing table of 

that node. 
Each node has a routing table that stores k fresh routing information records from 

itself to every node )}],,,(),,,{(,[: NPmANmNHmTcmNPiANiNHiTciSS L , where 

TmTcTc >>> L21 . We call m the number of entries. For each )1( mii ≤≤ , Tci  is a 

time of visiting the adjacent node ANi , NHi  is the number of hops and NPi  is the 
number of MAs on ANi . When MA with the history ),,,,( NPANNHTcS visits a 

node N , the routing information on that node  

)}],,,(),,,{(,[ NPmANmNHmTcmNPiANiNHiTciS L is updated to 

)}]1,1,1,1(

),,,,(),,;,{(;[

−−−− NPmANmNHmTcm

NPiNPiANiNHiTciNPANNHTcS L
 

3.4   Queue Length Estimation 

The traffic rate within the network has to be determined to find the level of 
congestion. The traffic rate is significantly affected by 

• the number of new incoming flows 
• the number of existing flows 
• the density of the nodes in the network  
• Communication abilities of nodes  

Our goal is to acquire macroscopic network statistics using a heuristic approach. 
We compute the traffic rate as follows: Let the value oL  represent the offered load at 

the queue of node i and it is defined as 
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i

i
oi SR

AR
L =                                                          (1) 

where iAR is the aggregate arrival rate of the packets produced and forwarded at node 

i while iSR is the service rate at node i , i.e., TSRi /1= where T  is the computed 

exponentially weighted moving average of the packets' waiting time at the head of the 
service queue. The distribution of the queue length )( 1QPR (essentially this is the 

probability that there are lQ packets in the queue) at the node is computed as  

1
1 )1()( oioi LLQPR −=                                                 (2) 

For N distinct queues, the joint distribution is the product 

li
oioi

i

N

N LLQQQPR )1(),(
1

11211 −∏=
=

L                                      (3) 

3.5   Channel Contention Estimation 

In this network, we consider IEEE 802.11 MAC with the distributed coordination 
function (DCF). It has the packet sequence as request-to-send (RTS), clear-to-send 
(CTS), data and acknowledgement (ACK). The amount of time between the receipt of 
one packet and the transmission of the next is called a short inter frame space (SIFS). 
Then the channel occupation due to MAC contention will be  

accSIFSCTSRTSOCC ttttC +++= 3
                                                           

(4)
                                                                      

Where tRTS and CTSt  are the time consumed on RTS and CTS , respectively and 

SIFSt is the SIFS  period. acct  is the time taken due to access contention.  

The channel occupation is mainly dependent upon the medium access contention, 
and the number of packet collisions. That is, occC is strongly related to the congestion 

around a given node.  

occC can become relatively large if congestion is incurred and not controlled, and 

it can dramatically decrease the capacity of a congested link.  

3.6   Agent Based Congestion Control Routing  

The Total Congestion Metric (TCM) can be estimated from the obtained queue length 
and the channel contention. 
 

occCQPRTCM += )( 1                                                                               (5) 
 

The agent based congestion routing can be explained from the following figure: 
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Fig. 1. Agent Based Congestion Routing 

Step 1: The source S checks the number of available one hop neighbors and clones 
the Mobile Agent (MA) to that neighbors. 

Step 2: The Mobile Agent selects the shortest path of the route to move towards the 
destination D as given in the Fig 1 such as P1, P2 and P3. 

Step 3: The MA1 moves towards the destination D in a hop-by-hop manner in the 
path P1 and MA2 in P2 and MA3 in P3 respectively. 

Step 4: Then the MA1 calculates the TCM1 of that path P1 and similarly MA2 
calculates the TCM2 of P2 and MA3 calculates the TCM3 of P3. 

Step 5: Now the destination D sends the total congestion metrics TCM1, TCM2 
and TCM3 of the paths P1, P2 and P3 respectively to the source.  

Step 6: Now the source selects path using min (TCM1, TCM2, and TCM3) and 
sends the data through the corresponding path which has the minimum congestion.  

4   Simulation Results 

4.1   Simulation Model and Parameters 

We use NS2 [16] to simulate our proposed technique. In the simulation, the channel 
capacity of mobile hosts is set to the same value: 11Mbps. In the simulation, mobile 
nodes move in a 1000 meter x 1000 meter region for 50 seconds simulation time. 
Initial locations and movements of the nodes are obtained using the random waypoint 
(RWP) model of NS2. It is assumed that each node moves independently with the 
same average speed. All nodes have the same transmission range of 250 meters. The 
node speed is 5 m/s. and pause time is 5 seconds. In the simulation, for class1 traffic 
video is used and for class2 and Class3, CBR and FTP are used respectively. We 
compare the performance our Agent Based Congestion Control (ABCC) technique 
with the Hop by Hop algorithm [7]. The performance is evaluated mainly, according 
to the metrics: Packet Delivery Fraction, Throughput in terms of number of packets 
received successfully and Average end-to-end delay:  

4.2   Results 

A. Effect of Varying Rates 
In the initial experiment, we measure the performance of the proposed technique by 
varying the rate as 250, 500, 750 and 1000Kb. 
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Fig. 2. Rate Vs Throughput 
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Fig. 3. Rate Vs Packet Delivery Fraction 
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Fig. 4. Rate Vs End-to-End Delay 
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When the rate is increased, normally, the more number of packets will be sent 
leading to congestion. 

Fig 2 gives the throughput of the proposed technique when the rate is increased. As 
we can see from the figure, the throughput is more in the case of ABCC when 
compared to the Hop by Hop algorithm, since it detects the congestion accurately. 
From Fig 3, we can see that the packet delivery fraction for ABCC is more, when 
compared to the Hop by Hop algorithm. From Fig 4, we can see that the average end-
to-end delay of the proposed ABCC technique is less when compared to the Hop by 
Hop algorithm, since congestion is quickly detected by the mobile agents. 

 
B. Effect of Varying Flows 
In the next experiment, we compare our proposed technique by varying the number of 
flows as 2, 4, 6, 8 and 10. 
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When the number of flows is increased, it leads to network contention as well as 
increased queue length, which results in the throughput degradation. 

Fig 5 gives the throughput of the proposed technique when the flow is increased. 
As we can see from the figure, the throughput is more in the case of ABCC when 
compared to the Hop by Hop algorithm, since it detects the congestion accurately. 
From Fig 6, we can see that the packet delivery fraction for ABCC is more, when 
compared to the Hop by Hop algorithm. From Fig 7, we can see that the average end-
to-end delay of the proposed ABCC technique is less when compared to the Hop by 
Hop algorithm, since congestion is quickly detected by the mobile agents. 

5   Conclusion 

In this paper, we have designed and developed an agent based congestion control 
technique. In our technique, the information about network congestion is collected 
and distributed by mobile agents (MA). A mobile agent starts from every node and 
moves to an adjacent node at every time. The MA updates the routing table of the 
node it is visiting. In this technique, the node is classified in one of the four categories 
depending on whether the traffic belongs to background, best effort, video or voice 
AC respectively. Then MA estimates the queue length of the various traffic classes 
and the channel contention of each path. Then this total congestion metric is applied 
to the routing protocol to select the minimum congested route in the network. By 
simulation results, we have shown that our proposed technique attains high delivery 
ratio and throughput with reduced delay when compared with the existing technique. 
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Abstract. During the last decade, tremendous progress has been reported in 
providing network to mobile users. Mobile Ad hoc Network (MANET) is one 
of the networks that do not require any administrator involvement during the 
communication. MANET can be deployed in the places, where it is not feasible 
to install an infrastructure, such as in military area. Vehicular Ad hoc Network 
(VANET) is an emerging sub-class of MANET. VANET is deployed on the 
road, where vehicles constitute mobile nodes. Active security and intelligent 
transportation are important applications of VANET, which need suitable 
vehicle-to-vehicle communication technology, especially routing technology. 
Routing protocol needs to design, to address challenges of VANET such as, 
high mobility of nodes, random topology, and heterogeneous networks. 
Mobility models reflect the movement pattern of nodes on the road. The 
mobility models are used during the simulation/implementation of protocols. 
They should generate movement pattern in such way that, the generated pattern 
should reflects real world behavior of vehicles on the roads. This paper provides 
a detailed survey of routing protocols and mobility models in VANET.  

Keywords: Mobile Ad hoc Network (MANET), Vehicle Ad hoc Network 
(VANET), Inter-vehicle communication (IVC), vehicle-to-vehicle (V2V), 
Global positioning system (GPS).   

1   Introduction 

Ad hoc network is a collection of wireless mobile nodes without any fixed base 
station infrastructure and centralized management. Each node acts as both host and 
router, which moves arbitrarily and communicates with each other via multiple 
wireless links. It is a multi-hop wireless network, where packets need to pass through 
several nodes to reach destination [2]. MANET is a class of ad hoc networks. The 
advantage of ad hoc network is that they can be quickly deployed with no 
administrator involvement.  

Now days, more and more research is dedicated to VANET. VANET allows V2V 
communication to provide safety and comfort to both drivers and passengers. VANET 
operates by gathering existing traffic scenarios. Some of the other services provided 
by VANET such as warning messages to reduce the number of road accidents and 
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traffic jam [3]. Apart from these applications, this technology can also used to provide 
various vehicular services such as transparent connection to Internet and Intranet, 
telecommunication services, info stations [5].   

In order to provide vehicular services, there is a need for good routing protocol, 
which can deal with all the challenges of VANET. VANET is a dynamic network, so 
it is challenging issue to be able to get at run time. VANET routing protocols are 
classified into three categories: proactive routing protocol, reactive routing protocols 
and position based routing protocols. Proactive routing protocol, which always 
maintains routes from source to destination by periodically updating routing table 
example OLSR [24], Where reactive routing protocols  initiates route computation 
only on demand basis, AODV [23]. Position based routing protocol [7] computes 
routes based on the physical position of the nodes, by using GPS.  

Mobility models reflect as possible as real behavior of vehicular traffic on the road. 
One critical aspect while simulating VANET is the use of mobility models. There are 
several mobility models such as random pattern, graph constrained commonly used 
by VANET researchers [9]. But one problem with these types of models is that they 
do not reflect real behavior of traffic pattern [15]. They ignores some critical aspects 
of the real world traffic such as queuing of vehicles at road intersection, traffic lights 
and traffic signs, pedestrian movements, acceleration and deceleration according to 
neighbor vehicle, overtaking and lane changing behavior of drivers.  

This paper provides a detailed survey of routing protocols used in VANET and 
explained in details advantages and disadvantages of each routing protocol. This 
paper also provides detailed survey of mobility models and mobility model generation 
tools with their classification. The certain drawbacks of mobility model and mobility 
model generation tools have been explained in detail in this paper.   

The rest of paper is organized as follows: section 2 describes some currently used 
routing protocols in VANET. Section 3, describes mobility models and some tools for 
generation of mobility models with classification; those are used during the 
simulation of routing protocols and conclusion is drew in section 4.  

2   Review of Routing Protocols 

Routing protocols in VANET broadly classified into position based routing protocols, 
proactive routing protocols and reactive routing protocols.  

2.1   Position Based Routing Protocols  

These types of protocols find the route to destination based on the physical location of 
the nodes. Several positions based routing protocol have been proposed. Geographic 
source routing (GSR) protocol [7] uses a city map to find the route from source to 
destination. The map of city is digitized and stored in a geographic information 
system (GIS). GSR protocol uses a reactive location service (RLS) to find the position 
of desired communication partner. The digitized map contains a street and road 
junction information. Based on that, it finds route that passes through a street and 
sequence of road functions. The source node floods the network with position request 
for the specific node identifier. When node corresponds to request identifier receives 
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request, reply back position information to the source node. Then the sending node 
computes the path through a sequence of road junctions to a destination, by using map 
of city. GSR performs well in city environments, where generally other position based 
routing protocols suffer. But GSR does not consider density of nodes during selection 
of next road junctions.  

Greedy perimeter stateless routing (GPSR) [8] is a position based routing protocol. 
GPSR archives scalability in term of number of nodes in network and mobility rate, 
by storing little amount of information per node. It stores only node's identifier and 
physical location of node in a routing table. GPSR works in two modes: i) in greedy 
forwarding mode, packets are forwarded to a node which is geographically closer to a 
destination node. ii) if greedy fails, then it switches to perimeter forwarding mode. In 
this mode, packets are forwarded along the perimeter of the node, where greedy 
failed. When it finds any node closer to destination, then switches back to greedy 
mode. This protocol achieves good result at the high mobility rate. But GPSR has a 
drawback as large number of packet losses due to the formation of routing loops in 
perimeter forwarding mode.  

Greedy Traffic Aware Routing (GySTAR) [21] protocol incorporates vehicle 
movement prediction method during route selection. It routes packets between the 
road junctions towards the destination. The difference with GSR is that, junctions are 
chosen by taking into account the number of vehicles in between the junctions and the 
range to the next junction. This protocol uses a carry and forward approach, node 
holds the packets until it finds best hop to forward. It performs well than GSR. This 
protocol has problem of failure of intermediate nodes due to the holding of packets. 

Connectivity Aware Routing (CAR) [6] provides new type beaconing mechanism 
called, adaptive beaconing. In adaptive beaconing frequency of HELLO beacons 
depend on the number of neighboring nodes. It uses a preferred group broadcasting 
(PGB) technique, which is an optimized broadcasting technique. It reduces a control 
messages overhead by eliminating redundant transmission. This protocol integrates a 
location service into its route selection process. But due to the integration, it suffers 
from packet overhead problem.   

2.2   Reactive Routing Protocols 

These types of protocols initiate route computation only on demand basis, so they 
give better performance than proactive routing protocols. There are so many reactive 
routing protocols have been proposed. Ad hoc On Demand Distance Vector (AODV) 
[24] is reactive routing protocol, which finds the route to destination on demand basis. 
This protocol invokes route discovery mechanism only when route to a destination is 
not known. In this protocol each node maintains routing table that contains 
information about reaching the destination. The size of routing table minimized by 
storing only next hop information rather than storing entire route to a destination. 
AODV maintains single route from source to a destination. But this may suffer from a 
problem of frequent route failures in high mobility of nodes.  

Ad hoc On Demand Multi path Distance Vector (AOMDV) [4] overcomes AODV 
[23] frequent route failure problem by storing multiple routes from source to 
destination. It is a reactive routing protocol. It creates multiple reverse paths unlike to 
AODV, which creates only single reverse path. This would give robustness to the 
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protocol, as if one route fails, then packet can be routed through another route. But 
this AOMDV protocol does not considers real time information during the route 
discovery process. To overcomes this real time information problem, an improved 
version of AOMDV proposed [3]. This improved AOMDV is based on the speed 
metric. The speed metric is a combination of node's speed and direction. This protocol 
uses speed metrics information, which selects route that based on real time traffic 
information.   

Adaptive routing protocol [2] is a combination of proactive and reactive routing 
protocol, it is hybrid one. It adapts the transmission range according to the speed and 
density of nodes. It calculates the density of nodes by taking into account special 
feature, called link expiration time (LET).  If LET is short, means high speed of nodes 
and low node density and if it is long then low speed of nodes and high density of 
nodes. This protocol suffers from a message overhead problem due to periodically 
exchange of speed and location information. 

2.3   Proactive Routing Protocols  

Proactive protocols always maintain routes from source to destination by periodically 
updating routing table. Density aware routing [1] protocol uses available road 
hierarchies’ information to route the packets. Road is classified as high density road- 
street road, minimum density road – secondary roads and low density - freeway.  In 
that two routes are maintained. In case failure of first route, packet is routed through 
another route. It considers the real time traffic information i.e. it calculates the density 
of the nodes on that route by sending test packet first. The test packet contains the 
density of nodes on that route. After that, route is selected. It selects the route based 
on real time information. But it has a drawback as the consumption of the bandwidth 
due to test and original packets.   

Optimized Link state routing (OLSR) [24] is a proactive routing protocol stores the 
entire route from source to destination. Due to that size of routing can be increases 
drastically as the number of node increases in the network. They periodically update 
routing table by exchanging each other fresh copy of the routes.  When ever source 
node wants to send packet to a particular destination, it searches its own routing table. 
If route to destination not available, then source node invokes route discovery 
processes. It finds the best route from source to destination by using Bellman ford 
algorithm. This algorithm solves routing loop problem. The problem with this, OLSR 
requires a regular update of its routing tables, which uses up battery power and a 
small amount of bandwidth even if the network is idle.   

3   Review of Mobility Models 

Several mobility models and tools are proposed for the generation of traffic pattern. 
The mobility model is designed to describe the movement pattern of mobile users, 
and how their location, velocity and acceleration change over time. Here we review 
some mobility models and mobility model generation tools. Mobility models are 
usually classified into macroscopic mobility model and Microscopic mobility models 
[17].  
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3.1   Macroscopic Mobility Model  

This type of mobility models considers the motion constraints such as street, roads, 
crossroads and traffic lights during the generation of vehicle movement traces. They 
define the generation of vehicle traffic such as traffic flow, traffic density and initial 
distribution of vehicles. In following section we review mobility models that generate 
vehicular traffic in macroscopic way.  
 

Random mobility model: In Random way point model [16], mobile nodes move 
randomly and freely without any restrictions. In this model, the destination, speed and 
direction all are chosen randomly and independent of other nodes. The fraction of 
nodes in network remains static for the entire simulation time. The velocity of node is 
uniformly chosen at random from the interval [Vmin, Vmax]. The node moves 
towards destination with a velocity v. When it reaches to destination, it remains static 
for the predefined pause time and moving again according to same rule. The mobility 
behavior of nodes very much depends on the pause time and maximum speed of 
nodes. The following parameters describe a simulation setup of model.  
 

• Size and shape of the deployment region Q, 
• initial spatial node distribution fint (x),   
• static parameter ps, with 0< ps<1,  
• Probability density function fTp (tp) of pause time, and 
• Minimum and maximum speed: 0 < Vmin ≤ Vmax. 

 

The components of node distribution fx(x) is composed of three distinct 
components:  

 

fx (x) = fs(x) + fp(x) +fm(x)                                                 (1) 
 

Gauss morkev model: The random way-point model can generate speed and 
direction of nodes independent on previous history. It directly selects from its 
predefined range, so this can create a sudden stop and sharp turn problem. Gauss 
morkev model [21] first calculates the speed and direction of movement for each 
node. Then nodes move with the calculated speed and direction for a period. After 
that period similar movements begins again. The time that is used in the movement in 
each interval before the change in speed and direction, is constant. The current speed 
and direction related to the previous speed and direction by following equation.  

 

sn = αsn-1 + (1-α) * s + (1-α2) * sxn-1½.                                        (2) 
 

dn= αdn-1 + (1-α)*d + (1-α2) * sdn-1 ½.                                       (3)     
 

Where, sn and dn are the values of speed and direction for movement in the period 
time n, sn-1 and dn-1 are the values of speed and direction for movement in the period 
time n-1, α is the constant value in the range [0, 1], s and d are constants representing 
the mean speed and direction, αsn-1 and αdn-1 are variables from a Gaussian 
distribution.  

This Gauss morkev model calculates current speed and direction of mobile node 
based on the previous speed and direction values, so due to this gauss morkev model 
overcomes sudden stop and sharp turn problems of Random way point model [16].  
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Mobility model generation tool: Several tools are proposed for the generation of 
mobility models. These tools generate movement traces, to describe the behavior of 
vehicle on the road. Following tools generate vehicular traffic in a macroscopic way.  

Mobility model generator for Vehicular Network (MOVE) facilitates users to 
rapidly generate realistic mobility models for VANET simulation with a visualization 
property. This model works with another micro-simulator traffic model, called SUMO 
[23]. MOV model consists of two main components: Map Editor and Vehicle 
Movement Editor. Map Editor is used to create the road topology, which is either 
created by manually, automatically or by importing the maps from databases such as 
TIGER ((Topologically Integrated Geographic Encoding and Referencing). The 
Vehicle Movement Editor used for the generation of vehicle movement. The output of 
MOVE is a mobility trace file which contains the information on vehicle movement 
that can be used by network simulator. All the parameter configuration of vehicle 
movement is done in a static way. This model does not consider micro – mobility 
features. Micro- mobility feature is related to the modeling behavior of single vehicle 
over the all the vehicles on the road. This feature gives model more realistic that 
reflects behavior of the real world.   

The IMPORTANT tool [27] implements several random mobility models and 
Manhattan model. The IMPORTANT tool includes the car following model, which 
includes the basic car to car interaction model based on the distance. It describes the 
controlling mechanisms such as acceleration and deceleration based on the distance 
between two cars. It describes the all the physical parameters of cars, such as length 
and width of car. Based on these parameters, it calculates the acceleration and 
deceleration of cars.  But when related to framework, we can see that the structure of 
tool is definitely too simple to represent realistic motions, it models only basic motion 
constrains.   

3.2   Microscopic Mobility Model  

Street Random Way point (STRAW) is a tool [11] that generates the mobility patterns 
with extraction of urban topologies from the TIGER database. It supports for the 
micro – mobility features of models. STRAW implements a complex intersection 
management using traffic lights and traffic signs. Due to this characteristic, vehicle 
shows a more realistic behavior when reaching at intersection. It includes a traffic 
control mechanisms that force drivers to follow deterministic admission control 
protocol when encountering intersection. Drawback of STRAW model is it does not 
give details about the traffic flows. Also it does not specify the lane changing 
behavior. 

CanuMobiSim [13] is a tool for the generation of movement traces in a variety of 
conditions. This tool provides a GUI for the generation of mobility models and it can 
generate mobility traces for Network simulator [25] and GloMoSim [26]. 
CanuMobiSim tool keeps micro – mobility in consideration and implements several 
car to car interaction models that adjust speed of vehicle according to the density of 
vehicles. It also implements an Intelligent Driver Model (IDM), which adapts the 
velocity depending on movements between neighboring vehicles. CanuMobiSim tool 
includes complex traffic generators that can implements basic source-destination 
paths using Dijkstra shortest path algorithms. But due to its generic structure, it 
suffers from a problem of reduced level of details in specific scenarios.  
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VanetMobiSim [15] is a tool that generates a realistic vehicular movement traces. 
It is an extension to the CanuMobiSim [13]. As CanuMobiSim provides efficient and 
easily extensible mobility architecture, but due to its genral purpose nature, it suffers 
from a reduced level of detail in specific scenarios. VanetMobiSim is aimed at 
extending the vehicular mobility support of CanuMobiSim to a higher degree of 
realism. In VanetMobiSim the micro – mobility feature takes into account, the road 
topology, the road structure (Unidirectional or Bidirectional, single lane or multilane), 
the road characteristics (speed limits, vehicle classes restrictions) and the presence of 
traffic signs. This tool includes Intelligent Driver Model with Intersection 
Management (IDM-IM) which gives intersection handling capabilities to the vehicles 
driven by the IDM (Intelligent Driver Model). 

4   Conclusion 

In this paper, we have reviewed routing protocols in Vehicular Ad hoc Network, with 
their classification. Proactive routing protocols such as OLSR, suffers from a problem 
of tremendous increase in the size of routing table, by increasing number of nodes in 
the network. Reactive routing protocol such as AODV suffers from frequent route 
failure problems and additional time required during the route discovery process.  
AOMDV has real time traffic problems. The position based routing protocols perform 
well in highway environment but suffer in the city environment due to signal 
blockage and multi-path effects. GPSR suffers from a packet losses and routing loops 
in perimeter mode. GySTAR uses carry and forward approach, but leads to 
intermediate node failure problem. CAR suffers from packet overhead problems.  We 
have reviewed that every protocol has some drawback. It is necessary to design 
routing protocol that will adderess all these problems.     

We reviewed several mobility models and tools. Random way point has sudden 
stop and sharp turn problem. Random way point and gauss morkev model useful in 
MANET, but not in VANET. They do not reflect real world mobility pattern. 
Mobility model generated by tool suffer from a micro –mobility feature problem, road 
intersection handling problem. It is needed to develop such model that will overcome 
all the problems and will generate real mobility model.  
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Abstract. Wireless sensor network (WSNs) is highly vulnerable to attacks
because it consists of various resource-constrained sensor nodes which commu-
nicates among themselves via wireless links. Establishment of pairwise keys be-
tween sensor nodes is used to realize many of the security services for wireless
sensor networks. Hence, securely distributing keys among sensor nodes is a fun-
damental challenge for providing security services in WSNs. Even though the
random key pre-distribution approach is suitable for low power and resource con-
strained sensor nodes, a shared key between a pair of nodes is not guaranteed and
thus, they may not be able to communicate with each other. Matrix based scheme
for key pre-distribution essentially use LU decomposition of matrix which can
provide keys between any pair of nodes but are quite vulnerable to attack. This
paper proposes a new robust key pre-distribution schemes based on LDU ′ com-
position of matrices. In the first scheme, we use integer as elements of symmet-
ric matrices and in the second scheme we use polynomials over finite fields as
elements of the symmetric matrices. The existing approach use decomposition
of matrices which is compute intensive but our proposed scheme uses compo-
sition of matrices. The analysis shows that the proposed scheme allows almost
100% connectivity regardless of the number of keys and provides 100% resilience
against node capture.

1 Introduction

Wireless sensor networks (WSNs) have potential to provide economical solutions to
many problems of practical importance. Some of the applications where WSNs can be
used are: Emergency Response System, Energy Management, Battlefield Management,
Health Monitoring, Logistics and Inventory management etc. For example, power load
that should be carried over an electrical line depends on the temperature of the wire
and the environmental conditions. If the parameters are monitored by remote sensors
and transmitted to a base station, it would be possible to meet load requirements opti-
mally. Wireless sensor network (WSN) consists of various resource-constrained sensor
nodes. Each sensor node has low battery power, less memory and very less computa-
tional capability. Same battery is used throughout the life time of a sensor node. Typical
Mica2Dot sensor node has 4K RAM with 128K flash memory and processor speed of
8 MHz. WSNs are usually deployed in hostile environments. Environmental conditions
along with resource-constraints give rise to many type of security threats or attacks.

D.C. Wyld et al. (Eds.): NeCoM/WeST/WiMoN 2011, CCIS 197, pp. 343–357, 2011.
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Adversary can physically capture and get the information contained in the sensor node,
eavesdrop and inject new messages, modify messages, listen and analyze the messages
to obtain the information contained in a message etc. Since solution to physical capture
of a node is possible in our approach, we can provide solutions to other security at-
tacks. To defend against false data injection, authenticity of the sender must be checked
so that sensor nodes will not listen to unauthorized nodes. Modification of a message is
detected by checking integrity of the message. To ensure confidentiality, the informa-
tion contained in the message should not be displayed to any node other than sender and
receiver. The message is sent encrypted with a key that is shared by sender and receiver.
Keys play a central role in realizing security services like authenticity, integrity, con-
fidentiality etc. Keys need to be distributed securely among sensor nodes. A new key
pre-distribution scheme solving this problem was recently proposed in [7]. It uses key
assignment with LU decomposition of the symmetric matrix of the keys. One pitfall of
this scheme is, however, that some data needs to be exchanged between the nodes for
key authentication. This may compromise the security if the exchanged data are tapped
by an adversary. In this paper, thus, we further enhance the security of the approach by
employing LDU ′ composition with polynomial pool, which still allows high security
even when the exchanged data are tapped and nodes are captured. A general form of
solution for constructing the L, D, and U ′ matrix is developed in order to minimize the
time overhead of LDU ′ composition in the key pre-distribution steps.

The rest of the paper is organized as follows: Related work and Motivation is given
in Section 2. In Section 4 and 5, we describe the proposed schemes. In Section 6, we
describe the key distribution scheme for addition of a new node. Section 7 contains the
performance analysis of our schemes and comparison with existing schemes. Section 8
ends the paper with conclusions and directions for future work.

2 Related Work

Key distribution schemes available in literature can be broadly divided into the follow-
ing two categories:

1. Probabilistic key distribution schemes [10]
2. Deterministic key distribution schemes [2,4,7,8]

There are some other schemes which can’t be put in these categories directly, like key
management schemes using public key cryptography that uses elliptic curve cryptogra-
phy, and consumes less power and less memory [5]. Other schemes are location based
schemes [6]. Eschenauer and Gligor [7] proposed a probabilistic key pre-distribution
scheme for pairwise key establishment. For each sensor node, a set of keys are chosen
from a big pool of keys and given to each node before deployment. In order to estab-
lish a pairwise key [3], two sensor nodes only need to identify the common keys they
share. Deterministic key distribution schemes have the advantage that the graph is fully
connected because every node in the network can establish a key with any other node.
Basically deterministic algorithms are of three types: master key based, matrix based
and polynomial based key distribution schemes. Broadcast session key negotiation pro-
tocol (BROSK) is based on a single master key which is pre-deployed in each sensor
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node. This master key is used to establish a key between a pair of sensor nodes. Mas-
ter key based scheme is very simple to implement but it has no resilience. Lightweight
key management system proposes a solution with slightly better resilience where more
than one master keys are employed. It also does not give full resilience to node capture.
Blom [9] has proposed a key pre-distribution scheme that allows any pair of nodes in
a network to be able to find a pairwise secret key. As long as no more than t nodes are
compromised, the network is perfectly secure (this is called the t-collision resistance
property). Multiple space key pre-distribution scheme [1] improves the resilience of
Bloms scheme. The central idea is, for any node, there is no need to establish a key
with any other node. Park, Choi, and Youn [3] proposed a new scheme called “A no-
ble key pre-distribution scheme with lu matrix for secure wireless sensor networks”
[3]. According to this scheme, the base station creates a large pool of elements and
randomly selects some elements from the pool to construct a symmetric matrix A. Af-
ter constructing this symmetric matrix, the base station applies LU decomposition for
calculating L and U matrices by using some formula, i.e., L = E1.E2.E3....En · A
and U = E−1

1 .E−1
2 .E−1

3 ....E−1
n , where E1, E2, E3, . . . En are elementary matrices.

The main disadvantages of this scheme is that it takes lot of computational overhead,
memory overhead and also takes more time in O(k2). To overcome this problem, Choi
and Youn proposed another scheme called ”Mkps: A multi-level key pre-distribution
scheme for secure wireless sensor networks“ [1]. According to this scheme, the base
station creates a large pool of elements and randomly selects some number of elements
from the pool, and construct a lower triangular matrix. After that the base station con-
structs an upper triangular matrix based on the lower triangular matrix by applying the
formula as follows. For the first row elements, u1j = (lj1/l11).u11 and for other rows
elements, uij =

∑j−1
a=1 ljauai −

∑i−1
a=1 lia.uaj /lii, where 1 < i < j ≤ m. The main

disadvantages of this scheme is that it takes lot of computational overhead and memory
overhead, but the total time taken is reduced to O(k). In this paper, we improvised our
approach over previous two schemes by reducing the computational overhead, and also
increased confidentiality by changing the order of elements of matrix and provide the
security for capturing the nodes in the network by the adversary. To address this problem
of compromising a network by capturing nodes, we have devised a new approach that is
efficient and provide full resilience to network against node capture. Performance anal-
ysis shows that it consumes less energy than probabilistic key pre-distribution schemes
and completely secure in the sense that compromising any number of nodes will not
have any effect on the remaining network. Even a single link will not be compromised
between non-compromised nodes.

3 Definitions and Assumption

In this section we present the preliminaries and some assumption of the proposed
schemes.

3.1 Preliminaries

We start with a brief description of various concepts and definitions used in this paper.
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– Definition 1: If a square matrix A has the property AT = A, where transpose of
matrix A is denoted by AT , we say that A is a symmetric matrix. A is a symmetric
matrix means Aij = Aji, where Aij is the element in the ith row and jth column
of matrix A [3].

– Definition 2: LU decomposition of an m × m matrix A decomposes it into two
matrices L and U such that A = LU , where L is an m× m lower triangular matrix
and U is an m × m upper triangular matrix, respectively [1].

– Definition 3: Now suppose that A is a square matrix with A = LU , and the pivots
on the diagonal of U are all nonzero. By dividing ith (1 ≤ i ≤ m) row of U
by the nonzero pivot di, the matrix U is decomposed into a diagonal matrix D
whose diagonals are just the pivots d1, d2, ..., dn and a new upper triangular matrix,
denoted by U ′, whose diagonal elements are all 1. Then A = LDU ′ [3].

– Definition 4: A hash function (H) is any well-defined procedure or mathematical
function that converts a large, possibly variable-sized amount of data into a small
datum, usually a single integer that may serve as an index to an array. The values
returned by a hash function are called hash values, hash codes, hash sums, or simply
hashes.

– Definition 5: A Circular shift function (CS) is a function that defines an operation
of rearranging the entries in a tuple, by moving the final entry to the first posi-
tion. CS(tuple, n) indicates that n circular shifts are applied to a given tuple. For
example, CS((a, b, c, d), 2) = (c, d, a, b).

– Definition 6: A Reverse function (R) is a function that rearranges the entries of a
tuple in a reverse order. For example, R((a, b, c, d)) = (d, c, b, a).

3.2 Assumption

– Network topology is not known prior to deployment.
– Before deployment each node doesn’t know its own location and about its neigh-

bors.
– Initial deployment of the network takes place safely in the sense that adversary

cannot capture any node even for a small period of time.
– There is a lower bound Tmin to compromise a node.
– Time to discover the neighbors for a new node is Test and Test < Tmin.

4 Proposed First Key Distribution Scheme

To remove the drawbacks of the existing schemes, we proposed a new key pre-
distribution scheme called A Key Pre-Distribution Scheme with LDU ′ Composi-
tion of Matrix for WSNs. The following procedure is executed by base station in order
to construct L, D, U and U ′ matrices.

– Step 1: Generation of large pool of keys (218∼221 keys): Base station generates
a large pool of keys as shown in Figure 1. Those generated keys are then used to
construct a symmetric matrix in further steps.
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– Step 2: Forming a lower triangular matrix using the pool of elements: Construct
a lower triangular matrix using the randomly selected elements from the key pool.
This can be an m×m dimension matrix as given below. The first condition for se-
lecting elements from the large pool is that all elements present in a column should
be multiple of the diagonal element of the same column, some elements should be
zero, some elements should be same as diagonal element and all the selected el-
ements should be large. One more condition for this matrix is that summation of
all the diagonal elements should not be divisible by the number of columns of the
lower triangular matrix.

L =

⎡
⎢⎢⎣
L11 0 0 0
L21 L22 0 0
L31 L32 L33 0
L41 L42 L43 L44

⎤
⎥⎥⎦

– Step 3: Forming an upper triangular matrix using lower triangular matrix: Up-
per triangular matrix is formed by taking the simple transpose of lower triangular
matrix, i.e., U = LT , and this matrix is formed in a linear time as given below.

U =

⎡
⎢⎢⎣

U11 U12 U13 U14

0 U22 U23 U24

0 0 U33 U34

0 0 0 U44

⎤
⎥⎥⎦

– Step 4: Forming a diagonal D matrix using U matrix: Diagonal matrix D is con-
structed by choosing diagonal elements from matrix U and also generates a U ′

matrix, where U = DU ′. Both D and U ′ are shown below.

D =

⎡
⎢⎢⎣

U11 0 0 0
0 U22 0 0
0 0 U33 0
0 0 0 U44

⎤
⎥⎥⎦ U ′ =

⎡
⎢⎢⎣
1 U12/U11 U13/U11 U14/U11

0 1 U23/U22 U24/U22

0 0 1 U34/U33

0 0 0 1

⎤
⎥⎥⎦

– Step 5: After computing L, U, D, and U ′ matrices, the base station selects one row,
Lri from lower triangular matrix, L and one column, U ′

ci
from upper triangular

matrix, U ′ for each node and sends both the tuples along with diagonal matrix D to
each node in the network. This is done by using the condition that the row number
and column number selected for a particular node should be equal. The following
example is given for more clarification:

Example: Suppose we have limited pool of keys (−20 ∼ 20). From this pool,
we randomly select a subset of elements (2,3,9,7,3,2,5,1,4,6,. . . ,20). Using these
elements, we construct a lower triangular matrix, L shown in Figure 1(a). Upper
triangular matrix, U is generated by taking simple transpose of L matrix (Figure
1(b)). Then we select the diagonal elements from U matrix and generate diagonal
matrix, D shown in Figure 1(c). Finally, we construct U matrix such that U = DU
shown in Figure 1(d).
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L =

⎡
⎢⎢⎣

2 0 0 0
4 5 0 0
16 15 6 0
20 10 12 9

⎤
⎥⎥⎦ U =

⎡
⎢⎢⎣

2 4 16 20
0 5 15 10
0 0 6 12
0 0 0 9

⎤
⎥⎥⎦ D =

⎡
⎢⎢⎣
2 0 0 0
0 5 0 0
0 0 6 0
0 0 0 9

⎤
⎥⎥⎦ U ′ =

⎡
⎢⎢⎣
1 2 8 10
0 1 3 2
0 0 1 2
0 0 0 1

⎤
⎥⎥⎦

Fig. 1. (a) Lower triangular matrix, L (b)Upper triangular matrix, U (c)Diagonal matrix, D
(d)Upper triangular matrix, U ′

4.1 Node to Node Pairwise Key Establishment

The existing random key pre-distribution schemes [3,1] allow node to node pairwise
key establishment but these schemes have some drawbacks as discussed in section 2.
As per [3,1], sending a direct key Kij or kji between any pair of nodes is not secure
because adversary can tamper the key. If the adversary captures the columns send by
any node then she can calculate the original matrix by calculating the dimension of the
matrix, and the column number in the matrix. The adversary can also put her node in
place of actual node in the network and communicate with other nodes. To overcome
these problems, we propose a new scheme for node to node mutual authentication by
using a hash function, circular shift function and reverse function on L, U, D, and U ′

matrices which is described in the following steps:

– Step 1: Let NodeA and NodeB are in the network. Initially NodeA applies Re-
verse function (R) on the selected column elements U ′

ci
and after that it applies right

circular shift (CS) function on the reversed data R(U ′
ci

) for (
∑n

i=1 Di,i mod n)
times and sends it to the NodeB .

– Step 2: NodeB applies CS function on the data received from NodeA and then
applies reverse function to calculate U ′

ci
. Then NodeB computes the cross product

Uci = D×U ′
ci

. After computing this cross product, NodeB generates a key Kji by
multiplying Lrj with Uci , and apply hash function on key Kji, i.e., H(Kji).

– Step 3: Now NodeB applies the same process as done by NodeA in step 1 on its
own column U ′

cj
and send this value with the generated hash key H(Kji) to NodeA.

– Step 4: After receiving data from NodeB , NodeA calculates Kij similarly as
NodeB calculated in step 2 and apply the hash function H on Kij .

– Step 5: After calculating the key H(kij), NodeA checks whether H(Kij) and
H(Kji) are equal or not. If H(Kij) and H(Kji) are equal then NodeA sends Yes
message along with H(Kij) to NodeB otherwise sends errmsg to NodeB . If the
response is yes then NodeB verifies H(Kij) with H(Kji) to establish a secure
channel.

The above scheme is explained using an example in Table 1.

Advantages: The main advantages of the first scheme is the use of Circular Shift Func-
tion, Diagonal Matrix and Hash Function. When a node exchanges the column with
other nodes, the adversary may capture the exchanged column. But the column is sent
after applying reverse function and then circular shift function, thus the adversary can-
not predict anything about the original matrix. Diagonal matrix is constructed by taking
out diagonal elements from the upper triangular matrix U such that U = D×U ′ . Even
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Table 1. Node to Node Pairwise Key establishment

SensorNodeA Messages SensorNodeB

Lri = (4, 5, 0, 0), i = 2 Lrj = (16, 15, 6, 0), j = 3
U ′

ci
= (2, 1, 0, 0), i = 2 U ′

cj
= (8, 3, 1, 0), j = 3

Dn,n = (2, 5, 6, 9), n = 1..4. Dn,n = (2, 5, 6, 9), n = 1..4.
Hash function Hash function
CS function CS function

U ′
ri

= R
(
U ′

ci

)
= (0, 0, 1, 2) U ′

ci
= R

(
CS

(
U ′

csi
, 2

))
U ′

csi
= CS

(
U ′

ri
, 2

)
= (1, 2, 0, 0) U ′

csi−−−→ Uci = D × U ′
ci

Kji = Lrj × Uci

Kji = 139
apply hash on key H(Kji)

U ′
cj

= R
(
CS

(
U ′

csj
, 2

))
H(Kji), U

′
csj

= CS(R(U ′
cj

), 2)

Ucj = D × U ′
cj

U ′
csj

= (3, 8, 0, 1), H(Kji)←−−−−−−−−−−−−−−−−−−−
Kij = Lri × Ucj

Kij = 139

Apply Hash function on key H(Kij)

Check H(Kij) = H(Kji)

If (yes) [yes, H(Kij)]−−−−−−−−−→ H(Kji) = H(Kij)

If (no) [no, errmsg]−−−−−−−−→ Connection discarded

Secure communication established.

if adversary captures this U ′
ci

column, she cannot predict anything about upper trian-
gular matrix U . Hash function is a one-way function, so it should be hard to find any
message m, such that h = H(m). It is easy to compute the hash value for any given
message, but it is infeasible to find a message from a given hash.

In the first approach, if each node will delete its information then a new node cannot
be added in the network but provide full resilience to node capture. In second way nodes
do not delete all information regarding establishment of key, we can add new node in
the network but not provide the resilience to node capture. The main disadvantage of
this approach is that this scheme is not proving security for physical capture of nodes.
In this approach we provided secure data exchange between nodes.

5 Proposed Second Key Pre-Distribution Scheme

To overcome the drawbacks of our previous scheme we have proposed a new key pre-
distribution scheme called A Key Pre-Distribution Scheme Based on Polynomial
Pool Symmetric Matrix with LDU ′ composition for WSNs. The following procedure
is executed by the base station in order to construct L, D, U and U ′ matrices.

– Step 1. Generation of large pool of polynomials (−218 ∼ 221 degree): Base sta-
tion generates large pool of polynomials over the finite field Fq , where q is a large
prime number. The t-degree polynomial is of the form: Pi(x) =

∑t
i=0 aix

i where
ai is the polynomial’s ith coefficient. These polynomials are then used to construct
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a symmetric matrix A. Let us take an example for generating a large pool of poly-
nomials of degree t (−20 ∼ 20). From this limit, we took (P1(x), P2(x), P3(x),
P10(x), . . . P20(x)) etc.

– Step 2. Forming a lower triangular matrix using the pool of polynomials: Ran-
domly select polynomials from the above generated pool to construct a lower tri-
angular matrix as shown below. The first condition for selecting polynomials from
the large pool is that all polynomials present in a column should be multiple of the
diagonal polynomial of that column and the degree of all the selected polynomial
should be large.

L =

⎡
⎢⎢⎣

P2(x) 0 0 0
P4(x) P5(x) 0 0
P16(x) P15(x) P6(x) 0
P20(x) P10(x) P12(x) P9(x)

⎤
⎥⎥⎦

– Step 3. Forming an upper triangular matrix using lower triangular matrix: Upper
triangular matrix is formed by taking the transpose of the above lower triangular
matrix L, i.e., U = LT as given below. This operation takes linear time thus it
minimizes the computational overhead.

U =

⎡
⎢⎢⎣
P2(x) P4(x) P16(x) P20(x)

0 P5(x) P15(x) P10(x)
0 0 P6(x) P12(x)
0 0 0 P9(x)

⎤
⎥⎥⎦

– Step 4. Forming a diagonal matrix D and a new upper triangular matrix U ′: We
take the diagonal polynomials from the upper triangular matrix U to construct the
diagonal matrix as shown below:

D =

⎡
⎢⎢⎣

P2(x) 0 0 0
0 P5(x) 0 0
0 0 P6(x) 0
0 0 0 P9(x)

⎤
⎥⎥⎦ U ′ =

⎡
⎢⎢⎣

1 P2(x) P8(x) P20(x)
0 1 P3(x) P2(x)
0 0 1 P2(x)
0 0 0 1

⎤
⎥⎥⎦

The upper triangular matrix U can be written in the form U = DU ′, where the new
upper triangular matrix U ′ is used for key establishment.

– Step 5. Finding the Common Key: Assume that NodeA and NodeB are in the net-
work. In order to find a common key, the base station randomly selects a row Lri

from lower triangular matrix L and a column U ′
ci

from upper triangular matrix U ′

and send these two tuples along with diagonal matrix D to NodeA. The row number
and column number selected by the base station for NodeA must be equal. Simi-
larly the base station performs the same operation for other nodes in the network.
Then NodeA and NodeB calculate key Kij and key Kji respectively as shown in
Table 2. Since A is a symmetric matrix and A = LDU ′ as per the definition given
in section 4, so Kij and Kji should be equal.
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5.1 Node to Node Pairwise Key Establishment

The proposed scheme provides node to node pairwise key establishment which is ex-
plained in the following steps. These steps are also given in table 2. Here we have two
nodes, NodeA and NodeB , which perform the following operations:

1. NodeA sends column U ′
ci

to NodeB . NodeA → NodeB : U ′
ci

2. NodeB receives U ′
ci

and calculates Uci by multiplying diagonal matrix D with U ′
ci

and computes the key Kji. Uci = D × U ′
ci

.
Kji(x) = Lrj × Uri

NodeB randomly generates a large number α′ and applies hash function H on α′.
α = H(α′)
NodeB calculates the key Kji by replacing α in place of x in Kji(x).
Kji=Kji(α)

3. After calculating the key Kji, NodeB computes H(Kji) and sends it along with
α′ and U ′

cj
to NodeA. NodeB → NodeA: U ′

cj
, H(Kji), α′

Kji should be the common between NodeA and NodeB .
4. Similarly NodeA calculates Kij and apply hash function H on Kij and calculate

H(Kij).
5. Then NodeA perform some check operation as:

NodeA check whether H(Kij) and H(Kji) are equal or not.
if (H(kij) = H(kji)) send [Y es, H(kij)] to NodeB else send [No, errmsg] to
NodeB

After establishment of key among the nodes, each node deletes all of its information
which is used during the establishment of keys.

6 Proposed Key Distribution Scheme for Addition of a New Node

After the completion of key establishment over the network, each node deletes its in-
formation related to the key establishment. So the addition of new node in the network
will create a problem because at that moment every node has already deleted the infor-
mation related to the key establishment. To solve this problem we proposed a scheme
for addition of new nodes.

6.1 Lower Triangular Matrix Based

We proposed a new approach based on lower triangular matrix, for adding new nodes
in the network. We take a lower triangular matrix L of polynomials, which are ran-
domly selected from large polynomial pool. These polynomials are different from the
polynomials which are used in the previous scheme in the sense that the degree of each
polynomial selected from the pool, should be different i.e. for any two polynomial pi(x)
and pj(x), their corresponding degree ti and tj should not be equal. Let L be a lower
triangular matrix of polynomials.

L =

⎡
⎢⎢⎣
P7(x), t7 0 0 0
P6(x), t6 P5(x), t5 0 0
P1(x), t1 P2(x), t2 P3(x), t3 0
P8(x), t8 P10(x), t10 P4(x), t4 P9(x), t9

⎤
⎥⎥⎦
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Table 2. Node to Node mutual Authentication

SensorNodeA messages SensorNodeB

Lri = (P16(x), P15(x), P6(x), 0), i = 3 Lrj (P4(x), P5(x), 0, 0), j = 2
U ′

ci
= (P8(x), P3(x), 1, 0), i = 3 U ′cj(P2(x), 1, 0, 0), j = 2

Dn,n = (P2(x), P5(x), P6(x), P9(x)), n = 1..4 Dn,n = (P2(x), P5(x), P6(x), P9(x)), n = 1..4
Hash function Hash function

U ′
ci

= (P8(x), P3(X), 1, 0))
U ′

ci−−→ Uci = D × U ′
ci

Kji = Lrj × Uci

Kji(x) = P4(x) · P16(x) + P15(x) · P5(x)
Generate a number α′

Apply hash function on α′, i.e., α = H(α′)
Kji = Kji(α).

Apply Hash on Kji, i.e., H(Kji)

H(Kji), U
′
cj

Ucj = D × U ′
cj

U ′
cj

, α′, H(Kji)←−−−−−−−−−−−
Kij = Lri × Ucj

Kij(x) = P4(x) · P16(x) + P15(x) · P5(x)
Kij = Kij(H(α′))

Apply Hash function on key H(Kij)

Check H(Kij) = H(Kji)

If (yes) yes,H(Kij)−−−−−−−−→ H(Kji) = H(Kij)

If (no) no, errmsg−−−−−−−→ Connection discarded

Secure communication established.
Node delete all information after established keys.

Before the deployment of the network, we randomly select a polynomial and its corre-
sponding degree from the above lower triangular matrix, L and give it to a particular
node in the network. After distributing different polynomials to different nodes, we ap-
ply the efficient sorting algorithm to sort the polynomial elements of the lower triangular
matrix in order of their degree. Then, we construct a new sorted lower triangular matrix
Lsort by using the above sorted polynomials. As per matrix Lsort, Pi(x), ti < Pj(x), tj
if i < j for ∀i, j.

Lsort =

⎡
⎢⎢⎣
P1(x), t1 0 0 0
P2(x), t2 P3(x), t3 0 0
P4(x), t4 P5(x), t5 P6(x), t6 0
P7(x), t7 P8(x), t8 P9(x), t9 P10(x), t10

⎤
⎥⎥⎦

Now each node Vj will evaluate its polynomial on its own id IDVj . After that each
node will erase the polynomial and keep the evaluated value Pi(IDV ) and polynomial’s
degree ti.

When a new node U is being added to the network, the sorted lower triangular matrix
Lsort is given to the new node U . For key establishment with node U, every neighbor
node Vj will send a randomly generated value α, IDVj , tj and encrypted value of α, i.e.,
ENCPi(IDVj

)(α) to node U. After receiving key related information from its neighbor,
the new node U will search the polynomial of degree tj using diagonal search on the
sorted lower triangular matrix Lsort. Now node U will evaluate this polynomial on ID
of node Vj and compute α by decrypting the received message with Pi(IDVj ). Then the
node U compare the computed α with the α received from its neighbor Vj . If it matches
then Pi(IDVj ) is the common key between U and Vj . For the sake of simplicity, we
have used the notation KSVj

for Pi(IDVj ). It will first search the polynomial from the



Efficient Key Distribution Schemes for Wireless Sensor Networks 353

1: Give sorted lower triangular matrix to node U
2: for each node in the network do
3: Randomly select a polynomial Pk(X) from sorted lower triangular matrix, eval-

uate it on IDVj i.e. Pk(IDVj ) and give it to each node
/ ∗ V1, V2........Vm are neighbors of node U */

4: end for
5: for j = 1 to m do
6: Send α , ENCKSVj

(α) , IDVj , tj to new node U .

7: for i = 1 to |k| do
8: New node U will search the polynomial of degree tj in the sorted lower trian-

gular matrix Lsort using diagonal search. If found, evaluate the polynomial
on IDVj . K′

U,Vj = Pi(IDVj ) that equals to KSVj

9: Decrypt ENCKSVj
(α) with K′

U,Vj
which gives α′

10: if α′ = α then
11: U randomly generates a key KU,Vj , encrypt it with K′

U,Vj
and send as

ENCK′
U,Vj

(KU,Vj )

12: Node Vj will decrypt it with KSVj
and will get the key KU,Vj .

13: Erase K = Pi(IDVj )
14: break;
15: end if
16: Erase K = Pi(IDVj )
17: end for
18: end for
19: Erase all the polynomials

Fig. 2. Algorithm for Addition of new node U

matrix Lsort and put IDVj in that polynomial. By using this newly established common
key KSVj

, the node U and neighbor node Vj share a new key KU,Vj . After establishing
the new key KU,Vj , both the nodes delete the previously established common key KSVj

.
Now both U and Vj have same key KU,Vj for further communication. This process is
repeated for each node. The new node U also randomly choose a polynomial from
lower triangular matrix Lsort and evaluates on its own id, i.e., IDU . After that the
node U deletes all information regarding key establishment. The complete algorithm
for addition of new node in the network is given in Figure 2.

Advantages: The main advantage of this scheme is that the establishment of key be-
tween the new node U and all its neighbors takes very less time and less computational
overhead. If the adversary captures some node in the network, she will not get any in-
formation regarding the polynomials as the polynomials are different for each node in
the network and the new node will also delete all its information after establishment of
key with all its neighboring nodes.

7 Performance Analysis and Comparison

In this section, we present the evaluation of the performances of our schemes, and com-
pare the scheme with Eschenauer and Gligor scheme[8]. Our focus are on analysis
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of the network connectivity, analysis of resilience against nodes capture and Analysis
memory usage by each node in the network.

7.1 Analysis of Network Connectivity

In this subsection, we will evaluate the network connectivity and compare it with Es-
chenauer and Gligor scheme [8]. In our proposed scheme network connectivity is the
probability (P ) of sharing at least one key between any two sensor nodes. We define an
event in which a pair of nodes that does not have a common any one key by an [Event],
and Pr[Event] is the probability of such event. The network connectivity P is:

P = 1 − Pr[Event]
P = 1 − (1 − K/S)2S−2K+1/(1 − 2K/S)S−2K+1/2

where S= total number of node in network and K is the number of keys in each node.
In the first and second scheme, we have shown that any two sensor nodes can always

find a shared key between themselves using LDU ′ composition. In other word, we can
say that the probability of not sharing a common key between any two network sensor
nodes is zero. Figure 3(a) compares network connectivity P of our proposed scheme

Fig. 3. (a) Analysis of network connectivity and (b) Network resilience comparison between E-G
scheme and our scheme

with the Eschenauer and Gligor schemes [8]. In the performance analysis, we assume
that the size of key pool for each node is 1000, 2000, 5000 and 10000. The result shows
that the proposed scheme has hundred percent connectivity without concern for the
number of keys per node. In addition, keys in our scheme occupy less memory space in
sensor nodes.

7.2 Analysis of Resilience Against Node Capture

In wireless sensor networks, an adversary can easily calculate the information of com-
promised nodes, intentionally provide misleading information to the entire network,
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and break the whole network security. In this subsection we evaluated that the pro-
posed scheme improves WSNs resilience by calculating the fraction of compromised
nodes among non-compromised nodes. In addition, we plan to compare our scheme
with Eschenauer and Gligor schemes [8] based on performance. In Eschenauer and
Gligor schemes [8], the probability of compromising the shared keys between any two
non-compromised nodes is following:

Pcompromised = (1 − (1 − k/S)m)

where S is the total number of node in network and K is the number of keys in each
node. In the proposed scheme, rows from lower triangular matrix L, column from upper
triangular matrix U ′, diagonal matrix D, hash function H and circular shift function (CS)
are deleted after the Establishment of the keys. Polynomials which are pre-distributed to
each node are randomly selected from the lower triangular matrix L and its degree will
be left in each node for the purpose of addition of new nodes in network. If m nodes are
compromised, the probability of compromising the shared keys between any two non-
compromised nodes is equal to the probability of compromising the shared polynomials
between any two non-compromised nodes But in our scheme, adversary will not get
any information from compromised nodes about non-compromised nodes, so we can
say that m is equal to zero. Thus in our scheme, the probability of compromising the
shared keys between any two non-compromised nodes is:

Pcompromised = (1 − (1 − k/S)0)
Pcompromised = (1 − 1) = 0

In case, if adversary captures one node and get the degree of polynomial and key gen-
erated by polynomial then there is no effect on other nodes in the network. Thus, our
scheme provide 100% resilience against node capture. In the figure 3(b) shows the com-
parison between Eschenauer and Gligor schemes [8] and the proposed scheme.

7.3 Memory Usage Analysis

In the proposed scheme, any two sensor nodes establish the shared key by using poly-
nomial with LDU ′ composition based key pre-distribution scheme. The major part of
memory is used in storing the polynomial information. We proposed an efficient method
to store the row and column information of L, D, and U ′ matrices. Our scheme will
store each element in the non-zero-element part and one value specifying the maximum
number of zeros in zero-element part of L and U matrices. This technique is specially
suitable for large wireless senor networks. The notations, used in estimating the storage
efficiency, are given below:

– Mb:The number of bits to store each polynomial information in L, D, and U ′ ma-
trix.

– S: The maximum number of sensor nodes deployed in the network.
– Zni: The total number of nonzero elements in a row of L and in a column of U ′

and diagonal D stored in sensor node with node IDi.
– Zo: The number of bits, needed to store the number of zero elements in zero ele-

ment part in row of L or in a column of U ′ could be represented.
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– Utotal: The total memory required using the above method.
– Usaving: Memory saved using the above method.
– Uwithout: The total memory required without using our method.
– λi: The sum of total bits needed to store the polynomial information in each node

in the network.

Now the memory usage to store polynomial information in sensor node is:
λi = (Zni × Mb + 2 × Zo+Mb + S × Mb)
Memory usage for S number of node in networks:
Utotal =

∑S
i=1 λi

Utotal = Mb

∑S
i=1 Zni + S × (2 × Zo)+S × Mb +S2 × Mb

Utotal = Mb × 2(1 + 2 + 3 + 4 + ......S) + S × (2 × Zo)+S × Mb +S2 × Mb

Utotal = Mb × 2.S(S + 1)/2 + S × (2 × Zo)+S × Mb +S2 × Mb

Utotal = Mb × S(S + 1) + S × (2 × Zo)+S × Mb +S2 × Mb

Utotal = Mb × S(S + 1) + S × (2 × �log2(S − 1)�)+S × Mb +S2 × Mb

where Zo= �log2(S − 1)�
In our proposed scheme, the memory saving is done by encoding the zeros in the zero-
element parts of the L, D, and U ′ matrices. Hence, the memory saved could be com-
puted as:
Memory usage with out our scheme:
Uwithout = 2S2 × Mb+S × Mb+S2 × Mb

Now we can calculate saving memory by Usaving=Uwithout-Utotal

Usaving = 2S2 × Mb+S × Mb+S2 × Mb - (Mb × S(S + 1) + S × (2 × �log2(S −
1)�)+S × Mb +S2 × Mb)
Usaving = 2S2 × Mb-Mb(S(S + 1))-2SZo

Usaving = SMb(2S − (S + 1))-2SZo

Usaving = SMb(S − 1)-2SZo

we know that Zo = �log2(S − 1)�
Usaving = SMb(S − 1)-2S(�log2(S − 1)�)

In Eschenauer and Gligor [8] scheme, to maintain the certain network connectivity,
which is the probability that two neighboring sensor nodes can establish a direct shared
key, the number of keys cannot be too small. However, large number of keys means
the adversary can obtain more secrets each time she compromises one more node. The
contradiction of memory requirements make it difficult to optimize both security and
network connectivity given fixed memory resource. A merit of our scheme is that the
memory usage is unrelated with network connectivity, and any two sensor nodes always
find a shared key between them by using our scheme.

8 Conclusion

The first key distribution scheme that has been proposed in this paper has very good
resilience to data exchanged between the nodes and also took very less time to estab-
lishment of key between the nodes. This proposed scheme has very less computational
overhead to calculate the key in the network. In our first approach, if every node deletes
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all its information then a new node cannot be added in the network but still it provides
full resilience to the node capture. In other way, if nodes do not delete their information
regarding establishment of key, then we can add a new node in the network without
providing the resilience to node capture. So in this approach we consider that each node
deletes all its information regarding key establishment and proposed new scheme to
add new node in the network. In our second approach, we have proposed a new key
pre-distribution scheme based on polynomials pool of a symmetric matrix with LDU ′

composition. This scheme guaranteed that any pair of nodes can find a common key be-
tween themselves and also it allows more security enhancement on node-to-node pair-
wise key establishment. In this paper we showed that both the approaches give many
advantages over probabilistic key distribution scheme and deterministic key distribution
scheme and our approach requires less memory space for keying material and provide
full network connectivity, even after compromising any number of nodes in the network.
Our proposed scheme requires very less time to establish a common key between any
two nodes while other existing schemes require O(k) [1] and O(k2) [3]. Our proposed
scheme makes a significant improvement in the performance and energy efficiency of
the sensor nodes. There is some scope to improve upon our algorithm. Developing a
scheme, that provides better path key establishment while retaining good features of
our algorithm, would be future work.
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Abstract. Wireless ad-hoc networks are expected to support a variety of 
services with diverse Quality-of-service (QoS) requirements. For example, a 
mixture of delay-sensitive applications and delay-tolerant ones must be 
supported. Given that the two principal wireless network resources, i.e., 
bandwidth and energy, are scarce, the main challenge in designing wireless 
networks is to use network resources as efficiently as possible while providing 
the QoS required by the users. This paper presents an overview of energy 
efficient Multi channel MAC protocols and summarizes them in a technical 
way. 

Keywords: Wireless Ad-Hoc networks, QoS, Multi channel, Energy efficient. 

1   Introduction 

A wireless ad hoc network is a collection of wireless nodes that can dynamically self-
organize into an arbitrary and temporary topology to form a decentralized network 
without necessarily using any pre-established infrastructure. It is one of the 
challenging and more innovative areas of wireless networking with many applications 
in different fields especially in emergencies, telemedicine, military, entertainment, 
and out-door business environments where instant fixed infrastructure or centralized 
administration is too difficult or too expensive to install.  

The most popular MAC layer protocol for Ad Hoc networks is IEEE 802.11. It 
uses the CSMA/CA (carrier sense multiple access with collision avoidance) protocol 
where RTS/CTS mechanism is used to transmit the packets. RTS (Request to send) 
and CTS (clear to send) packets will be exchanged in order to reduce the collisions 
due to hidden and exposed terminal problems. But this mechanism has its own 
drawbacks i) This mechanism does not allow simultaneous transmissions  ii) The 
fixed power method may lead to more receiving power than required SINR(signal to 
noise ratio) and hence life time of node will get reduced.  

Energy efficiency continues to be a key performance metric as efficient utilization 
of energy increases the network longevity hence critical in enhancing the network 
capacity [1].The main objective of this paper is to review the some approaches for 
energy efficient multi channel MAC protocols that have been proposed in the 
literature. The rest of the paper structured as follows. Section 2 focuses on issues 
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related with single channel and multi channel MAC protocols. Energy efficient 
techniques are discussed in section 3. The following protocols and their comparisons 
are presented in Section 4 and 5 respectively.  

Dual Reservation CDMA-based MAC Protocol with Power Control (DRCPC) [4] 
is proposed for power control in multi channel protocol along with improved 
throughput and to reduce the near-far interference. TDMA based multi-channel MAC 
protocol (TMMAC) [5] is proposed to save the energy and to improve the 
communication throughput. Two-phase coding multichannel protocol with power 
control (TPCPC) [6] is proposed based on CDMA technique to improve the 
throughput when the network is overloaded. Dynamic Channel Assignment with 
power control (DCA-PC) [7] assigns channels on demand and supports node mobility, 
frequency reusability and network scalability. Multi channel based power control 
(MCBPC) [8] combines power control, multi channel MAC protocol and minimum 
energy route protocol together.  

Finally section 6 concludes the paper. 

2   Single Channel vs. Multi Channel MAC Protocols  

2.1   Design Issues in Single Channel MAC Protocols  

Many MAC protocols which use a single common channel to be shared by mobile 
hosts are called as Single Channel MAC protocols. Widely accepted single channel 
protocol is the IEEE 802.11 [3]. The most serious problem is that the network 
performance will degrade as the network load increases due to the rapidly raised 
contentions and collisions of the transmitted packets because of hidden-terminal, 
exposed-terminal problems and near-far terminals. To overcome these problems, 
usage of multiple channels is a better solution.  

2.2   Design Issues in Multichannel MAC Protocols 

Using Multi Channel MAC protocols, a mobile host with CDMA technology can 
utilize multiple codes simultaneously or dynamically switch from one code to 
another. This leads to increased throughput, decreased probability of collisions and 
QoS support. There are two tasks to be addressed by Multi Channel MAC protocols: 
i. Channel Assignment ( to decide which channel can be used by which hosts ) and 
ii. Medium access ( to resolve the potential contention or collision problem when 
communicating in a particular channel). The issues are  
 

1. Hardware Cost 
2. Channel Assignment 
3. Synchronization 
4. Losing channel information 
5. Disordered Channel Reuse 

3   Energy Efficient MAC Protocols 

Power of the wireless device is temporally supported by the battery. Energy Saving is 
hence become important consideration in MAC protocol design. With the increase in 
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the number of mobile devices, and with communication being the major cause of 
energy consumption, the power savings of a MAC protocol becomes a pertinent issue. 
There are mainly two categories of power-saving schemes for MAC protocol design 
namely (i) Power Saving and (ii) Transmission Power Control (TPC). In Power 
Saving, nodes enter into a sleep state by turning off their radio to avoid overhearing 
cross-traffic. TPC involves reducing the signal transmission power to a minimum 
level that enables the destination to clearly receive the message. TPC not only reduces 
the energy consumed for each data packet transmission, but also improves the 
network throughput by means of increasing the channel spatial reuse. Advantages of 
having energy efficient MAC protocols: 

1. The precious battery energy of portable devices may sustain for longer time. 
2. The co-channel interference with neighboring nodes will be avoided. 
3. Near far problem is solved by power control significantly.  
4. It increases channel re usability (Figure 1). 

 

                (a)                                                      (b) 

Fig. 1. Transmission scenarios a) when there is no power control (only one transmission) b) 
when there is a power control (three communications simultaneously) 

The factors to be considered while designing power efficient MAC protocols 

1. All packets that causes the collisions have to be discarded and their re-
transmissions which increase the energy consumption. 

2. Idle listening period must be minimized. 
3. Unnecessary overhearing must be minimized. 
4. Minimal number of control packets should be used to make data 

transmissions in order to reduce control overhead. 
5. Explore the tradeoff between bandwidth utilization and energy consumption. 
6. The transmission of a message when the destination node is not ready is 

called over emitting and this need to be reduced. 

4   Energy Efficient Multi Channel MAC Protocols 

MAC protocols which bring the concepts of power control and multi channel medium 
access together are described briefly by stating the essential behavior of these 
protocols. Moreover, the advantages and disadvantages of these protocols are 
presented.  
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4.1   DRCPC (Dual Reservation CDMA Based MAC Protocol with Power 
Control) 

DRCPC [4] is a CDMA based MAC protocol with power control and proposed to 
reduce collisions and near-far interference. The various states of the nodes are Idle, 
Data, DR (Dual Reservation) and Broadcast state. If the node is in idle state, it listens 
onto Common Channel (cm). If it is either in Data or Dr state, it listens onto Data 
channel (cd), else it listens onto Broadcast Channel (cb) to reduce the collisions 
between broadcast message and RTS/CTS message by using a narrow bandwidth out-
of-band Busy Tone (BT) transceiver. Since this protocol is based on CDMA, either 
static spreading code or dynamic spreading code protocol should be used. In static 
spreading code protocol, code should be pre allocated and this is unsuitable for the 
decentralized network. Therefore dynamic spreading code protocol is used. It is easy 
to implement because nodes just listen on the common channel in idle state.  

Simulation Result & Drawback: It has been shown that [4] DRCPC minimizes 
collision and retransmission as arrival rate increased and achieves better performance 
that 802.11 DCF. However if number of nodes is increased, common channel will be 
saturated very soon because of RTS/CTS overhead. Expensive simulation study is 
needed with different routing protocols to analyze the performance. 

  

 
Table 1. States and Channel Details (Transmission from A to B ) 

 
 

S. 
no  

State/ch
annel 
used  

Source node Destination node  Other 
nodes 

1  Idle / 
cm  

Sends RTS (+its 
ACL) using P max 

.After receiving 
CTS, it goes to Data 
State.  

After receiving RTS, it compares 
A's ACL with its ACL, reply CTS 
( + cd + p min) using P max and goes 
to Data State. 

 
Overhear 
RTS 
and/or 
CTS, 
updates 
their code 
lists and 
remains in 
Idle State. 

2  Data / 
cd  

Sends data with p min Receive data and send ACK using 
p min with reservation flag as 0, if 
there is no reverse flow. If it is, 
send piggybacking ACK with 
reservation flag as 1 and goes to 
DR state.  

3  DR / cd After receiving 
ACK, it waits for the 
reverse flow of data 
if the flag is 1.  

Transmit data packet as reverse 
flow until it reaches the 
reservation threshold.  

4 Broadca
st/cb  

BT transceiver is 
turned on to produce 
a sine wave on cm, 
goes to cb state.  

Idle nodes sensing BT signal will switch to cb. 
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.  

Fig. 2. Overall architecture of TMMAC 

4.2   TMMAC ( TDMA Based Multi Channel MAC) 

TMMAC [5] is a traffic adaptive and energy efficient TDMA scheduling algorithm Its 
main features are explicit frequency and time negotiation, dynamic ATIM window 
and broadcast support. Time is divided into fixed length beacon interval which 
consists of ATIM window and communication window. The communication window 
is further divided into time slot and the duration of the time slot is long enough to 
accommodate data packet and ACK transmission and time needed to switch the 
channel. During the ATIM window all nodes listen to the same default channel to 
decide which channel to use, which time slot, size of ATIM window and number of 
data packets to be sent with the help of control packets ATIM, ATIM-ACK, ATIM-
RES and ATIM-BRD. Each node maintains CUB (channel Usage Bitmap) and that is 
transmitted along with ATIM packets. It is used to keep track of the allocations of all 
the previous negotiations in the current ATIM Window. Time slots allotted by the 
current negotiation are maintained by CAB (Channel Allocation Bitmap). It is not 
maintained at the node, and transmitted along with ATIM-ACK, ATIM-REs or 
ATIM-BRD packets.  
 
Dynamic ATIM Window algorithm: 
 
Finite set of ATIM window sizes is maintained as { ATIM 1,.......,ATIM i, 
ATIMi+1,...., ATIM m} where ATIM1 is a minimal window size and ATIM m  is the 
maximal window size and ATIM i -  ATIMi+1  =  length of the time slot. Assume the 
transmission from A to B 

 
if (A  knows  B's ATIM window size ) 

          if(min{A's ATIM window size,B's ATIM window size} is enough for negotiation )                            
              A send the ATIM packet to B 
    else 
              A waits for the next beacon interval 
else 
     if  ( ATIM1 ( minimal window size)  is    enough for the negotiation )     

    A sends ATIM to B 
        else  

    A waits for the next beacon interval 
 

After ATIM window, nodes can send, receive packets or go to doze mode to save 
power. If a node has negotiated to send or receive, it first switches its channel to the 
negotiated channel and waits for the data packet. After receiving, receiver sends ACK 
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in the same time slot. If the sender doesn't hear an ACK, it retransmits in the next 
scheduled time slot, which is negotiated with the same receiver. In case of unicast 
negotiation, source node sends ATIM with its CUBs and number of packets to be 
sent. After receiving, destination node decides which channel and time slot to be used 
based on its CUBs and source's CUBs. If there are multiple available channel at one 
time slot, destination select at most one channel randomly. If destination can't allocate 
enough time slots as the number of packets specified in the ATIM packet, it allocates 
as many time slots as possible. After deciding channel and time slots to be used 
destination will send ATIM ACK with corresponding CAB. Once source the node 
receives, it will update its CUBs and sends ATIM RES to destination. Nodes 
overhearing ACK/RES will update their current channel usage information. In case of 
broadcast negotiation, node randomly selects the time slots in which all the channels 
are not used by any of its neighbors yet. Then it randomly selects a channel for each 
chosen time slot and updates its CUBs and generates the corresponding CABs. It 
broadcasts the ATIM-BRD with CABs. By overhearing other nodes know which time 
slot and channel to be used and update their CUBs.  
 
Simulation Result and Drawback : It has been shown [5] that per packet energy 
consumption is reduced compared to MMAC when the network is overloaded. 
Because TMMAC allows a node to switch to doze mode slot whenever it is not 
scheduled to transmit or receive a packet. It dynamically adjusts the ATIM window 
size based on different traffic patterns. TMMAC achieves higher aggregate 
throughput and lower energy consumption. But each node has to maintain necessary 
data structure such as CUBs, ATIM window size. As well as tight time 
synchronization is needed. 

4.3   TPCPC (Two Phase Coding with Power Control) 

CDMA based TPCPC [6] uses a Common control channel and one data channel with 
multiple codes. Each node has GPS to know its approximate geographical position 
and multimode transceiver. It assumes that any one hop neighbors know the codes of 
each other through broadcast. First phase codes are used to differentiate between 
different cells that are distributed according to hexagonal cellular structure. Second 
phase code is used to differentiate between nodes in the same cell. Cell size and 
number of available codes are determined by using Poisson distribution. Each node 
communicates with its neighbors using unique codes that can be reused only if two 
nodes are more than 2-hops away. 

 

Fig. 3. The Distribution of First Phase Codes 
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Channel usage: In Common Control Channel (CCC) control packets (CAR, CAS, 
ACS) are transmitted. Contention only happens in CCC during their contending to 
obtain the second phase codes. In data channel (DC), no contention and collision will 
exist since in a specific cell different nodes take their unique codes with them.  

Within a cluster, there will be a cell leader to coordinate the operation of all other 
nodes in that cluster (Figure 3). The central part is the area in which the cell leader 
mostly stays in. Nodes that come into this central part will get the chance for 
becoming a cell leader. If the cell leader moves, it sets want-to-retire signal in 
broadcast signal and the receivers will judge if they are suitable to assume this 
responsibility. The former cell leader can turn its leader role to the responding 
receiver. Any node in the central part may consult if current cell leader is willing to 
hand over this right. 
  
Selecting second phase code: When a node moves from one cell to another cell, it 
must release the old code before requesting a new code. It tunes its transmitting and 
receiving corresponding to different first phase codes inherent to that cell and sends 
Code Request Signal(CRS) to the cell leader on common control channel for 
maximum of three times. Each time the transmitting power is increased gradually. If 
the cell leader is not in cross cell area, it allocates a unique code to the requesting 
node with Code Allocation Reply (CAR). If it is in cross cell area, it sends its updated 
Available Code Set(ACS) to the requesting node. The node listens to all responses 
from the adjacent cell leaders and select from the intersection of these ACSs. After 
that, it sends ACK to all cell leaders so that they can timely update the ACS. 

If the requesting node cannot receive CAR, it follows 802.11 back o_ mechanism 
and the maximum count is set as 3. If it still can't receive CAR, then the node will 
assume itself as the first node appearing in the current cell and upgrade as the cell 
leader. Then it selects its unique code randomly and updates the whole code set. CRS 
and ACK are modulated with different specific orthogonal codes and with implicit 
first phase code of the cell. CAR is transmitted with only first phase code. 
 
Power Control aspects: The cell leader and other nodes adjust their transmitting 
power according to its receiving signal strength and current transmitting power from 
the demanding nodes. 
 
Simulation Result and Drawback: It has been shown that [6] Average throughput 
and aggregate throughput is increased when the network load is increased compared 
to 802.11.But frequent movement of cell leader will affect the performance. Each 
node must maintain code synchronization with other nodes. 

4.4   Dynamic Channel Assignment with Power Control (DCA-PC) 

A Dynamic Channel Assignment with Power Control (DCA-PC) [7] is an extension 
of DCA[9]. It combines channel assignment, medium access and power control 
aspects. Every node is assigned channels dynamically and equipped with two 
transceivers. One transceiver is used to listen the control traffic (RTS, CTS, RES etc) 
on control channel (using maximum power ) and other switches between the data 
channels for exchanging data and ack using proper power level. The pair of source 
and destination nodes uses a RTS/CTS dialog to decide which channel to grab and 
which power level to use for data transmission. A RES message is used to reserve the 
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data channel. Then data packets and ACKs are transmitted on the reserved data 
channel using the assigned power level. 
  

Algorithm: 
 

Assume the transmission from A to B. 

1. A selects the free channel based on the information stored in the above three data 
structures. 

2. A sends RTS (FCL, length of the data packet to be sent) to B with Pmax on control 
channel and waits for B's CTS with a timeout period. 

3. B selects the data channel based on A's FCL and its own FCL's and sends CTS 
on control channel either with data channel to be used, duration and power level 
of A or with error message indicating no free channel. In later case, A has to go 
back to step1. 

4. Nodes receiving RTS / CTS , update their channel lists and power table. 
5. If A receives CTS from B within timeout period, it updates its channel list and 

broadcasts RES with channel to be used, duration and power level using pmax on 
control channel. If it is not, A will retry until the maximum number of retries is 
reached. 

6. A sends data packet to B on the selected data channel with power level of B. 
7. After receiving data packets from A, B sends an ACK on the selected data 

channel with power level of A. 
 
Simulation Results & Drawbacks: DCA-PC has been shown [7] to achieve higher 
throughput than DCA. However, it is observed that when the number of channels is 
increased beyond a point ( usually less than 7 channels are beneficial) , the effect of 
power control is less significant due to overloading of the control channel  

4.5   MCBPC (Multi-Channel Based Power Control protocol ) 

MCBPC [8] combines power control, multi channel MAC protocol and minimum 
energy route protocol together. It uses one dedicated control channel with maximum 
power level to exchange all the broadcast packets, RTS, CTS, PREQ and hello 
packets and separate N data channels to exchange data and acknowledgment the 
collisions with proper power level. The modified AODV is used as an on-demand 
minimum energy routing protocol to choose the minimum energy conservation route. 

When there are no packets to transmit, nodes listen on public channel. After 
receiving broadcast packets, node can measure the received power and it can 
determine the proper transmitting power it needs to reach its neighbors. Transmit 
power is divided into several levels. Only when a power changing exceeds its current 
level and lasts for a period of time, the change will be reported to upper layer and will 
triggers route or topology maintenance. Instead of hop count as a route metric, 
modified AODV uses a route cost for selecting the best route. 

 

Hello messages sent once per second are used for route maintenance. If the node fails 
to receives 3 consecutive hello messages from its neighbors, it is taken as an 



366 B. Nithya, A.K. Alluri, and C. Mala 

indication that the link to that neighbor is down. When a node detects transmission 
power level change in 3 consecutive hello messages, it confirms that the distance to 
this neighbor has been changed and adjusts its route table accordingly. 
 

Simulation results & Drawbacks: It has been shown [8] that the packet delivery 
ratio is increased compared to AODV in 802.11. Based on end-to-end delay, 802.11 
with AODV is better than MCBPC. Because in MCBPC, modified AODV may select 
longer route as the energy route , so it will increase end-to-end delay. But it can 
reduce collisions in data transmission by which it avoids delay brought by 
retransmission. 

5   Comparison 

In many cases, it is difficult to compare them directly since each method has a 
different goal with different assumptions and uses different ways to achieve the goal. 
For example, when the transmission power is controllable, the optimal adjustment of 
the power level is essential not only for energy conservation but also for the 
interference control and additional hardware is needed( such as DRCPC,TPCPC and 
DCA-PC). The sleep/ power-down mode approach focuses on inactivity energy. 
Although it reduces energy consumption, it needs precious synchronization and 
prediction of traffic pattern in advance ( for example, TMMAC). When the both 
energy efficient MAC and routing algorithm are combined, most of the cases it will 
bring more delay, because routing paths involved in this process may reduce total 
energy consumptions ( for example MCBPC). Table 2 gives the comparisons of the 
discussed protocols with their pros and cons. 

Table 2. Comparison of the protocols 
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6   Conclusion 

In this paper, we reviewed some of the multi channel protocols MAC layer protocol 
used in wireless ad hoc network considering energy as the key issue. It is found that 
there will be always the tradeoffs related with network optimization for energy 
constrained nodes such as Power tradeoffs for processing vs. transmitting bits, 
Longevity vs. network function and Energy-conserving modes. For example, 
changing of transmit power will result in change of network connectivity  and affects 
node's view of network topology. So power conservation within the wireless protocol 
stack remains a very crucial research area for the viability of wireless services in the 
future. 
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Abstract. In existing models of opportunistic networks, nodes are not usually 
topology-aware. In this paper, we have developed a distributed mechanism in 
order to make each node in the network topology aware, i.e. aware of the 
approximate location-related GPS information of other nodes.  The mechanism 
proposed in this paper is primarily developed on mobile agent based 
framework.  It is assumed that each node has a dedicated satellite agent. Task 
of this agent is to help exchanging GPS information between its host node and 
its neighboring nodes only. This nearest neighbor interaction rule will 
eventually enable each node to have approximate location information about 
other nodes. As a direct consequence of topology-awareness, data forwarding 
schemes becomes far more efficient. We have introduced a parameter W 
(degree of disconnectedness) and show that our system is robust against wide 
variation of W. The performance evaluation results establish the effectiveness 
of the proposed scheme.  

Keywords: Opportunistic Networks, Multi-Agent System, Location Tracking. 

1   Introduction 

Opportunistic networks and opportunistic computing have drawn significant attention 
of researchers in the recent past. In opportunistic networks, the devices (PDA, multi-
radio cell-phones and similar devices) spread across an environment form the 
network. In this type of networks, end-to-end route connecting any two nodes usually 
does not exist and a source node communicates with its destination node following 
hop-by-hop, store-wait-forward cycle. In this type of networks, the mobility of 
devices is an opportunity for communication rather than a challenge. Thus, a mobile 
node can communicate with other nodes even if an end-to-end route connecting them 
never exists; any possible node can opportunistically be used as the next hop, if it is 
likely to bring the message closer to the final destination(s). Designing routing and 
forwarding schemes is one of the main challenges in this environment [1,2]. 

In existing models of opportunistic networks, nodes are not usually topology-aware 
i.e.  nodes are not aware about the geographic locations and connectivity patterns of 
other nodes. However, in many applications, it is important to track the location of 
mobile users for effective communication. For example, in the context of disaster 
management (e.g. flood or earthquake), let us assume that fixed infrastructure (mobile 
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towers, etc.) is non-functional and rescue workers with their wireless personal mobile 
communication devices form an opportunistic network. In this context, public health 
department, after reaching the site with a team of medical expert, must be able to 
locate other health workers, who are already working in the field. Secondly, in order 
to distribute relief resources to the designated rescue workers, those workers must be 
located and the agency carrying the relief resources must be able to send a query to 
those designated workers in order to assess the requirements. Also, the organizers 
need to delegate tasks to volunteers working in the field, and therefore those 
volunteers need to be located.  Once the approximate location information of 
destination node is known to a source node, message communication can be 
implemented using Geographic Routing [3]. 

In this paper, we have developed a distributed mechanism in order to make each 
node in the network aware of the approximate location-related GPS information of 
other nodes. The degree of accuracy of this information would depend on the inter-
node distance and connectivity pattern of the opportunistic network. The mechanism 
proposed in this paper is primarily based on mobile agent based framework [4].  It is 
assumed that each node has a dedicated satellite agent. Task of this agent is to help 
exchanging GPS information between its host node and its neighboring nodes. This 
nearest neighbor interaction rule will eventually enable each node to have 
approximate location information about other nodes. . 

2   Related Work 

In opportunistic networks, the notion of data forwarding and routing are merged, 
because routes are actually built while messages are forwarded [2].  The forwarding 
scheme has been primarily referred as “store, carry, and forward”. Each intermediate 
node evaluates the suitability of encountered nodes to be a good next hop towards the 
destination. Another form of routing technique exploits some form of flooding. The 
heuristic behind this policy is that, when there is no knowledge about a possible path 
towards the destination or of an appropriate next-hop node, a message should be 
disseminated as widely as possible. The most representative protocol of this type is 
Epidemic Routing [5] and some optimizations of the same [e.g.,6] 

However, flooding-based approach generates multiple copies of the same message. 
In Forwarding-based approach, though there is only one single custodian for each 
message, it may suffer long delays and low delivery ratios. Several schemes have 
been proposed considering mobility pattern / context information into account. The 
Haggle Project [7] has developed mechanisms for measuring and modeling pair-wise 
contacts between users and devices by means of two parameters: contact durations 
and inter-contact times. The statistical properties of these parameters are used to drive 
the design of forwarding policies.  Probabilistic Routing scheme [8] calculates the 
delivery predictability from a node to a particular destination node based on the 
observed contact history, and it forwards a message to its neighboring node if and 
only if that neighbor node has a higher delivery predictability value. Leguay et al. [9] 
have taken  mobility pattern into account, i.e., a message is forwarded to a neighbor 
node if and only if the neighbor node has a mobility pattern more similar to the 
destination. However, in many application scenarios (such as ours), mobility patterns 
are largely unpredictable. 
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Ghosh et al [10]  propose routing based on the predefined infrastructure, such as 
the places that device holders often visited; they call them "solar-hub". This takes the 
advantage of user mobility profiles to perform "hub-level"-based routing. However, in 
this scenario, it is necessary to know about the places visited by the receiver. 
Exploiting context information related to the social behavior of people is also one of 
the most promising research directions in the area [11].  

However, data forwarding schemes becomes far more efficient, if approximate 
locations of nodes are known to other nodes. In this paper, we will address this issue 
using mobile agent-based framework. Use of mobile agents are an effective paradigm 
for distributed applications, and are particularly attractive in a dynamic network 
environment involving partially connected computing elements. Intensive research on 
the “Insect-like Agent Systems” has been done over the last few years. Of particular 
interest is a technique for indirect inter-agent communication, called stigmergy,  
in which agents leave information in the cache (which other agent can use) of the 
nodes they have visited. Stigmergy serves as a robust mechanism for information 
sharing [4].  

As indicated earlier, we propose to use satellite agents for distributed location 
tracking. In a seminal paper in Physical Review Letters, Vicsek et al.[12, 13] propose 
a simple model of n autonomous agents moving in the plane with the same speed but 
with different headings. Each agent’s heading is updated using a local rule based on 
the average of its own heading plus the headings of its “neighbors.” In their paper, 
Vicsek et al. demonstrated that the nearest neighbor rule can cause all agents to 
eventually move in the same direction despite the absence of centralized coordination 
and despite the fact that each agent’s set of nearest neighbors change with time as the 
system evolves. Other studies also indicate that multi-agent systems that interact 
through nearest-neighbor rules can synchronize their states regardless of the size of 
communication delays [14]. We have applied this concept in our system and the 
performance evaluation results indicate the effectiveness of our approach.  

3   System Description 

An Opportunistic Network is modeled as a time-dependent disconnected graph G(t) = 
(N,L, τ) where N is a finite set of nodes, L is a finite set of unidirectional links and τ  
is a set of time-values indicating life-span associated with the links. Each link Li L 
is associated with τ i τ, indicating life-span of Li at time t.  

Since the graph represents an opportunistic network, graph G(t) should usually be 
disconnected. G(t) consists of multiple connected pieces called components C(t). 
When G(t) is fully connected, C(t) =1; when G(t) is fully disconnected, C(t) = number 
of nodes N.  

To characterize an opportunistic network, it is important to define a parameter W 
that indicates the degree of disconnectedness over a period of time T. W is said to be 
0%, if, for each pair of nodes,  there always exists a path between them between 
<0..T>. W is said to be 100%, if, for each pair of nodes,  no path exists between them 
at any point of time between <0..T>. In the first case, the network is always connected 
and ceases to be an opportunistic network. In the other extreme, the graph is fully 
disconnected and the set of nodes will never form a network.  
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In order to quantify W, we need to take a set of snap-shots of G(t). G(ti) is snap-
shot of G at t=ti.  Wi, the degree of  disconnectedness for G(ti) = {C(ti)-1}/(N-1). 
When G(ti) is fully connected, Wi = 0; When G(ti) is fully disconnected, Wi = 100%;  

W is the average of Wi over the number of snap-shots taken. So, if number of snap-
shots taken is α,  

W = [Σi=1to αWi] / α 
While designing and testing the robustness of any algorithm designed in the 

context of opportunistic networks, it is important to consider the parameter W. 
Specially, while testing and validating algorithms designed for opportunistic network 
in a simulated network environment, disregarding the parameter W may result in a 
network condition where nodes are always forming a network or forming a network 
with a few numbers of disconnected components. Any algorithm designed for 
opportunistic network should work well for a wide range of W. 

We define the physical neighbors of node n at time t as Nn(t) N, where Nn(t) is 
the set of nodes within the transmission range of n at time t. It is assumed that each 
node knows its position, velocity and direction of movement using Global Positioning 
System (GPS). It is also assumed that each node periodically broadcast a beacon with 
its id to all its physical neighbors at that instant of time. 

The mechanism proposed in this paper is primarily based on a mobile multi-agent 
based framework.  We  assume that each node ni has a dedicated satellite agent Si. 
Task of Si is to help exchanging information between its host node ni and each of the 
neighboring nodes of ni. To do this, the satellite agent Si periodically hops from ni to 
one of its neighbors with all location-related information as perceived by ni. The 
neighboring node has a different perception regarding location-related information of 
other nodes. Si and the neighboring node mutually exchange this information, forms a 
“consensus view” regarding the location related information of other nodes and  Si 

then comes back to the host node ni with this “consensus view”.  This would then 
change the perception of ni about location-related information of other nodes. In the 
next time-slots, Si visits other neighboring node of ni and the process is repeated.  

4   Agent-Based Mechanism for Location Tracking 

In our mechanism, each satellite agent interacts with their respective neighboring 
nodes only and come back to the respective host node with a localized “consensus 
view” about location-related information of other nodes. The technique used here for 
indirect inter-agent communication is stigmergy, in which agents leave information in 
the cache (which other agent can use) of the nodes they have visited.  

Structure and Behavior of a Node 

In order to facilitate agent-based distributed location tracking, each node is assumed 
to have the following structure: 

• Node Id (ni) 
• Current Location (xi, yi) 
• Neighborhood List : <for all k : list of nk> 
• Information about all nodes (np)   (for all p : np, xp, yp , timerp ↑) 
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Each node is assumed to know its id and current location (through GPS). Each node 
broadcast a periodic beacon to its neighbors to inform its id. This would help a node 
to form Neighborhood List. Initially, the Location Table of a node would contain only 
the location information of itself only. Location Table of node ni would be augmented 
by : (i) visits of satellite agents from other neighboring nodes containing the 
neighborhoods’ perception (ii) returning of satellite agent of node ni from a 
neighboring node containing the “consensus view” of ni and that neighboring node. 

It is to be noted that the entire scheme is based on multi-agent interaction via 
Location Table of nodes. Since navigation of satellite agents is asynchronous and 
there is an obvious time gap between the updation of information by one satellite 
agent in one node and carrying this information to another node by another satellite 
agent, there is a notion of timer↑ with each entry, depicting the ageing of information. 
The information is aging as agents percolates from one node to another and the nodes 
will therefore have new information about close neighbors and old information about 
remote nodes.The symbol ↑ indicates that each timer is counting up locally, unless 
overwritten by more recent information about that entry. 

This is illustrated in figure 1. For the sake of simplicity, we are assuming 
unidirectional communication and we only show percolation of location information 
of node n1 to node n4. In figure 1, current location of node N1 is x1, y1. Since this 
information is always recent, no aging factor is associated with it and timer value is 0. 
Let us assume, this information is taken to node N2 by N1’s satellite agent S1 at t1=0. 
The timer associated with x1, y1 now starts getting incremented at node N2, indicating 
that the location information of N1 at N2 is aging. At t2=10, say, N2’s satellite agent S2 
carries this information to N3. The timer associated with x1, y1 at N3 now starts getting 
incremented at node N3 with a starting value of 10. Let us assume further that after 25 
time-unit, i.e. at t3=25,  N3’s satellite agent S3 carries this information to N4. The timer 
associated with x1, y1 at N4 now starts getting incremented at node N4 with a starting 
value of 35. This implies that the perception of node N4 about the location of N1 is 35 
time-unit old and it is aging, unless overwritten by some more recent location 
information of N1. 

 

Fig. 1. Percolation of Location Information 

Structure and Behavior of a Satellite Agent 

As explained earlier,  satellite agent is a dedicated agent for any node. Its task is to 
carry information from its host node to neighboring nodes in a time-sequenced 
fashion (i.e. one neighbor at a time) and return to its host node with information of 
that neighboring node.  For example, if node N2’s satellite agent has not visited N1 in 
the recent past, the satellite agent of Node N1 visits Node N2, updates N2's table to 
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form a consensus view between N1’s and N2’s perception, then comes back to N1 with 
this information. After some time, it again collects the latest information from N1, and 
moves to another neighboring node, say N3, provided N3’s satellite agent has not 
visited N1 in the recent past. This process occurs for every node since each node has a 
dedicated satellite agent.  

If a satellite agent loses its host node due to mobility of host node, it kills itself. 
The host node, on the other hand, generates a new satellite agent if the satellite agent 
doesn't come back after a certain time.  The structure of a satellite agent is given 
below: 

• Host Node Id (ni) 
• Current Location of Host Node (xi, yi) 
• Location of Target Neighbor to be visited now 
• Information about all nodes (np)   (for all p : np, xp, yp , timerp ↑) 

5   Performance Evaluation 

5.1   Evaluation Criteria 

Average Perception Deviation of a node: We have developed a metric Average 
Perception Deviation of a node i, denoted by Pi (t), to quantify the deviation of actual 
node position of each node with the node-position of corresponding node perceived 
by node i at any instant of time t.  Let us assume that (xk, yk) is the actual co-ordinates 
of node k at time t. Let (xk

i, yk
i) be the coordinate of node k as perceived by node i. 

Pi(t) = Σk=1to n [(xk – xk
i)2 + (yk – yk

i)2]1/2 / n 

Average Perception Deviation of a network N with n number of node, denoted by 
PN(t),  is defined as  

PN(t) = Σi=1to n Pi(t) / n 

Wait-before-Migrate (WbM): In order to control agent-traffic in the network, a 
satellite agent, after finishing its first visit to a neighboring node of its host node ,  is 
not allowed to migrate immediately to another neighboring node. A satellite agent 
will be forced to wait in its host node for a pre-specified period of time, termed as 
Wait-before-Migrate (WbM) before migrating to another neighboring node. By 
controlling WbM, the network congestion due to satellite agent traffic can be 
controlled.  For example, if WbM = 200 msec, and an agent takes approximately 4 
msec. to physically migrate from one node to another, the agent traffic (going from 
and coming back to host node) would occupy 8 ms out of 200 msec. i.e 4%. So,  any 
host node would be free to communicate 98 percent of the time. On the other hand, 
increasing WbM reduces information percolation efficiency. Thus, the trade off is 
between congestion and convergence. 

Degree of Disconnectedness:  In section 3, we have introduced a parameter W that 
indicates the degree of disconnectedness over a period of time T. In our simulation, 
by controlling the transmission range, we have controlled W and evaluated the 
performance. 
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5.2   Simulation Setup 

The proposed schemes are evaluated on a simulated environment under a variety of 
conditions to estimate average perception deviation against time. In the simulation, 
the environment is assumed to be a closed area of 1500 x 1500 square meters in 
which mobile nodes are distributed randomly. We present simulations for networks 
with 40 mobile hosts, operating at a transmission range from 150 to 250 meters. In 
order to study the time-related parameters, every simulated action is associated with a 
simulated clock. The speed of movement of individual node ranges from 2 m/sec 
(walking) to 10 m/sec (vehicle). Each node starts from a starting location, selects a 
random direction and moves with a uniform, predetermined velocity along that 
direction. We define a set of 10 waiting-zones within the area. Once a node reaches a 
waiting-zones, it waits there for a pre-specified amount of time, selects randomly 
another direction of movement and moves towards that.  

5.3   Results and Discussions 

Figure 2 shows the average perception deviation PN(t)  w.r.t time at different Wait-
before-Migrate where mobility is randomized between of 2 m/ sec and 10 m/ sec. 
With 40 nodes in the system, transmission range is adjusted to get an approximate 
average degree of disconnectedness W= 28%, indicating that the network is having 
around 10 to 12 disconnected components (fig. 3).  

At WbM=120 to 200 msec., average perception deviation is around 75 to 100 
meters. So, considering the maximum possible perception deviation to be 2100 meters 
in a 1500  m x 1500 m area, the perception deviation is around  3.5 % to 5 %. 
However, when WbM is low (=40 msec)., perception deviation is higher because of 
congestion due to agent traffic. Perception deviation is also higher, when WbM = 280 
msec, although the value is not significantly high even at WbM = 280 Msec (PN(t) < 
125 meters i.e. 6%). 

 

Fig. 2. Average Perception Deviation with time at different WbM 
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Fig. 3. A snap-shot of the opportunistic network in our simulator: squares are the waiting-zones 
and dots are the nodes 

 

Fig. 4. Effect of Mobility on Perception deviation at W=50% 

Next, we have adjusted the transmission range to get a degree of disconnectedness 
W=50% (approximately).  i.e. number of average disconnected components = 20 in a 
40-node network.  We have studied the average perception deviation against time at 
different mobility. In the graph (figure 4), we can see that the perception deviation 
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generally increases when velocity is increased from 2 m/s to 10 m/s. It is mainly due 
to increased rate of change of actual position with increased velocity. So due to this, 
the perception deviation tends to be high. But as we increase the velocity even higher 
to as high as 20 m/s, the perception deviation seems to decrease. The reason is that, 
although the rate of change of actual positions is high (as it was with velocity 10 m/s), 
at the same time, due to increased mobility, information is percolated  faster over 
longer distances. The up-down trends in the graph indicate the information 
convergence-divergence pattern. Because of mobility, the information stability would 
never happen, but at the same time, it would also never diverge away beyond a certain 
point; information will again start converging. This up-down pattern is more 
pronounced when mobility is high. 

6   Conclusion 

In this study, we have designed a mobile agent based mechanism to make the nodes 
position-aware about other nodes in the network. It has been assumed that each node 
knows its position and velocity at any instant of time using GPS and this information 
is getting distributed to other nodes through agents. We have assumed that agents do 
not get lost in transit nor suffer from any kind of errors in transmission and reception. 
We have introduced a parameter W (degree of disconnectedness) and show that our 
system is robust against wide variation of W. Even when the mobility is as high as 
20m/ sec (72 km/hr), average perception deviation is 10 to 12 % (figure 4), indicating 
the success of the proposed mechanism. 
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Abstract. In this paper, Distributed Arithmetic (DA) based K-best List Sphere 
Detector (LSD) for a 3GPP Long Term Evolution (LTE) receiver is proposed. 
The K-best LSD block implemented with the use of DA, reduces the size of the 
parallel hardware multiply-accumulate. These DA based blocks are compared 
with conventional multiplier based blocks and found that the proposed design 
has an improvement in terms of area. This design has minimal hardware and 
computational complexity to meet the requirements of LTE standard. The 
VHDL coding for K-best LSD using DA for LTE is downloaded onto Xilinx 
xc3s100e-4vq100 and results were verified. 

Keywords: Multiple-Input Multiple-Output (MIMO) - Orthogonal Frequency-
Division Multiplexing (OFDM), 3rd Generation Partnership Project  
(3GPP), Long Term Evolution (LTE),sphere detector(SD),list sphere 
detector(LSD),Distributed Arithmetic(DA). 

1   Introduction 

Wireless communications has developed into a key element of modern society. 
Mobile wireless  communication devices have expanded dramatically from their 
inception as mobile telephones. The LTE is used to provide an extremely high 
performance radio-access technology that offers full vehicular speed mobility and that 
can readily coexist with HSPA and earlier networks. Because of scalable bandwidth, 
operators will be able to easily migrate their networks and users from HSPA to LTE 
over time.  

The 3GPP LTE receiver systems with multiple transmit and receive antennas 
(MIMO) present a better performance on two different angles, the diversity and the 
multiplexing [1]. MIMO exploits higher transmission rates, higher spectral 
efficiencies, greater coverage, improved link robustness, without increasing total 
transmission power or bandwidth [5]. But, the 3GPP LTE receiver also increases  
the computational and the hardware complexities greatly. It is a challenge to realize 
the receiver with the MIMO OFDM system with minimal hardware complexity  
and power consumption—especially the computational complexity—in VLSI 
implementation. The Symbol detection is one of the the highest computational 
complexity modules in the baseband function of 3GPP LTE receiver. 
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K-best LSD algorithm[6] in general approximates a breadth-first search by keeping 
only K best branches (with the smallest partial Euclidean distance) at each level. 
Sorting circuits are inserted between stages to keep the K best branches. The path 
with the smallest Euclidean distance is chosen as the best estimate. K data paths at the 
same time are processed through parallel architecture computing. This approach has 
the advantages of design simplicity and high-speed operations. However, the required 
multipliers to implement K-best algorithm incur high area overhead.  

Distributed Arithmetic algorithm is an efficient realization of K-Best LSD. It is a 
bit level rearrangement of a multiply accumulate to hide the multiplications.  It is a 
powerful technique for reducing the size of a parallel hardware multiply-accumulate 
that is well suited to FPGA designs.  This approach has the advantages of design 
simplicity and high-speed operations. However, the required multipliers to implement 
K-best algorithm incur high area overhead.  

In this work, in order to reduce overhead, and to realize 3GPP LTE receiver with 
the MIMO-OFDM with minimal hardware and computational complexity, we 
propose a DA algorithm and its architectures tailored for K-best LSD computations. 
The proposed K-best LSD for 3GPP LTE receiver will consume less area and has 
minimal hardware and computational complexity than conventional units. 

2   Design Issue of K-Best LSD for MIMO-OFDM 

A high-level description of the targeted 2-antenna MIMO OFDM receiver is 
presented in Figure 1. The input ports are connected to radio-frequency functions of 
the receiver. The upcoming 3GPP long term evolution (LTE) standard receiver will 
support data rates up to 100 Mbps [2]. Such a high data rate will be achieved in 
20MHz bandwidth by using transmission techniques like orthogonal frequency 
division multiplexing (OFDM) , multiple-input multiple-output (MIMO) , that is, the 
use of multiple antennas, and an efficient forward error correction method, the turbo 
coding [2]. As these techniques are applied, the receiver needs to realize very 
sophisticated algorithms. 

 

Fig. 1. A Simplified Diagram of Base Band Processing of a Two Antenna MIMO OFDM 
Receiver 
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The 3GPP LTE standard based on the MIMO-OFDM system provides very high 
data throughput rate because the technique of the MIMO can increase the data rate by 
extending an OFDM based system. However, the 3GPP LTE standard also increases 
the computational and the hardware complexities greatly, compared with the current 
WLAN standards. The K-best is one of the highest computational complexity module 
in the physical layer of the LTE standard. Thus, a DA based K-best LSD was 
proposed will reduce area, computational and hardware complexity of  the receiver of 
3GPP LTE standard than conventional K-best LSD. 

2.1   MIMO System Modeling and Detection 

In principle, an MIMO system with a complex-valued channel matrix, H, noise 
vector, n, transmitted symbol, s, and received symbol, y, can be described with 

y = Hs + n                                                  (1) 

The number of receive and transmit antennas equals the numbers of rows and 
columns of H, respectively. The transmitted symbol s’ can be estimated by ML 
detection by solving 

−=
                                 

(2)
 

which gives the optimal result. However, solving (2) is intractable with multiple 
antennas and large constellations. Instead of solving (2), the symbol estimation can be 
simplified by using QR decomposition of H. With this practice, the computational 
complexity is lowered. Instead of ML detection, a substitute 
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is used. As the R is in upper triangular form, approximation of s’ is computationally 
simpler with the aid of (3). The simplified approximation is based on computing the 
Euclidean distance in (3) by gradually increasing the dimensions of the symbol 
vector. Basically, there will be partial solutions which are too far away from the 
received symbols and when such partial solutions are discarded, the search space is 
efficiently limited. The K-best LSD[2] applies the aforementioned principles by 
maintaining a K-length list of the best partial solutions found so far. 

2.2   K-Best Algorithm 

The signal detected at the receiver after QR decomposition is given by,   
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The above equation was implemented with algorithm [4] given below. 
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Algorithm 
1. PM =0 

2. K=M-1 
3. Calculate PED(Partial euclidean distances)for all admissible symbols at  

level k 

 
 

4. Choose the K best symbol vectors with the smallest PEDs . Save the partial 
symbol vectors and the corresponding PEDs. If k=0 solution is foundstop the 
algorithm; else k=k-1 goto 3. 

The architecture for the algorithm is given below. 

 

Fig. 2. Architecture for K-Best LSD Algorithm 

In this existing architecture, the sum of product term is given by, 
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=
×1

)(),(
m

ki
isikr                                           (1) 

Where s(i) is a n-bit scaled input and r(k,i)  represents upper triangular matrix 
formed by QR decomposition of channel matrix H. 

When the above equation is implemented in hardware, the architecture looks as 
given below. 

In this case, ‘m’ number of parallel scaling accumulators with unique serialized 
data is fed. Each multiplies that data by a possibly unique constant, and the resulting 
products are summed in an adder tree. If consider that the scaling accumulator 
multiplier is really just a sum of vectors, then it becomes obvious that the circuit can 
be rearranged with use of DA algorithm.  
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Fig. 3. Existing MAC Architecture in K-Best LSD without Using DA 

The Sum Of Product (SOP) of s and r also takes 
( )

2

1+mm
 MAC cycles with use 

of the conventional arithmetic. These numbers of cycles increase the computational 
complexity, design area and reduce the speed. This appears to be a fundamental 
problem when this SOP is implemented with use of general purpose multipliers. To 
overcome these problems, the proposed architecture is implemented with use of DA 
algorithm explained below. 

2.3   Distributed Arithmetic Algorithm 

Distributed Arithmetic (DA) is a bit level rearrangement of a multiply accumulate to 
hide the multiplications.  It is a powerful technique for reducing the size of a parallel 
hardware multiply-accumulate that is well suited to FPGA designs. It is an important 
algorithm for DSP applications [3]. It is based on a bit level rearrangement of the 
MAC "multiply accumulate" operation to replace it with set of addition and shifting 
operations.  

In most of the multiply accumulate applications in signal processing, one of the 
multiplicands for each product is a constant. Usually each multiplication uses a 
different constant. If one of the multiplicands are known apriori, then technically the 
partial product term becomes a multiplication with a constant (ie.,scaling). Using 
most compact multiplier, the scaling accumulator, a multiple product term parallel 
multiply-accumulate function in a relatively small space is constructed if a serial input 
is accepted. 

3    Architecture of K-Best LSD Using DA Algorithm 

DISTRIBUTED ARITHMETIC (DA) is an important FPGA technology and an 
efficient technique for calculation of sum of products or vector dot product or inner 
product or multiply and accumulate (MAC). The “basic” DA technique is bit-serial in 
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nature. DA is basically a bit-level rearrangement of the multiply and accumulate 
operation. DA hides the explicit multiplications by ROM look-ups an efficient 
technique to implement on Field Programmable Gate Arrays (FPGAs). This DA 
algorithm is used for the proposed architecture of K-best LSD which is explained 
below. 

In K-best algorithm, the main equation to compute the Euclidian distance is given 
by, 
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In this equation, the sum of product term is given by, 
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By applying DA algorithm, express  s(i) as  
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where n represents the nth bit of the input vector  symbol s(i). substituting  S(i) in 
equation (1) we obtain…. 
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This is the final equation obtained by applying DA algorithm. When this equation 
is directly implemented then the hardware looks like as given below. 

 

  

Fig. 4. Proposed MAC Architecture In K-Best LSD Using DA 

Here, the adder tree combines the 1 bit partial products before they are 
accumulated by the scaling accumulator. The order in which the 1xm partial products 
are summed is rearranged. Now instead of individually accumulating each partial 
product and then summing the results, the accumulate function is postponed until after 
all the 1xm partials are summed at a particular bit time. This simple rearrangement of 
the order of the adds has effectively replaced ‘m’ multiplies followed by an ‘m’ input 
add with a series of ‘m’ input adds followed by a multiply. This arithmetic 
manipulation directly eliminates m-1 Adders in an m product term multiply-
accumulate function.   

Thus number of scaling accumulators used for this proposed architecture gets 
reduced. If the channel coefficients r(k,i) are known apriori ,then the SOP terms  r(k,i) 
and s(i) becomes a multiplication with a constant and this is an important pre requisite 
for DA implementation. 

3.1   Implementation on FPGA 

Further reduction of this hardware architecture is done when this architecture is 
implemented on FPGA. Though FPGA have Look Up Table (LUT) based logic 
blocks, sum of product of r and s in the above equation is replaced by LUT. The sum 
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This equation can be precalculated for all possible values of the above bit 

combinations. We can store these in a look-up table of n2  words addressed by n-bits. 

That is a n2 -word LUT is preprogrammed to accept n-bit input vectors. Then  the 
individual mappings of  function  fn(bkn,b(k+1)n,…..,b(m-1)n) are weighted by 
appropriate powers of 2 using scaling accumulators and shift adders. At the maximum 
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of after ‘m’ lookup cycles the inner product of the SOP expression is computed.This 
reduces the number of MAC cycles required to compute SOP in the equation of 
Euclidian distance calculation of K-best LSD algorithm. 

In this proposed work, arithmetic manipulation directly eliminates ‘m-1’ adders in 
an ‘m’ product term multiply-accumulate function. For larger numbers of product 
terms, the savings becomes significant. In DA, a Look Up Table(LUT) for all the 
combinations of  multiplication of ‘r’ and ‘s’ is created. Hence by selecting one of 
value from LUT and further process of K-best LSD reduces the computational 
complexity also. The access time for LUT is less compared to perform conventional 
MAC operation. Thus  speed of the proposed architecture is also higher than existing 
architecture. 

4   Simulation and Implementation 

The VHDL coding for K-BEST LSD for LTE is simulated and  downloaded onto 
Xilinx xc3s100e-4vq100. The simulated results and comparison result were given 
below. 

4.1   Simulation Results 

4.1.1   Simulation Result for K-BEST LSD Using DA 
 

 

4.1.2   Simulation Result for CONVENTIONAL K-BEST LSD 
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4.2   Implementation on FPGA 

The VHDL coding for conventional and DA based K-Best LSD was downloaded onto 
Spartan xc3s100e-4vq100 and the comparison result was given below. 

Table 1 shows the comparison of the synthesis reports of conventional and DA 
based K-best LSD. From the report, DA based K-best LSD have improvement in 
terms of area. So the proposed DA based K-best LSD consume less area and  from the 
implementation of algorithm, computational complexity also gets reduced.  

Table 1. Comparison of Conventional and DA Based K-Best LSD 

Logic Utilization Conventional 
K-Best LSD  

K-Best LSD 
using DA 

Improvement in 
Efficiency ( %) 

Number of Slices 73 30 58 
Number of 4 input 
LUTs 

126 56 55 

Number of 
MULTI8X18SIOs 

4 3 25 

5   Conclusion  

Thus the proposed architecture reduces the overhead of hardware and computational 
complexity of 3GPP LTE receiver. Thus it is evident from the comparison result that 
the number of slices, lookup tables and other components that  are required in FPGA 
implementation of k best LSD is tremendously reduced thereby making the proposed  
design cost effective and computationally efficient  with use of  DA algorithm. 

By reduction of complexity the highest computational module the 3GPP LTE 
standard will become efficient. The proposed K-Best LSD using DA blocks can meet 
the specifications of most OFDM communication systems, including VDSL, 802.16, 
DAB and DVB. The proposed K-Best LSD was synthesized and implemented on 
FPGA. In future, this work will be extended to implement other blocks of 3GPP LTE 
receiver on FPGA. 
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Abstract. IEEE 802.11a and 802.16a PHY specifications are used in WiFi and 
WiMAX technologies and are based on OFDM (Orthogonal Frequency 
Division Multiplexing) technology. The PHY layers contains scrambler block 
with different hardware parameters for both the technologies. In this paper we 
developed a scrambler design compatible to both PHY specifications. This 
design saves hardware and proposes a way to unify the OFDM hardware blocks 
in similar manner, finally which can be a part of unified physical layer 
controlled by SDR (Software Defined Radio) combining both the technologies. 

Keywords:  IEEE 802.11a, IEEE 802.16a, OFDM, SDR. 

1   Introduction 

The scrambler is a device that transposes or inverts signals or otherwise encodes a 
message at the transmitter to make the message unintelligible at a receiver. 
Scrambling is accomplished by the addition of components to the original signal or 
the changing of some important component of the original signal in order to make 
extraction of the original signal difficult. Examples of the scrambling might include 
removing or changing vertical or horizontal sync pulses in television signals; 
televisions will not be able to display a picture from such a signal. Some modern 
scramblers are actually encryption devices, the name remaining due to the similarities 
in use, as opposed to internal operation. 

In telecommunications and recording, a scrambler (also referred to as a 
randomizer) is a device that manipulates a data stream before transmitting. The 
manipulations are reversed by a descrambler at the receiving side. Applications of 
scrambling are in satellite and radio relay communications modems. A scrambler can 
be placed just before a FEC (Forward Error Correction) coder, or it can be placed 
after the FEC, just before the modulation or line code.  

A scrambler in this context has nothing to do with encrypting, as the intent is not to 
render the message unintelligible, but to give the transmitted data useful engineering 
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properties. A scrambler replaces sequences into other sequences without removing 
undesirable sequences, and as a result it changes the probability of occurrence of 
vexatious sequences. Clearly it is not foolproof as there are input sequences that yield 
all-zeros, all-ones, or other undesirable periodic output sequences.  

Section 1 gives general introduction about scrambler working. Section 2 describes 
the hardware architecture of scrambler of IEEE 802.11a and 16a. Section 3 describes 
the Verilog HDL implementation and simulation results.  We conclude in section 4 
and references are given at the end of the paper. In this paper 11a notation is used for 
IEEE 802.11a and 16a is used for 802.16a. 

2   Hardware Architecture of Scrambler for 11a and 16a PHY 
Layers  

2.1   Scrambler for IEEE 802.11a 

The DATA field, composed of SERVICE, PSDU, tail, and pad parts, shall be 
scrambled with a length-127 frame-synchronous scrambler. The octets of the PSDU 
are placed in the transmit serial bit stream, bit 0 first and bit 7 last. The frame 
synchronous scrambler uses the generator polynomial S(x) as follows, and is 
illustrated in Figure 1. 

S(x) = x7 + x4 + 1 

The 127-bit sequence generated repeatedly by the scrambler shall be (leftmost used 
first), 00001110 11110010 11001001 00000010 00100110 00101110 10110110 
00001100 11010100 11100111 10110100 00101010 11111010 01010001 10111000 
1111111, when the all ones initial state is used. The same scrambler is used to 
scramble transmit data and to descramble receive data. When transmitting, the initial 
state of the scrambler will be set to a pseudo-random nonzero state. The seven LSBs 
of the SERVICE field will be set to all zeros prior to scrambling to enable estimation 
of the initial state of the scrambler in the receiver. 

 

Fig. 1.  Scrambler for IEEE 802.11a PHY layer 

 



390 D. Raval et al. 

2.2   Scrambler for IEEE 802.16a 

This standard uses 15 bit scrambler [2]. Data randomization is performed on each 
burst of data on the DL(Down Link) and UL(Up Link). The randomization is 
performed on each allocation (DL or UL); in other words, for each allocation of a data 
block (sub-channels on the frequency domain and OFDM symbols on the time 
domain), the randomizer shall be used independently. If the amount of data to 
transmit does not fit exactly the amount of data allocated, padding of 0xFF (“1” only) 
shall be added to the end of the transmission block for the unused integer bytes. The 
polynomial used for the ex or connections is as follows. 

S(x) = 1 + x14 + x15 

The shift-register of the randomizer shall be initialized for each new allocation. 
The PRBS generator shall be as shown in Figure 2. Each data byte to be transmitted 
shall enter sequentially into the randomizer, MSB first. Preambles are not 
randomized. The seed value shall be used to calculate the randomization bits, which 
are combined in an XOR operation with the serialized bit stream of each burst. The 
randomizer sequence is applied only to information bits.  

 

Fig. 2. Scrambler for 802.16a 

2.3   Unified Scrambler for 11a and 16a 

The unification strategy for the combined hardware is as follows. 

Unified hardware for both scramblers = hardware for 802.16a (the greater one) + 

additional combinational and sequential hardware to extract 802.11a functionalities 

Following above strategy we made below design for combined scrambler of 11a 

and 16a PHY specifications. 
The structure exhibits functionalities of scramblers of 11a and 16a. The 

WiFi/WiMAX line selects which scrambling pattern will randomize the input data. 
For high level on WiFi/WiMAX line the unified design configures to WiFi structure, 
as the 4th and 7th bits are ex ored and fed to the upper input of 2:1 mux. 
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Fig. 3. Unified scrambler for 11a and 16a PHY specifications 

Similarly the 14th and 15th inputs are ex or-ed and the output to the second input of 
2:1 mux. Thus the low level on WiFI/WiMAX line will configure the unified 
scrambler to WiMAX configuration.   

3   Verilog HDL Implementation and SIMULATION RESULTS 

We used Xilinx 12.1i for design and simulation of unified scrambler. Data flow 
coding style is opted for design and hence the RTL saved much of the hardware than 
it would be for behavioral style. We also provided the measures of testability by 
providing test output ports for the shift register and the two output of ex or gates 
connected to the shift register. These ports along with the module input and output 
ports are shown in the waveforms in fig 6,7,8. 

The RTL schematic is shown in Fig 5. It shows the actual connections of the 
hardware parts to each other.  

We simulated four test cases as shown below for unified scrambler. 

1) Long streams of zeros for WiFi configuration 
2) Long streams of ones for WiFi configuration 
3) Long streams of zeros for WiMAX configuration 
4) Long streams of ones for WiMAX configuration 
 
1) Test case 1: Long streams of zeros in input for WiFi configuration 

Here the rst_i line is high for 200 ps and then it is pulled low. Wifi_nwimax_i line has 
been assigned high level and hence the scrambler is configured to wifi configuration. 
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Fig. 4. RTL schematic of unified scrambler 

 

Fig. 5. Waveforms for long streams of zeros in input for WiFi configuration 
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The input pattern applied for long streams of zeros in input is as follows. 
64'b0000_1100_0000_0000_0010_0011_1000_0001_0000_0010_1110_1111_100

0_0001_1010_0101. 
From fig 6 it is clear that the output shows the predicted scrambling pattern for 

consecutive zeros for WiFi configuration. 
 

2) Test case 2:Long streams of ones in input for WiFi configuration 

Fig 6 shows the scrambling of long ones in output. 
The input pattern given is 
64’b0000_1111_1111_1111_1111_0011_1011_1100_1110_1111_0000_0001_0

111_1010_1100_0011. 
 

3) Test case 3: Long streams of zeros in input for WiMAX configuration 

Here the rst_i line is high for 200 ps and then it is pulled low. Wifi_nwimax_i 
line has been assigned low level and hence the scrambler is configured to WiMAX 
configuration. The output is seen to be scrambled for long streams of zeros. The 
pattern given to input  is  

64'b0000_1100_0000_0000_0010_0011_1000_0001_0000_0010_1110_1111_100
0_0001_1010_0101. 

4) Test case 4:Long streams of ones in input for WiMAX configuration 

The input pattern given is64’b0000_1111_1111_1111_1111_0011_1011_1100_1110_ 
1111_0000_0001_0111_1010_1100_0011.  

 

 

Fig. 6. Scrambling for long streams of ones in input for WiFi configuration 
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Fig. 7. Waveforms for long zeros for WiMAX configuration 

 
 

Fig. 8. Waveforms for long ones for WiMAX configuration 
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4   Conclusion 

The unified scrambler is verified for all four test cases and waveforms are analyzed 
and checked against the predicted output of unified scrambler. Here we saved the 
hardware for 7 bit shift register required for WiFi functionality. We can now assume 
that in similar way we can also unify interleaver, de-interleaver, IFFT and FFT blocks 
of IEEE 802.11a and 802.16a PHY layers.  
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Abstract. Cryptographic algorithms used by Mobile Subscribers to protect the 
privacy of their cellular voice and data communication. Mobile network is the 
shared media. When media are shared, privacy and authentication are lost 
unless some method is established to regain it. Ciphering provides the mean to 
regain control over privacy and authentication. A5/x are the encryption 
algorithms used in order to ensure privacy of conversations on mobile phones. 
The strong version A5/1 is used in most countries. A5/2 is weaker version used 
in countries on which export restrictions apply. A5/3 encryption algorithm used 
for 3G and GEA3 encryption algorithm used for GPRS. f8 is confidentiality 
algorithms developed by 3GPP, bringing out the commonality between A5/3 
and GEA3 algorithms. The following paper is based on simulation of A5/1, 
A5/3 and f8 algorithms. 

Keywords: Speech Encryption, Security, Cryptography, Stream Cipher, A5/1, 
A5/3, f8. 

1   Introduction  

Secret key cryptographic systems can be categorized into either block or stream 
ciphers. Block ciphers are memory less algorithms that permute N-bits blocks of 
plaintext data under the influence of the secret key and generate N-bits blocks of 
encrypted data[1]. Stream ciphers contain internal states and typically operate serially 
by generation a stream of pseudo-random key bits, the keystream (stream ciphers are 
also called keystream Generators). The keystream is then bitwise XORed with the 
data to encrypt/decrypt. Stream ciphers do not suffer from the error propagation, as in 
the block ones, because each bit is independently encrypted/decrypted from any other. 
They are generally much faster than block ciphers and they have greater software 
efficiency [5]. 

In the Mobile communication, A5 stream cipher is used, which employs a 64-bit 
secret key [2]. Versions A5/1 and A5/2 were kept secret for a long period of time. 
Since the GSM A5 algorithm was developed, the climate for cryptography has 
changed substantially [1]. Recently, A5/1 and A5/2 were reverse-engineered from a 
GSM handset and published by Briceno et al. [1]. Afterwards A5/2 was cryptanalysis 
and proved to be completely insecure. The attack required very few pseudo random 

Algorithms in
 

3G Mobile Communication 
Retracted: Secure Conversation Using Cryptographic 
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bits and only 216 steps [4]. A new security algorithm, known as A5/3 and f8 provides 
users of mobile phones with an even higher level of protection against eavesdropping 
than they have already [18]. 

A5/3 and f8 have been developed by a joint working party between the GSM 
Association Security Group and the 3‘rd Generation Partnership Project (3GPP)[10]. 
It will also be applicable for the General Packet Radio Service (GPRS) where it will 
be known as GEA3, and other modes such as High Speed Circuit Switched Data 
(HSCSD) and Enhanced Data Rates for GSM Evolution (EDGE) [5][6]. The A5/3 and 
f8 encryption algorithm specifically supplies signaling protection, so that sensitive 
information is protected over the radio path, and user data protection, to protect voice 
calls and other user generated data passing over the radio path [18].  

2   Ciphering Algorithm for 2G System 

A Mobile conversation is sent as a sequence of frames every 4.6 millisecond. Each 
frame contains 114 bits representing the digitized X to Y communication and 114 bits 
representing the digitized Y to X communication. Each conversation can be encrypted 
by a new session key Kc. For each frame, Kc is mixed with a publicly known frame 
counter Fn, and the result serves as the initial state of a generator which produces 228 
pseudo random bits. These bits are XOR'ed by the two parties with the 114+114 bits 
of the plaintext to produce the 114+114 bits of the cipher text[5][7]. 

A5/1 stream cipher is a binary linear feedback shift registers (LFSR) based key 
stream generator. It combines three LFSRs of lengths 19, 22, and 23 bits, which are 
denoted by R1, R2 and R3 respectively. All of these registers have primitive feedback 
polynomials and each register is updated according to its own feedback polynomials. 
Each LFSR is shifted, using clock cycles that are determined by a majority function. 
The majority function uses three bits; C1, C2, and C3. Among these bits, if two or 
more of them are 0 then the majority m = 0. Similarly, if two or more of them are 1, 
then the majority m = 1. If Ck = m then Rk is shifted, where k=1, 2, 3. The feedback 
polynomials for R1, R2, R3 are: x19 + x5 + x2 + x + 1, x22 + x + 1 and x23 + x15 + x2 + x 
+ 1, respectively. At each clock cycle, after the initialization phase, the last bits of 
each LFSR are XORed to produce one output bit. The proposed architecture for the 
hardware implementation of the A5/1 cipher is shown in Fig. 1.  

The process of generating pseudo random bits from the session key Kc and the 
frame number Fn is carried out in four steps. 

 

Fig. 1. A5/1 stream cipher architecture 
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Fig. 2. Simulation of A5/1 Algorithm using Matlab 

 

Fig. 3. Simulation result for A5/1 Algorithm 

In step 1, The Three LFSRs are initialized to zero. Then, clocked for 64 cycles, 
ignoring the majority function. During each cycle, the each bit from Kc is XORed in 
parallel into the lsb’s of the three registers.  

In step 2, the three registers are clocked for 22 additional cycles (ignoring the 
majority function). During this period the successive bits of Fn (from lsb to msb) are 
again XOR'ed in parallel into the lsb's of the three registers. The content of the three 
registers at the end of this step is called the initial state of the frame. In step 3, the 
three registers are clocked for 100 additional clock cycles with the majority function 
but without producing any outputs. Finally in step 4, The three registers are clocked 
for 228 additional clock cycles with the majority function in order to produce the 228 
output bits. At each clock cycle, one output bit is produced as the XOR of the msb's of 
the three registers. Fig 2 gives the simulation of A5/1 algorithm. 

The idea behind the A5/1 is good. It is very efficient. It passes all known statistical 
test; it’s only known weakness is that its registers are short enough to make 
exhaustive search feasible. Fig. 3 gives the simulation result by using the Sample time 
= 0.1ms, KEY = [1 2 3 4 5 6 7 8]. 

3   Ciphering Algorithm for 3G System 

3G mobile system offering mobile users content rich services, wireless broadband 
access to internet, and worldwide roaming. However, this includes serious security 
vulnerabilities. The algorithms are stream ciphers that are used to encrypt/decrypt 
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blocks of data under a confidentiality key KC. Each of these algorithms is based on 
the KASUMI algorithm which is a block cipher that produces a 64-bit output from a 
64-bit input under the control of a 128-bit key.[10][13] The algorithms defined here 
use KASUMI in a form of output-feedback mode as a keystream generator. The three 
algorithms are all very similar. KGCORE function is shown in Fig.4. Table 1 gives 
the detail of variables used in figure. Each of these algorithms is based on the 
KASUMI. KASUMI is a block cipher that produces a 64-bit output from a 64-bit 
input under the control of a 128-bit key. KASUMI used in these algorithms is the 
Feistel cipher with eight rounds with associated subkeys (KL, KI and KO)[10] this is 
generated from CK using rounding manner. It operates on a 64-bit data block and uses 
a 128-bit key. Its eight rounds are shown in Fig 5. Each KASUMI operator uses FL 
and FO functions. In each odd round of KASUMI operator uses Ri=FO(FL(Li-1, KLi), 
KOi, KIi) function and  for each even round uses Ri =FL(FO(Li-1, KOi, KIi), KLi). 
 

  
 

Fig. 4. KGCORE Core Keystream Generator Function with KM=0x55555555555555555555555555 
555555 (in hex) 

Table 1. GSM A5/4, GSM A5/3, ECSD A5/3, GEA3 in terms of KGCORE 
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The FL and FO algorithms based on number of iteration round with substitutions (S-
Boxes) and permutations (PBoxes) shown in Fig 6 and 7.  

In FL algorithm R’=R exor ROL (L bit-and KLi1,1) , L’=L ex-or ROL(R bit-or 
KLi2,1). In FO algorithm Rj=FI(Lj-1ex-or KOij,KIij) ex-or Rj- 1, Lj=Rj-1. In FI algorithm 
shown in Fig 7 for odd round Ri=Li-1, Li= S9[Li-1] ex-or ZE(Ri-1), for 2nd round Li= Ri-

1 ex-or KIi,j,2, Ri= S7[Ri-1] ex-or TR(Li-1) ex-or KIi,j,1., for 4th round out = S7[Li-1] ex-
or TR(Li-1).[10] 

 

Fig. 5. KASUMI algorithm 

 

 

Fig. 6. FL algorithm 
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            Fig. 7. FI algorithm                                                                  Fig. 8. FO algorithm 

A5/3   Ciphering Algorithm 

The GSM A5/3 algorithm produces two 114-bit keystream strings, one of which is used 
for uplink encryption/decryption and the other for downlink encryption/decryption. 
Figure 9 shows simulation of A5/3 algorithm. 

Result of Simulation block of A5/3 algorithm is shown in Fig. 10 by taking 
sampling time=0.1ms, key=[1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16], count=32. 

 

Fig. 9. Simulation of A5/3 Algorithm using Matlab 
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Fig. 10. Simulation result of A5/3 Algorithm 

F8   Ciphering Algorithm 

Simulation of f8 algorithm is shown in Figure 11 and 12 by taking sampling time = 
0.1ms, key=[1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16], count=140, bearer=32 and 
direction of transmission upward. 

 

Fig. 11. Simulation of f8 Algorithm 

 

Fig. 12. Simulation result of f8 Algorithm 
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4   Performance Analysis 

The simulation works were carried out on a Pentium Core 2 Duo processor with 3 GB 
of RAM running on Window7. Codes for A5/1, A5/3 and f8 were written and 
executed in MATLAB 7.8 
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Fig. 13. Spectrogram of plain speech 
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Fig. 14. Speech ciphered by A5/1 algorithm 
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Fig. 15. Speech encrypted by A5/3 algorithm 
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Fig. 16. Speech encrypted by f8 algorithm 

 

Fig. 17. Total execution time and key scheduling time for all algorithms 
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Speech is the very complex signal representing different kind of sound voiced, 
unvoiced and silence. For processing speech one can work with the function x(t) 
which represents the time information containing time and amplitude. Other 
information is obtained in frequency domain representation using FFT (Fast Fourier 
Transform). The speech signal can be visualized well through a spectrogram, which is 
the three dimensional representation that has time, frequency and energy density as 
dimension as a dimension. Fig.13 shows the spectrogram of speech_dft.wav sound in 
Matlab. The dark bands in Fig 13 are called formants and are frequency of resonance. 
The darkness of these bands is energy, which serves as the third dimension in the 
spectrogram [9]. Modern speech secrecy systems are mainly based on digital 
enciphering techniques. In the area of speech ciphers, mainly symmetric key 
algorithms are used. Fig 14, 15 and 16 shows the spectrograms of the plain speech 
ciphered by A5/1, A5/3 and f8 algorithms respectively and easily compared the energy 
band of ciphered signals. Figure 17 shows the comparison of the total execution time 
and key scheduling time for 20 consecutive runs of all three algorithms. We can see 
that total execution time is higher for f8 algorithm compared to A5/1 and A5/3. A5/3 
provides very low key set up time than others. 

We can see in A5/1 ciphering still having the originality of speech and we can hear 
some voice sound superimposed with some spidery noise. While in A5/3 and f8, we 
can only hear non-voice sound. Hence, no one can clearly understand the original 
plain speech. Normally the length and characteristic of the key specify the depth of 
encryption. As the key length of A5/1 is only 64 bit while f8 is 128 bit. Hence f8 
provides more security than A5/1. A5/3 is the variable length encryption with key 
length varies from 64-128 bit. so, it is very difficult to guess the key. Hence, A5/3 is 
more security than others. We can also see that the spectrogram of A5/3 is very much 
different.  

The security provided by A5/3 and f8 relies almost entirely on the security 
provided by Kasumi. To allow us to measure how effective the algorithms are at 
mixing up bits and thus estimate a ‘security margin’, a voice encryption simulation 
was carried out and the degree of correlation between the original and encrypted voice 
was calculated. The correlation coefficient ρ between two speech signal P (original 
speech) and C (ciphered speech) is computed as: 

 

where PMEAN and CMEAN are respective mean elements of P and C. The correlation 
coefficient between the original speech waveform of figure 13 and A5/1 encrypted 
speech waveform of figure 14 is calculated and equals to 0.00409. Similarly, 
correlation coefficient with A5/3 algorithm is 0.00298 and correlation coefficient of f8 
algorithm is =0.00321.  

5   Conclusion 

From the correlation coefficient values obtained, we can conclude that (i) f8 is about 
21.5% more secure than A5/1(ii) A5/3 is about 27.1% more secure than A5/1 and (iii) 
A5/3 is about 7.1% more secure than f8. 
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Exponential increase in mobile subscribers has rendered the Mobile 
communication system vulnerable to attack by unauthorised users. A number of 
vendors are operating around the world and they employ various operating standards 
and equipments. It has been estimated that computing power doubles every two years. 
An algorithm that is secure today may be breakable after 6-8 years. Since any 
algorithms being designed today must work for many years after design. We conclude 
that secure communication is essential but operators are operating commercially and 
switching to newer standards needs a transition from older equipments and interfaces 
to newer ones. This transition can take higher costs and operator may also lose 
customers. ITU-T can play a pivotal role to develop a standard for equipments and 
algorithms. 
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Abstract. With the increasing popularity of Wireless Local Area Network 
(WLAN) in various sectors, security has become a primary concern. This has 
been necessitated by the fact that free-space radio transmission in wireless 
networks makes eavesdropping easy and consequently a security breach may 
result in unauthorized access, information theft, interference and service 
degradation. Virtual Private Networks (VPNs) have emerged as an important 
solution to security threats surrounding the use of public networks for private 
communications. While VPNs for wired line networks have matured in both 
research and commercial environments, the design and deployment of VPNs for 
WLAN is still an evolving field. This paper consist a brief description of 
OpenVPN, a transport layer tunneling VPN solution, used for securing IEEE 
802.11g WLAN. In this paper we have presented experimental evaluation of 
OpenVPN with an analysis of its impact on performance of IEEE 802.11g.  

Keywords: WLAN, 802.11g, VPN, performance evaluation, security. 

1   Introduction 

The IEEE 802.11g WLAN technology is one of the fastest growing segment of the 
communications market today. It provides always-on network connectivity without, of 
course, requiring a network cable. Home or remote workers can set up networks 
without worrying about how to run wires through houses that never were designed to 
support network infrastructure. WLAN components plug into the existing 
infrastructure as simply as extending a phone line with a wireless phone. By removing 
the need to wire a network in the home, the cost of adoption and benefit of mobility 
within the home and the low cost of components make wireless networking a low-cost 
and efficient way to install a home network. But many users of WLAN technology are 
not aware or concerned about the security implications associated with wireless 
networks. On the other hand, wireless adoption within the corporate and medium-sized 
businesses has been severely inhibited by security concerns associated with sending 
sensitive corporate data over the air. Unlike its wired network counterpart, where the 
data remains in the cables, the wireless network uses open air as a medium. This 
broadcast nature of WLAN introduces a greater risk from intruders. 
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In particular, with the evolution of wireless networking in recent years has raised the 
serious security issues [1], [2]. These security issues are of great concern for this 
technology as it is being subjected to numerous attacks [3], [4], [5]. The most common 
attacks on wireless LANs are unwanted or automatic connection to the wrong network, 
man-in-the-middle attack with a fake Access Point (AP), theft of information by illegal 
tapping of the network, intrusion from open air, scrambling of the WLAN and 
consumption of device batteries.  

The Wired Equivalent Privacy (WEP) is a standard security mechanism for IEEE 
802.11g WLAN. When it was introduced, it was considered as a secured algorithm. 
But later it was found that it can be cracked easily [3], [6], [7], [8]. VPN technology 
has been used successfully to securely transmit data in wired networks especially when 
using Internet as the medium. This success of VPN in wired networks and the inherent 
security limitations of wireless networks have prompted developers and administrators 
to deploy it in case of wireless networks. A VPN works by creating a tunnel, on top of 
a protocol such as IP. In this paper we evaluated the impact of OpenVPN [9], transport 
layer VPN solution, on performance of IEEE 802.11g WLAN. 

2   Wireless LAN Standards  

The IEEE 802.11 is a set of standards for wireless local area network (WLAN) 
computer communications in the 2.4, 3.6 and 5 GHz frequency bands [10]. The 
802.11a, b, and g standards are the most common for home wireless access points and 
large business wireless systems. The working frequency for 802.11a is 5GHz and for 
802.11b & g it is 2.4 GHz. The maximum speed for 802.11a & g is 54Mbps and for 
802.11b it is 11Mbps. 

3   OpenVPN 

The OpenVPN is free and open source user space VPN solution which tunnels the 
traffic through transport layer using TCP or UDP protocol for encapsulation and 
transfer of data. It uses virtual network interface (VNI) to receive outgoing traffic from 
user space program and then perform the cryptographic operations and compression 
before sending it to other communication end. It also uses VNI to send the incoming 
traffic to user space program after performing reverse cryptographic operations and 
decompression. Security in OpenVPN is handled by the OpenSSL [11] cryptographic 
library which provides strong security over Secure Socket Layer (SSL) using standard 
algorithms such as Advanced Encryption Standard (AES). The OpenVPN uses a mode 
called Cipher Block Chaining (CBC), this prevents an attacker from seeing patterns 
between blocks with identical plaintext messages and manipulating one or more of 
these blocks. 

The VNI appears as actual network interface to all applications and users. Packets 
of incoming traffic sent via a VNI are delivered to a user-space program attached to 
the VNI. A user-space program may also pass packets into a VNI. In this case the 
VNI injects these packets to the operating system network stack to send it to the  
 



 Performance Evaluation of Transport Layer VPN on IEEE 802.11g WLAN 409 

 

Fig. 1. OpenVPN Tunnel between two end points 

 

Fig. 2. OpenVPN – Data Flow 

location mentioned in destination address field of the packets. The TUN and TAP 
[12], [13] are open source VNI. The TAP simulates an Ethernet device and it operates 
with layer 2 packets such as Ethernet frames. The TUN simulates a network layer 
device and it operates with layer 3 packets such as IP packets.  

In Figure 1, the working of OpenVPN is explained and in Figure 2, the data flow in 
OpenVPN environment is shown.  

The OpenVPN performs the following to secure the communications: 

• Receives the packets of outgoing plain traffic from user space program by using 
the VNI. After receiving the packets, it compresses the packets using LZO 
compression.  

• After compression, it encrypts the packets using cryptographic algorithm. For 
our experimentation we are using AES-128. It also applies sliding window 
method to provide replay protection. Then it tunnels the packet using UDP or 
TCP protocol to the other end. 

• On receiving the encrypted traffic at other end, the OpenVPN performs the 
reverse of cryptographic operations to verify integrity, authenticity etc. 

• After successful completion of reverse cryptographic operations, it 
decompresses the packet. The decompressed packet is then passed via VNI to 
the user space program. 

4   Experiment Setup for Performance Measurement 

For analyzing the impact of OpenVPN on performance of IEEE 802.11g WLAN we 
created two experiment scenarios. First was for measuring the throughput under 
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normal conditions and the second was to analyze the variation of traffic throughputs 
over an IEEE 802.11g WLAN when OpenVPN is implemented in WLAN. The 
following parameters were used as metrics for performance measurement during our 
experiments: 

• Throughput is the rate at which bulk of data transfers can be transmitted from 
one host to another over a sufficiently long period of time. 

• Latency is the total time required for a packet to travel from one host to 
another, generally from a transmitter through a network to a receiver.  

• Packet delay variation is measured for packets belonging to the same packet 
stream and shows the difference in the one-way delay that packets experience 
in the network.  

4.1   Standard Followed for Performance Measurement 

We followed the IP Performance Metrics (IPPM) RFC 4148 [14], to measure the 
performance. The following is the list of metrics we have used along with the 
standard followed to measure these metrics. 

1. Maximum throughput achieved as per RFC 2544 [15] 
2. One-way Delay as per RFC 2679 [16] 
3. IP Packet Delay Variation Metric as per RFC 3393 [17] 

4.2   Requirements for Experimentation  

The following is a list of the general Software and Hardware requirements for our 
experiments:  

1. Two laptops loaded with Red Hat Enterprise Linux 5 
2. Ethernet Cables 
3. TL-WA601G 108M TP-Link Wireless Access point 
4. SPT-2000A Spirent test center 

4.3   Experiment Setup 

In our experiment setup two laptops are connected using TP-Link Access point. The 
distance between the AP and the laptops is set to 4 meters to keep the signal strength 
high. Port-1 of Spirent test center is connected to laptop-1 and port-2 of Spirent is 
connected to laptop-2 using Ethernet cables of length 3 meters. These ports act as 
clients for laptops. These ports are used for traffic generation and analysis purpose. 
Port-1 of Spirent test center is used to generate the desired traffic for various data rates, 
frame sizes etc. Port-2 receives the traffic and analyses it. The analysis includes max 
throughput achieved, latency and packet delay variation with respect to various frame 
sizes. The 802.11g WLAN standard does not have inbuilt compression feature. 
OpenVPN supports both modes without compression and with compression, in our 
study we experimented both modes. 
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4.3.1   Performance without OpenVPN 
The experiment setup for this is shown in Figure 3. We carried out this experiment for 
measuring the baseline performance of IEEE 802.11g WLAN. This experiment 
comprises of two steps. The first step measures the throughput with respect to UDP 
traffic, while the second step measures the throughput with respect to TCP traffic. In 
the first step, port-1 of Spirent test center sends UDP traffic of different frame sizes to 
laptop-1, which is connected to laptop-2 through wireless link using an Access Point 
(AP). Laptop-1 forwards this data to laptop-2 through AP and then laptop-2 send this 
data to port-2 of the Spirent test center. The second step of the experiment was 
conducted using the same environment variables described above, but this time TCP 
traffic was generated using port-1 to send traffic with different frame sizes from 
laptop1 to laptop2. We varied the size of the frame from 512 bytes to 1518 bytes. 

 

Fig. 3. Experiment setup without OpenVPN 

4.3.2   Performance with OpenVPN 
Now our next aim is to analyze the impact of applying OpenVPN security solution to 
802.11g WLAN. In this scenario first we have to run our OpenVPN solution on both the 
laptops. OpenVPN configuration files [18] for both laptops are given below in Table 1. 

The setup for this experiment is shown in Figure 4. To analyze the impact of 
applying OpenVPN security to 802.11g WLAN on the throughput of UDP and TCP 
traffic in IEEE 802.11g WLAN, we performed the experiments in two steps. In first 
step we measured the impact on UDP traffic over IEEE 802.11g and in second step 
we measured the impact on TCP traffic over IEEE 802.11g. Experimentation was 
carried out in the same manner as for baseline performance measurement. 

Table 1. OpenVPN configuration files 

Configuration file – Laptop-1 Configuration file – Laptop-1 
Port 5002 
Proto udp 
Dev tun0 
Remote 192.168.1.102 
Ifconfig 20.20.20.1 20.20.20.2 
Cipher AES-128-CBC 
Secret static.key 
Comp-lzo 
Keepalive 5  20 
Persist-tun 

Port 5002 
Proto udp 
Dev tun0 
Remote 192.168.1.102 
Ifconfig 20.20.20.1 20.20.20.2 
Cipher AES-128-CBC 
Secret static.key 
Comp-lzo 
Keepalive 5  20 
Persist-tun 
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Fig. 4. Experiment setup with OpenVPN 

5   Experment Result and Analysis 

The results for all test scenarios of our experiment were collected from the test bed 
illustrated in the experiment setup section. Each experiment was repeated for twenty 
iterations to find the average performance values. 

5.1   Throughput 

The UDP and TCP throughput are measured as per RFC 2544 standards for different 
frame sizes. The results of these experiments are presented in Table 2 & Figure 5. 
Figure-5 indicates that the throughput increases for both UDP and TCP traffic with 
increased frame size. Throughput increases because when the data transmitted using 
large frames the total overhead for transmitting the data due to frame headers will be 
less as compare to when the data is transmitted using small frames. The throughput is 
decreased slightly when OpenVPN is applied because of the increased overhead which 
is due to encapsulation and cryptographic operations used by OpenVPN. When 
compression is used with OpenVPN throughput increases since compression reduces 
the packet size in physical interface. Throughput in this case is better than the 
throughput in normal case i.e. without OpenVPN because IEEE 802.11g does not has 
inbuilt compression and after compression packet size reduces considerably if data is 
not randomly distributed which is true most of the time. 

Table 2. Throughput results 

Frame 
Size 

(bytes) 

UDP Average Throughput (Mbps) TCP Average Throughput (Mbps) 

Without 
OpenVPN 

With OpenVPN 
Without 

OpenVPN 

With OpenVPN 

Without 
compression 

With 
compression 

Without 
compression 

With 
compression 

512 3.847 3.627 5.429 3.135 2.601 4.796 

1024 5.429 4.574 11.238 4.796 4.065 10.929 

1280 6.062 5.389 13.915 5.429 4.961 12.936 

1518 6.906 6.062 16.09 6.062 5.62 16.09 
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Fig. 5. UDP and TCP Throughput according to frame size 

5.2   Average Latency 

The average latency is measured as per RFC 2679 standards for UDP and TCP traffic 
for various frame size. The results of these experiments are presented in Figure 6 and 
Figure 7. These figures indicate that as we increase the frame size, the latency 
increases for both UDP and TCP traffic since the round trip time is proportional to the 
size of frame. The figures clearly indicate that latency is less for normal case as 
compare to other two cases because additional processing is required for 
cryptographic operation, compression and encapsulation in OpenVPN mode. It is also 
analyzed that the latency in case of OpenVPN without compression is more than in 
case of OpenVPN with compression. Even though compression takes some 
processing time it reduces the frame size which results in decreased transmission time 
as compare to the transmission time when frame is not compressed. 

 

Fig. 6. UDP Average Latency according to frame size 
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Fig. 7. TCP Average latency according to frame size 

5.3   Packet Delay Variation 

The IP Packet delay variation is measured as per RFC 3393 standards for UDP traffic 
for different frame size with different transmission rates. The result of this experiment 
is presented in Figure 8. This figure indicates that as we increase the load the IP 
Packet delay variation increases. From the above figures we observe that with the use 
of compression with OpenVPN, the IP Packet delay variation decreased as compared 
to normal case because compression reduces the payload size of packet. 

 

 

Fig. 8. UDP IP Packet Delay Variation according to frame size 
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6   Conclusion 

In this work OpenVPN, a transport layer tunneling based VPN solution was adopted 
and implemented for 802.11g WLAN. For a more detailed description of impact of 
OpenVPN on performance of 802.11g WLAN, performance analysis was done for the 
UDP and TCP traffic with respect to various data rates and frame sizes using Spirent 
test center. From the above experimental results we can conclude that there is slight 
decrease in performance with the implementation of OpenVPN in 802.11g WLAN and 
there is increase in the performance of 802.11g WLAN with the use of compression in 
OpenVPN. 
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Abstract. With the complexity of developing embedded Systems and
sensor networks, modeling is essential. Modeling before implementation
enables designers to explore ideas and verify the correctness of their de-
sign early in the design cycle thus reducing iterations during the final
stage. This paper deals with implementation of hierarchical model using
open source modeling tool Ptolemy. Different directors available with
Ptolemy for implementation of sensor networks and embedded systems
such as wireless director, discrete event director, and finite state ma-
chine director are used. Hierarchical modeling is used for implementing
entire system which is combination of different subsystems already im-
plemented with different directors. Wireless director is used as system
level director to provide communication between nodes and in turn finite
state machine and discrete event directors are used for realizing different
modes of system.

Keywords: Embedded Systems, Sensor Networks, Ptolemy, Hierarchi-
cal Model.

1 Introduction

The underlying goal of this paper is to show implementation of systems which
is combination of sensor networks and embedded systems. Ptolemy provides
different directors which can be used to realize behavior of different modes of
systems. Hierarchical modeling of Ptolemy can be used to combine different types
of sub systems and realize entire system behavior. One example is explained
which gives reader a detail explanation on how Ptolemy can be used to realize
system behavior.

Section 1 elaborates on system’s introduction which is taken for implementa-
tion in section 2 and 3. Section 2 presents Related work. section 3 elaborates use
of Ptolemy’s different directors for implementing different modes of system on
Ptolemy. Section 4 elaborates use of Hierarchical modeling to combine different
modes which will give realization of system described in section 1.
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1.1 Requirement Description of System Which Is Taken for
Implementation

Real time systems require modeling before they can be actually implemented due
to the complexity they have. This section gives reader a quick overview of which
types of systems can be selected for implementation on Ptolemy for behavior
modeling and one simple system is taken as example for showing implementation.

Systems which are combination of Embedded systems and sensor networks re-
quire support of different domains for modeling. Ptolemy provides large number
of domain support as well as it provides tool called visual sense which provides
support for sensor network modeling so it is highly suitable for modeling systems
which is combination of embedded systems and sensor networks.

For understanding implementation on Ptolemy we are taking one system
which is explained below in simple diagram

– System is having two sensor nodes which will be communicating with each
other. Wireless communication and wireless channel is required and wireless
protocol is requiring for implementation.

– This system provides controlling door functionality for which switch would
be operated by node 2. Whenever door needs to be operated that signal is
given by node 1 to node 2. Then that would operate switch. This will work
on discrete time

– Sensor node 1 will also have functionality of emergency calling to doc-
tor.When that mode would be called by node1 it will send emergency mes-
sage to doctor. Sensor node 1 will have phone attached to it.

– Emergency mode can be easily realized with the help of finite state machine
– This way this subsystem requires use of different directors of Ptolemy. For

communication wireless director can be used, for realizing controlling door
operation discrete event director can be used and for realizing emergency
calling to doctor finite state machine is used.

Fig. 1. System Functionality
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2 Related Work

The Ptolemy is a modeling tool for simulation, and design of concurrent, real-
time, embedded systems. The focus is on assembly of concurrent components.
The key underlying principle in the Ptolemy is the use of well-defined models of
computation that govern the interaction between components. A major problem
area being addressed is the use of heterogeneous mixtures of models of compu-
tation. Ptolemy II is being constructed in Java and Ptolemy is open source so it
can be enhanced according to system specific requirements.

VisualSense is a modeling and simulation framework for wireless and sensor
networks that builds on and leverages Ptolemy II. Modeling of wireless networks
requires sophisticated representation and analysis of communication channels,
sensors, ad-hoc networking protocols, localization strategies, media access con-
trol protocols, energy consumption in sensor nodes, etc. This modeling frame-
work is designed to support a component-based construction of such models.
It supports actor-oriented definition of network nodes, wireless communication
channels, physical media such as acoustic channels, and wired subsystems. The
software architecture consists of a set of base classes for defining channels and
sensor nodes, a library of subclasses that provide certain specific channel models
and node models, and an extensible visualization framework. Custom nodes can
be defined by subclassing the base classes and defining the behavior in Java or
by creating composite models using any of several Ptolemy II modeling envi-
ronments. Custom channels can be defined by subclassing the Wireless Channel
base class and by attaching functionality defined in Ptolemy II models.

Viptos, a joint modeling and design environment for wireless networks and
sensor node software. Viptos is built on Ptolemy II, a graphical modeling and
simulation environment for embedded systems, and TOSSIM, an interrupt-level
discrete event simulator for homogeneous TinyOS networks. Viptos includes the
full capabilities of VisualSense, a Ptolemy II environment that can model com-
munication channels, networks, and non-TinyOS nodes. Viptos presents a major
improvement over VisualSense by allowing developers to refine high-level wire-
less sensor network simulations down to real-code simulation and deployment,
and adds much-needed capabilities to TOSSIM by allowing simulation of het-
erogeneous networks. Viptos provides a bridge between Ptolemy II and TOSSIM
by providing interrupt-level simulation of actual TinyOS programs, with packet-
level simulation of the network, while allowing the developer to use other models
of computation available in Ptolemy II for modeling the physical environment
and other parts of the system.

3 Implementation of Different Modes of System

Ptolemy provides large number of domain polymorphic components which can
be used in different domains. Also it provides domain specific components which
can only be used for particular domain.System is implemented with VisualSense.
Steps followed for implementation of different subsystems are as follows.
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Fig. 2. Modal model component

Fig. 3. Finite state machine for emergency mode

1. Emergency mode of system introduced in section I can be realized with finite
state machine

2. Ptolemy provides modal model component in it’s library which provides
implementation of finite state machine inside that component. Modal model
component can take variables values from out side and it can also send output
to port that can be used as input to other component. Figure 2 shows modal
model component of Ptolemy.

3. Modal model contains finite state machine which shows function behavior.
Figure 3 shows finite state machine for the system’s emergency mode.

4. Finite state machine runs on inputs. Inputs to finite state machine are given
at discrete time interval. Inputs to finite state machine are setting of require
variables by reading predefined file. File will contain entire string of 0 and
1’s. Which are separated using sub string component and that separated
values are used to set values of variable. Figure 4 shows final working mode
implementation implemented as finite state machine.
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Fig. 4. FSM with inputs from file

Fig. 5. Communication between two sensor nodes

5. For communication between two nodes wireless director of Ptolemy is re-
quired which provides wireless communication between two nodes. It also
provides different channels which can be configured by user. Figure 5 shows
communications between two nodes

6. One mode of the system is having functionality of operating Door. For that
node1 will give signal to node 2. Node 2 is having switch on it which will
control Door. This functionality is realized with discrete event director as
shown in figure 6.
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Fig. 6. controlling door implementation with discrete event

4 Integration of Modes Using Hierarchical Modeling

Below mentioned are the steps followed for integration of entire system:

1. As basic goal of this system is to communicate with other sensor node,
wireless director is taken as system level director for integration.

2. When we are taking any wireless composite actor from library ( node 1 or
node 2) , we will find discrete event director inside that because any sensor
node run on discrete events.

3. The mode which is used for controlling Door also uses discrete event director
so that functionality can be added to this sensor node discrete event director.

4. For invoking finite state machine for emergency mode, discrete event director
can be used which invokes emergency mode and sets variables requires for
finite state machine transitions.The hierarchy of directors used can be shown
in figure 7

Fig. 7. Hierarchy of Directors
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Below figure 8 shows entire system which is combined using hierarchical modeling
approach in Ptolemy.

Fig. 8. Integration of modes using hierarchal modeling in Ptolemy

5 Conclusion

Ptolemy is the most suitable open source modeling tool to realize embedded sys-
tems. It has VisualSense tool for simulating sensor networks. With the help of
hierarchical modeling in VisualSense, systems which are combination of embed-
ded systems and sensor networks can be realized.Ptolemy has large component
library which is polymorphic for many domains available in Ptolemy. Ptolemy
also gives facility of code generation up to some extent which can be further
used for hardware implementation Simulation of embedded sensor networks can
be easily done with Ptolemy which in turn reduces time require to design any
system.

6 Future Work

Ptolemy is open source modeling tool which can be enhanced according to sys-
tems requirement so if any component which is required for embedded systems
and sensor networks and not available with Ptolemy, can be implemented on
Ptolemy and can be added in to Ptolemy library for further use. Similarly any
domain required for embedded systems and sensor networks and not available
with Ptolemy, also can be added in to Ptolemy.
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Abstract. This paper uses bus-invert method to reduce power dissipation, 
crosstalk and delay for RLC modeled VLSI Interconnect. The previously used 
encoding schemes based on RC models worsen crosstalk and delay parameters 
when the inductive effects become dominant. The proposed method focuses on 
reducing Type-0 and Type-1 couplings. The results obtained using proposed 
design of encoder and decoder demonstrates overall reduction in power, 
crosstalk and delay by reducing switching activity by 40.7%. Furthermore, the 
chip area and complexity of the circuit is also reduced by more than 25%. 

Keywords: Bus-invert method, crosstalk, inductive effect, switching activity, 
chip area. 

1   Introduction 

The performance of a high-speed chip is highly dependent on the interconnects, which 
connect different macro cells within a VLSI/ULSI chip [1]. With ever-growing length 
of interconnects and clock frequency on a chip, the effects of interconnects cannot be 
restricted to RC models. The importance of on-chip inductance is continuously 
increasing with faster on-chip rise times, wider wires, and the introduction of new 
materials for low resistance interconnects. It has become well accepted that interconnect 
delay dominates gate delay in current deep sub micrometer VLSI circuits. With the 
continuous scaling of technology and increased die area, this behavior is expected to 
continue. On-chip inductance has turned out to be significant in designs with giga-hertz 
clock frequencies [2, 3]. This increased importance of inductive effects in on-chip 
interconnects, traditional lumped and distributed RC models [4] of interconnects are no 
longer accurate as they result in substantial errors in predicting delay and crosstalk. 
There has been recent work to include the impact of self-inductance during interconnect 
delay prediction. However, one aspect of on-chip inductance that has not been well 
studied is mutual-inductive coupling. Mutual inductance causes signal-integrity issues 
by injecting noise pulses on a victim line [6, 7]. Most of the existing noise models and 
avoidance techniques consider only capacitive coupling. However, at current operating 
frequencies, inductive-crosstalk effects can be substantial and should be included for 
complete coupling-noise analysis. This diminished the performance of circuit by 
increasing in wire delay [7, 8]. 
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In RC model, the dominant factor is coupling capacitance, but for RLC model, 
mutual-inductance coupling becomes dominant. Mutual-inductance coupling occurs 
when both of the interconnect lines which are adjacent have same transition (i.e. 
either from 0 to 1 (↑↑) or from 1 to 0 (↓↓)). In that case leftmost aggressor wire 
induces magnetic field on the victim wire which tends to flow a current which is in 
opposition to the original current [9, 10].  So crosstalk occurs between the two 
interconnects which is the present major problem in the submicron technology. 
However for RC modeled, the worst case crosstalk delay occurs when the adjacent 
wires have an opposite transition. On the contrary, this worst case pattern is the best 
case for RLC model [7]. Most existing works focus on reducing the effects resulting 
from coupling capacitance on the bus structure by introducing many bus encoding 
techniques [4, 5]. There is not much work in the literature considering inductive 
effects on the bus structure. 

This paper mainly focuses on reducing power dissipation, crosstalk, delay and chip 
size of encoder and decoder of RLC modeled interconnects. Here the proposed 
method reduces the two undesirable types of crosstalk i.e. Type-0 and Type-1 
couplings which are the worst cases in RLC type of interconnects. This design reduces 
the power dissipation by reducing switching activity using bus invert coding method. 
Results show that the power dissipation, crosstalk, delay and size of proposed method 
which are implemented is occupy less area in layout as compared with Fan et al.[12] 
RC modeled.  

The rest of the paper is described as follows. Section 2 describes crosstalk and 
dynamic power dissipation expression and their dependence on different parameter. 
Section 3 describes the working of proposed method. Sections 4 discuss the results of 
RLC model. Finally, Section 5 draws important conclusions. 

2   Power Expression and Crosstalk of RLC Model 

Power dissipation of a circuit can be classified as static power dissipation  
and dynamic power dissipation. The static power dissipation of a circuit being too 
small can be neglected. The dynamic power dissipated by the circuit is in the form of 
[13, 14]: 

                                          ,                                                   (1) 

where  is load capacitance,  is supply voltage,  is the clock frequency and α 
is the average switching activity which lies between 0 and 1. For achieving low power 
in circuits one or more terms , ,  and  must be minimized. Here  and  is 
assumed to be already optimized for low power. Therefore, dynamic power 
dissipation is proportional to the number of signal transition.  

Symbols and terminologies which are used throughout the paper as follows 
   : The bus value to be sent presently on the bus line i.e. at time .  1  : The bus value sent previously on bus line i.e. at time 1.  

:  Control line for data bus to be sent at time .  1 : Control line for data bus sent at time 1. 
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Coupling between interconnects can be classified into five types i.e. Type-0, Type-
1, Type-2, Type-3 and Type-4 as shown in Table 1. Type-0 coupling occurs when 
( ,  present data bits and previous data bits 1 ,   have 
transitions in all bit positions i.e. (from 000 to 111 (↑↑↑)) or (from 111 to 000(↓↓↓)). 
Three conditions causes Type-0 coupling. In this, coupling capacitance is zero but the 
mutual inductance is very high. Type-1 coupling occurs when there is one or two 
transitions in the same direction i.e. present data and the previous data  have same 
transitions in one or two bit positions (i.e. transition from 000 to 011 (-↑↑) or from 
110 to 111(- -↓)). Eight conditions causes Type-1 coupling. In Type-1, simultaneous 
transition of two bits causes coupling is lesser as comparison with Type-0. A Type-2 
coupling occurs if the center wire is having opposite transition with one of its adjacent 
wires (from 011 to 100(↑↓↓)) or when the other lines undergo the same state transition 
with the center wire as quiet (i.e. data change from 100 to 001 (↓-↑)). Ten conditions 
causes Type-2 coupling. A Type-3 coupling occurs when the center wire undergoes 
opposite transition with one of the adjacent wire while the other wires are quiet i.e. 
when the data changes from 010 to 001 (i.e. -↓↑). In this case the mutual inductance is 
very less. In Type-4 coupling, all three-wires are having transitions in opposite 
direction with respect to each other i.e. from 010 to 101 (i.e. ↑↓↑). Here mutual 
inductance coupling is zero but it is the worst case of RC model. With the findings of 
the best case and worst case patterns, we propose a new encoding scheme for on-chip 
buses to minimize coupling delay with the dominance of inductance effects. The key 
idea is that inductive coupling effects should be alleviated by transforming the data 
sequences transmitting through on-chip buses. However, the architectures of the 
encoder and decoder should be of low complexity so that the power and delay 
overheads due to the codec circuitry can be compensated by the significant reduction 
of bus delay.  

Table 1. 3-Bit Bus Crosstalk when Considering RLC Effects 

Type-0 Type-1 Type-2 Type-3 Type-4 

 - - -  - -↑   - ↑ -  - ↑↓  ↑↓↑ 

 ↑↑↑  - ↑↑  ↑ - ↑  - ↓↑  ↓↑↓ 

 ↓↓↓  ↑ - -  ↑ - ↓  ↑↓ -   

   ↑↑ -  ↑↑↓  ↓↑ -   

   - - ↓  ↑↓↓     

   - ↓↓  - ↓ -     

   ↓ - -  ↓ - ↓     

   ↓↓ -  ↓ - ↑     

     ↓↓↑     

     ↓↑↑     
↑: switching from 0 to 1, ↓: switching from 1 to 0,   - : no transition; 
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3   Implementation of Proposed Scheme 

Inspired by Fan et al. [12] RC low-power bus invert method for reducing cross talk 
and power dissipation, a method is proposed which reduces the crosstalk delay and 
power dissipation of the RLC modeled interconnect. Approaching similarly like Fan 
et al. [12] using this proposed method and found that both the power dissipation and 
crosstalk are reducing greatly.  

In this proposed method the data bus is divided into different clusters. Each cluster 
has 4-bit width with one extra control bit. Extra control bit known as invert pin i.e. 

. Bus invert method [16] is based on the invert pin. To limit the number of 
transmitting transitions, it uses an extra control line i.e. if the number of transitions 
that are being transmitted are more than half of the bus width, then the original data is 
inverted and the control line  is set to ‘‘High’’, otherwise, the original data is 
transmitted and the control line  is set to ‘‘Low’’. Similarly, in this paper 
also if the original input data causes crosstalk then the inverted data is transmitted and 
control line is set to “High” and so the present data is compared with the previous 
data and depending on the transition of data bits a decision is made. 

The proposed method is shown in Fig. 1. It shows the block diagram of encoder. 
The 5-bit bus encoder architecture is composed of a N0_COUNTER, two 
N1_COUNTERS, inverter for complementing the original data, a 2-bit comparator, a 
multiplexer and a latch. N0_COUNTER and N1_COUNTER is called crosstalk 
module. The purpose of N0_COUNTER is that it detects the Type-0 coupling and on 
the contrary N1_COUNTER detects the Type-1 coupling. N1_COUNTER counts the 
Type-1 coupling and as there are 8 such cases (4 of high to low transition and 4 of 
low to high transition), which can be grouped to two.  Finally there are only 4 Type-1 
couplings (either ↑ or ↓) and so the output of N1_COUNTER is having 2-bits. 2-bit 
comparator is used to generate 1-bit output (i.e. N1) which compares the count of both 
the N1_COUNTERS. 

3.1   Working of 5-Bit Bus Encoder  

Firstly, the original data which is to be transmitted is inverted and so both the original 
data ( ,  and the complemented data ( ,   are available. Next, 
the data which is to be transmitted and the data which is previously transmitted are 
fed back to the N0_COUNTER and N1_COUNTER_1 through latch. N0_COUNTER 
module judges whether the ( ,  data will cause the Type-0 coupling with 
respect to the previous bus state ( 1 , , if any coupling condition occurs 
then the output of the N0_COUNTER (N0) is set to “High”. 

Similarly, N1_COUNTER_1 counts the number of Type-1 couplings that occurs 
with the original data and previous data and generates the output as 2-bits (N1 (1) _1, 
N1 (0) _1). On the other hand the complemented data and the previously transmitted 
are fed into N1_COUNTER_2. This counter will count the number of Type-1 
couplings that occur with the inverted data and generates the output as 2-bits (N1 (1) 
_2, N1 (0) _2). Now the counts from the two N1_COUNTERS are compared in a 2-
bit comparator. The comparator output (N1) goes high if and only if the count of 
N1_COUNTER_1 is greater than the N1_COUNTER_2. 
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Fig. 1. Block Diagram of 5-Bit Bus Encoder 

The next block is the multiplexer which decides the data to be transmitted 
depending on the inputs N0 and N1. If any one of the inputs i.e. N0 or N1 becomes 
high, this means that the input data has a crosstalk effect. Hence the inverted data 
must be sent to reduce that crosstalk effect and the control line  will go high 
indicating that the inverted data is sent. If both the inputs of the multiplexer are low 
means that there is no crosstalk effect with the data and so the original data is 
transmitted as it is without any inversion. 

3.1.1   N0_COUNTER   
Logic diagram of N0_COUNTER is shown in Fig. 2. It is composed of ten two-input 
AND gates, eight three-input NAND gates and one two-input OR gate. This circuitry 
consists of less number of transistors as compared to Fan et al. [12] RC model. The 
function of the N0_counter is that firstly, the design will check whether there is any 
transition or not by using the level-1 AND gates. A “High” logic is present at the 
output if there is any transition otherwise represent “Low” logic. Here the proposed 
method uses top five AND gates to sense low to high transition (↑) and bottom five 
AND gate to high to low transition (↓). As Type-0 coupling occurs when three 
consecutive lines are having same transition (i.e. ↑↑↑ or ↓↓↓) so these lines are fed to 
one AND gate. As 5 lines are present (including the control line), the method divides 
them into 3 combinations (SASBSC, SBSCSD, SCSDSE). The outputs of these three AND 
gates are given to an OR gate. Hence, if any combination becomes “High” the output 
L0 (↑↑↑) should go “High” on the other hand L1 goes “High” when there are three 
consecutive high to low transitions (↓↓↓). Finally L0 and L1 are fed to OR gate so that 
if there is any three consecutive transition in the same direction then the 
NO_COUNTER output (N0) goes “High” indicating a Type-0 cross talk and hence 
the inverted data is transmitted and control line is made “High”. 

 

B(t), INV(t)

B(t-1), INV(t-1)

N0_COUNTER 

N1_COUNTER _1

N1_COUNTER _2

2- BIT 
COMPARATOR
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N1

B(t)

INV(t)
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Fig. 2. Logic Diagram of N0_ COUNTER  

3.1.2   N1_COUNTER  
Logic diagram of N1_COUNTER is shown in the Fig. 3. The proposed method uses 
the outputs of level-1 AND gates of N0_COUNTER itself to check whether there are 
any transitions. N1_COUNTER is composed of five 2-input OR gates, five 2-input 
XOR gates and three 2-input NAND gates. As Type-1 coupling occurs when one or 
two lines are having transitions in the same direction while the rest (i.e. remaining 
two or the third one respectively) are having no transition. Hence, the outputs of 
level-1 AND gates which indicate transitions are fed to five two-input OR gates 
whose output goes “High” when there is Type-1 coupling. By noticing that Type-1 
coupling occurs when the first line is having transition and the third line is in idle 
state (no-transition) and vice-versa, which clearly assure that these two lines must be 
given to an XOR gate to verify the condition. These five OR gate outputs divided into 
3 groups of two alternate lines (i.e. K0 and K2, K1 and K3, K2 and K4). The outputs of 
these three XOR gates are added binarily using a full adder, the method implements 
the full adder using two half adders and an OR gate and the output of the full adder 
represents the number of counts that causes Type-1 coupling (N1(1), N1(0)). As the 
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proposed method uses two N1_COUNTERS in which N1_COUNTER_1 counts the 
number of Type-1 couplings of the original data ( ,  whose output is 
(N1(1)_1,N1(0)_1) and the second counter N1_COUNTER_2 counts the number of 
Type-1 couplings of the inverted data whose output is (N1(1)_2, N1(0)_2). 

 

Fig. 3. Logic Diagram of N1_COUNTER  

3.1.3   2-Bit Comparator 
The internal circuit of 2-bit comparator is shown in Fig. 4. It compares the counts of 
the two N1_COUNTERS (i.e. (N1(1)_1, N1(0)_1) and (N1(1)_2, N1(0)_2)) and 
generates the output N1 as a logic “High” when the count of N1_COUNTER_1 is 
greater than N1_COUNTER_2 indicating that there are more number of Type-1 
couplings with the original data than the inverted data. When N1 becomes “High” 
then the inverted data must be sent and if it is “Low” indicating that the original 
signal must be transmitted. 

 

Fig. 4. 2-Bit Comparator 
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3.1.4   Multiplexer 
The truth table of the multiplexer is shown in Table.2. When either N0 or N1 is 
“High” inverted data ( ), 1) must be transmitted otherwise original data ( , 0) 
must be transmitted. The internal circuit of multiplexer is shown in Fig.5. Truth table 
of MUX tells that when either N0 or N1 is “High” the inverted data is to be 
transmitted so it is fed as one of the input to the AND gate whose enable pin is output 
of OR gate (ORing N0 and N1). On the other hand if both N0 and N1 goes “Low” 
original data is to be transmitted so the method uses four more AND gates whose 
inputs are original data and the output of NOR gate. After that logical addition of both 
using OR gates gives the final encoded data _ ).  

Table 2. Truth Table of multiplexer 

N0 N1 MUX OUTPUT 

0 0 ( , 0) 

1 0 ( ),1) 

0 1 ( ),1) 

1 1 ( ),1) 
 

 

Fig. 5. Internal Diagram of Multiplexer  

3.1.5   Latch  
Here the proposed design is comparing the present data with the previously 
transmitted which means there is a necessity for storing the previously transmitted 
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data. For this purpose latches are necessary [15] which are implemented using 
transmission gates in this paper as shown in Fig. 6. This latch is made of two 
transmission gates (T1 and T2) which work complementarily and two inverters (one 
inverter is forward and another one is backward inverter). The transmission gate 
consists of both PMOS and NMOS transistors whose drains and sources are shorted 
together. When CLK is in “High” condition, transmission gate T1 goes into ON 
condition and then the input data is transmitted to output of T1 (i.e.  output). This 
data is retained until CLK becomes high for the next time. But when CLK goes 
“Low” then T2 goes into ON and T1 goes to OFF condition and so the data is retained 
using the inverters which are connected in feedback. 

 

Fig. 6. Latch using Transmission Gates 

4   Decoder 

The internal circuit of decoder is shown in Fig. 7. The function of decoder is to 
decode the encoded data. The encoded data is fed as one of the input for the XOR 
gate and control line  is given as second input for the 2-input XOR gate. If 
the  line is “High” then it indicates that the inverted data has been 
transmitted and _  must be inverted to get the original data and if it is 
“Low” which indicates that the original data has been transmitted. 

 

Fig. 7. Decoder 
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5    Results 

The functionality of proposed circuit design has been simulated in 0.18-μm 
technology with H-SPICE simulator. Power dissipation and crosstalk of the proposed 
circuit is also evaluated. Total power dissipation includes the power dissipated by 
encoder, by interconnects and the decoder (i.e. , . ,  is the 
dynamic power dissipated (which depends on the switching activities of the data) 
after the data is encoded. In 0.18-μm technology, when the load capacitance value is 
less than 0.1pF/bit, then coding method consumes more power than un-coded method. 
But as the load capacitance is increased i.e. beyond 1.5pF/bit, then coded data 
consumes lesser power than the uncoded data. The proposed design reduces power 
dissipation from 33.2% to 42.6% for a load capacitance of 4pF/bit. 

The crosstalk effect is reduced by inverting the original data and which in turn also 
reduces the switching activity. Here, the proposed method reduces both the Type-0 
and Type-1 coupling.  As Type-0 coupling is caused in two cases and Type-1 
coupling is caused in eight cases. Therefore switching activity reduces by 40.7% 
which is more as compared to Fan et al. [12] RC model. 

Our proposed method has greatly reduced the chip area by reduction in number of 
transistor as compared to Fan et al. [12] RC model as shown in Table 3. By reduction 
in chip area the complexity of circuit diminished by more than 25%. 

Fan et al. [12] RC model uses four input AND gates whose input capacitance is 
very high which in turn increases the propagation delay.  The proposed model uses 2-
input AND gates to decrease the propagation delay which may cause due to encoder. 
Moreover Fan et al. [12] RC model uses two 6-bit adders which is comprised of four 
full adders and four half adders which makes the circuit more complex and also 
occupies more area and increases the power dissipation. The Proposed method uses 
only two half adders for counting Type-1 couplings. As all the lines are parallel, the 
signal is likely to pass through only 3 or 4 gates which shows very less propagation 
delay due to the encoder insertion. The power consumed by the Encoder & Decoder is 
very less and so, this method can be used efficiently to reduce crosstalk .  

Table 3. Comparison of Proposed Model with the Fan et al. [12] RC Model  

Components Fan et al. [12]  RC 
model Proposed Method 

AND gate 4-input 2-input 

6-bit adder 2 0 

N0_COUNTER 2 1 

XOR gate 18 8 

Total no. of 
transistors 

664 484 

6   Conclusion 

This paper demonstrated overall reduction in power dissipation, crosstalk and chip 
size by using bus-invert method for RLC modeled VLSI interconnects. The proposed 
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method is having less number of transistors which decrease the chip area. The results 
shows the reduction in power dissipation by 33.2% to 42.6%, switching activities by 
40.7% and chip size by more than 25% in comparison to previously available research 
work. 
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Abstract. For System on-chip (SoC) designs in current Deep Submicron 
(DSM) era, the performance factors such as propagation delay, power 
dissipation and crosstalk in RC modeled interconnects are the major design 
concerns. The crosstalk effect is a consequence of coupling and switching 
activities that is encountered when there is a transition in previous state of wire 
as well as when there are transitions in adjacent wires. Therefore, minimization 
or elimination of switching and coupling activities is crucial in enhancing the 
performance of SoC designs. This paper proposes encoding schemes to achieve 
overall reduction in transitions. The reduction in transition improves the 
performance in terms of reduced power dissipation, coupling activity and delay 
in on-chip buses. 

Keywords: Coupling, VLSI, SoC, Bus Encoding, Interconnects. 

1   Introduction 

The feature size of integrated circuits has been consistently reduced in the pursuit of 
improved speed, power, silicon area and cost characteristics. Semiconductor 
technologies with feature sizes of several tens of nanometers are currently in 
development. As per International Technology Roadmap for Semiconductors (ITRS), 
the future nanometer scale circuits will contain more than a billion transistors and 
operate at clock speeds well over 10GHz. Distribution of robust and reliable power 
and ground lines; clock; data and address; and other control signals through 
interconnects in such a high-speed, high-complexity environment, is a challenging 
task. The function of wiring systems or interconnects is to distribute clock and other 
signals and to provide power/ground to and among the various circuits/systems 
functions on the chip. The performance parameters i.e. time delay and power 
dissipation of a high-speed chip is highly dependent on interconnects, which connect 
different macro cells within a VLSI chip.  

In current DSM (Deep Submicron) technology, coupling capacitance plays an 
important role for deciding the behavior of on-chip interconnects. Due to the coupling 
capacitance, crosstalk, delay and power consumption problems will arise. The above 
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problems are very much dependent on the frequency of signal used, length of 
interconnects etc. Interconnects can be modeled as the transmission line. 
Transmission line may be modeled as RC or RLC network. The effect of inductance 
plays an important role as the length and used frequency signal increases. [1-4, 8-16] 
This paper considers RC network for the implementation and study of the behavior of 
interconnects due to coupling capacitance. 

The components that affect the behavior of the on-chip bus are internal parasitic 
capacitances of the transistors, interconnect capacitances and input capacitances of the 
fan-out gates. 

The most common methods to reduce crosstalk, propagation delay and power are: 

• Insertion of  repeaters 
• Insertion of  shielding between adjacent wires 
• Minimizing spacing between signal and ground lines. 
• Isolating clocks and other critical signals from other lines (larger line spacing) or 

isolation with ground traces. 
• In backplane or wire-wrap applications, use twisted pair for sensitive applications 

such as clocks and asynchronous set or clear functions. While using ribbon or flat 
cable, make every other line a ground line. 

• Introduction of intentional delay among coupled signal transmission. 
• Bus Encoding methods 
• The use of tight geometry in most systems can reduce crosstalk significantly 

although it cannot eliminate it entirely. Some preventive design measures can be 
used to minimize crosstalk. 

• Using maximum allowable spacing between signal lines. 
• Terminating signal lines into their characteristic impedance. 

The Bus encoding method is widely used technique to reduce dynamic switching 
power and the effects of crosstalk (signal noise, delay) during data transmission on 
buses [15]. Low power encoding techniques aim to transform the data being 
transmitted on buses in such a manner so that the self and coupling switching activity 
on buses are reduced. Crosstalk aware encoding techniques can also modify the 
switching patterns of a group of wires to reduce crosstalk coupling effect. These 
techniques are quite effective in reducing power consumption, improving 
transmission reliability, and increasing system performance. For any encoding 
scheme, the encoder and decoder functions are the inverse of each other. Bus 
encoding schemes can be classified according to several criteria, such as the amount 
of extra information needed for coding (redundant or irredundant coding), and the 
method of encoding implementation (hardware, software, or a combination of the 
two), Type of code used (algebraic, permutation, or probability based), the degree of 
encoding adaptability (static or dynamically adaptable encoding), the targeted 
capacitance for switching reduction (self, coupling or both). Encoding techniques are 
often aimed at power reduction, signal transmission delay reduction and reliability 
improvement, or a combination of these due to the reduction in the transition. Certain 
optimizations such as crosstalk reduction can have multiple benefits associated with 
them such as power reduction, signal delay reduction and noise reduction. 
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This paper presents an encoding method for the reduction of coupling transitions. 
The crosstalk is classified as the types [1, 2, 15, 16] depending upon the transitions of 
the signal in the wire. This paper proposes encoding schemes which reduces data lines 
hence there is reduction in power consumption. The encoding scheme presented in the 
paper reduced the redundancy. It also considers the worst case crosstalk effects due to 
transitions in the group of lines.  

2   Estimation of Power and Crosstalk in RC Bus Model 

The total power consumption in the VLSI chip comprises of dynamic power, short 
circuit power, static power and leakage power. It can be simply described as 
summation of all these components i.e. 

                                  (1) 

The capacitance of interconnect can be classified as coupling capacitance and self-
capacitance. The coupling capacitance is the capacitance between the adjacent wires 
while the self-capacitance refers to the capacitance between the substrate and the wire 
itself. The dynamic power in VLSI chip decides the behavior of chip and is highly 
dependent on the load capacitance and coupling capacitance i.e. bus line signal 
transitions. Dynamic power dissipation on a coded bus thus can be defined as 
following equation 

,  

                                                             (2) 

where CL is the load capacitance, Cc is the coupling capacitance, VDD is the supplying 
voltage,  is the clock frequency, λ is the capacitance ratio defined as: λ = Cc / CL. λ 

is dependent on the technology which is being used hence its value depends on the 
physical parameters. αcl is the value of average switching activity for the load 
capacitance. For un-encoded buses αcl is 1. αcc is the value of average coupling activity 
for the coupling capacitance. For un-encoded buses αcc is 1. Hence for un-encoded 
data the power dissipation can be defined by following equation  , 1                                           (3)

                         
       

 
Effective crosstalk capacitance is determined by                                      (4) 

where ∆V2 is voltage variation of the centre wire. ∆V1 and ∆V3 are voltage variations 
in the adjacent wires.  is power supply voltage which equals rail-to-rail signal 
voltage in CMOS circuits.  is effective coupling capacitance variation [1, 2]. 

The coupling between the groups of the three wires is classified into five types 
depending upon the nature of transitions of signals in the wire that are Type-0, Type-
1, Type-2, Type-3 and Type-4. The Type-0 coupling occurs when all of the 3-bit 
wires are in the same state transition. A transition from 000 to 111 (i.e. ↑↑↑) causes a 

f
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Type-0 coupling. For Type-0, coupling capacitance is zero. Type-1 coupling occurs 
when there is a transition in one or the two wires (including the centre wire) and the 
third wire remains quite. There are eight possibilities by which Type-1 condition 
occurs. The coupling capacitance in this case is . A Type-2 coupling occurs when 
the centre wire is in the opposite state transition with one of its adjacent wires while 
the other wires undergo the same state transition as the centre wire i.e.100 to 011. Ten 
different conditions are possible for Type-2 coupling. The coupling capacitance is 2  in this case. A Type-3 coupling occurs when the central wire undergoes the 
opposite state transition with one of the two wires while the other wires are quiet i.e. 
010 to 001. Coupling capacitance in the case of Type-3 coupling is 3  and there are 
four possibilities that cause Type-3 coupling. For a Type-4 coupling, all three wire 
transitions are in the opposite states with respect to each other. Two conditions cause 
Type-4 coupling with a coupling capacitance effect of 4 . All the five Types of 
couplings are shown in Table-1 [2].  

It can be concluded from the above description that power and crosstalk highly 
depend upon the transitions of the signal in the wires. If the number of transitions 
occurring in the signals by encoding methods is reduced, the dynamic power 
dissipation as well as crosstalk will also be reduced. Different encoding methods are 
proposed by different researchers. An efficient encoding proposed by Stan and 
Burleson [3] includes the concept of counting the number of transitions, with respect 
to the previous states of group of lines. Data is transmitted in original form or in 
inverted form depending upon the number of state transition of the lines as compared 
to previous states. 

Table 1. Crosstalk Types for a 3-Bit Bus Considering RC Model of Interconnect [2] 

  : sw itch from  0  to  1 , ! : sw itch from  1  to  0 , -   : no transition 

Type-0 Type-1 Type-2 Type-3 Type-4 
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3   Encoding Method  

The proposed encoding method transforms the bus signals for the reduction or 
elimination of the worst case crosstalk by reducing the 7-bit lines into 4-bit lines. The 
encoder deals with the coupling transitions among the group of seven bits. It identifies 
the higher number of 0’s and 1’s. Output line is set according to higher number of 1’s or 
0’s. The proposed encoder can be depicted as in Fig.1. The components of the encoder 
circuit include a counter module, controller, a 7-bit comparator module and register,  

Firstly, the number of 1’s and 0’s are counted using a counter module. If the 
number of 1’s is more than the number of 0’s, the comparator module sets output line 
in high state (1). If the number of 0’s is more than the number of 1’s this module sets 
output line in low state (0). There are two best cases possible; either all lines are in 
one state or all lines are in zero state. As said earlier, it is needed to convert all the 
seven input lines to a single line, either 0 or 1. In order to do this, the position of bits 
are flipped to either 0 or 1 depending upon the value of 1’s or 0’s, whichever is higher 
as discussed above. There are maximum three flips possible. 

 

Fig. 1. Block Diagram of Encoding Method 

The single output line of controller is compared with initial 7-bit input line and 
finds the flipped bit positions. The number of flipped bits could be 0 (best case; when 
all the inputs are either 0 or 1), or 1 or 2 or 3 (worst case). After identification of the 
flipped bits positions, and stored in the 3-bit registers. 

The number of the registers is chosen to be three in order to work for the best as 
well as the worst cases. The best case is one when all the input lines are 0 or 1. In this 
case all the registers are empty as there is no change in any of the bits. Thus there is 
significant reduction in crosstalk as all three registers have same null value. Otherwise 
the value of the registers can vary from zero to maximum three. Seven bits of input 
have been given to the encoder. So, three bits have taken to indicate the flips in the 
seven lines. All the equivalent positions for these 8 combinations are shown in 
Table.2. 
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Table 2. Register Values Indicating the Positions of Flipping 

Register Value Flipped I/P Line Position 

000 0 

001 1 

010 2 

011 3 

100 4 

101 5 

110 6 

111 7 
 
 

Each of the register value sends in three different clock cycles. At each clock cycle, 
contents of one register are sent to the decoder. Another register contents are sent in the 
next clock cycle and so on. Since the maximum flips that can be possible are three so 
maximum three clock cycles are required for decoding the 7-bit line at decoder side. 

3.1    Counter Module 

The counter module is for the determination of the number of 0’s and 1’s in the input 
sequence of seven bits line. The input to the counter module is 7-bit input. Each of 
these lines is selected and then compared with ‘0’ and ‘1’. Two variables are 
initialized for storing the values of the number of 0’s and 1’s in the input sequence. 
The first variable stores the value of the number of 0’s and the other one store the 
number of the 1’s in the input sequence. These two lines are then fed into the 
Controller modules along with two variables and are passed to the Controller; it then 
decides whether the number of value of 1st or the 2nd variable is higher. The one with 
higher value is forwarded to the comparator module of the encoder. 

3.2    Controller 

As seen in Fig.1 the two output lines of the counter represent the number of 1’s and 
the number of 0’s. These two inputs are fed in to the controller. The Controller 
decides for the number of occurrences of 0’s and 1’s as provided by counter module. 
This module decides the output as ‘0’ or ‘1’ based on the values input to this. If 
number of 0’s is higher as compared to the number of 1’s the output of the controller 
will be ‘0’. If number of 1’s is higher as compared to the number of 0’s the output of 
the controller will be ‘1’. 

3.3    Comparator 

The single output line is fed to the comparator along with the initial 7-bit inputs. This 
single output line is compared with each of the initial 7-bits. This is to compare 
whether the value of the bit is the same or different from the single line. This signal is 
XORed with each of the 7 lines to identify the flipping. These flipped positions are 
stored for the decoding purpose.  
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The final output of this module is three 3-bit registers as shown in Fig. 1. Three 
registers as discussed before are meant for transfer of the three flipped positions if 
present or whatever the number of flipped bit positions is from 0 to a maximum of 3 
positions. 

3.4    Registers 

This module is used for storing the position of flipped bit. This ascertains the proper 
interpretation of the input bits where a 000 value in the register stands for the 0th bit 
position, 001 represents the 1st bit and likewise 111 represents 7th position. These 
three registers are meant for the simultaneous storage of the flipped bit positions. 
These lines along with the single input equivalent line from the controller are 
transmitted to the decoder. 

The encoder provides the output in four lines for the decoding purpose i.e. one line 
from the controller and the other three lines from the register, although three clock 
cycles are needed for complete decoding of the input sequence. 

4   Decoder  

The decoder of the proposed encoding method is shown in Fig.2. The decoder of the 
proposed encoding method consists of the three 3-bit registers, splitter, inversion 
module and line identifier. 

Four lines from the encoder are fed to the decoder. In the first clock cycle the 
contents of the first register from encoder are stored in the first register of the decoder 
and so on. The maximum flips that can be possible are three, so maximum three clock 
cycles are required for complete decoding of the 7-bit data. 

 

Fig. 2. Decoder of Encoding Method 
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Although, single 3-bit register can be used in the encoder and decoder side instead 
of three 3-bit registers, three registers are used for the compensation of delay 
generated by the clock cycles for the transmission of flipped bit positions to decoder 
side. 

The output line taken from the comparater of encoder side is fed to the spliter 
module of the decoder. The splitter module splits the 1-bit input line to seven bits of 
output lines. All the seven output lines have similar value as that of the input i.e. if the 
input to the spliter is ‘1’ then output of the splitter is of seven lines having value of 
each line as ‘1’. Similarily when input of the splitter is ‘0’ all the seven lines will have 
output value ’0’. 

The line identifier module takes the input from the three 3-bit registers 
sequentially. The sequence is managed by the clock cycle. Line identifier gets the 
content of 3-bit register and identifies the line to be flipped as per Table 2. These 
identification indications are then fed to the inversion module. The inversion module 
inverts the indentified line. In next turn this process is repeated. And after three 
iterations the final decoded data of seven bits is taken as the output of the decoder.       

5    Simulation and Results 

Encoder and decoder are implemented in VHDL[5]. In the encoder described in the 
previous sections have a 7-bit input sequence and the task was to reduce the crosstalk 
and power dissipation using bus encoding schemes. The designed encoder reduces the 
7-bit input sequence to a 4-bit output sequence. 

The number of wires is reduced by 57.14%. Therefore, redundancy is reduced by 
57.14%. However, in other encoding schemes, redundancy increases by 25%. This 
encoding scheme not only reduced the redundancy but reduced the power 
consumption too. After the implementation of encoding mechanism it was observed 
that the crosstalk reduces by 35 to 40%. The encoder is tested on the random 7-bit 
sequences and it was found that the worst case crosstalk reduced by 40%. There was 
also a decrease in power dissipation as compared to the initial sequence.  

Further, as two out of the three parameters, i.e. power dissipation and crosstalk are 
decreased, the delay is introduced. This delay can therefore be allowed as the overall 
implementation is better than the initial input sequence transmission method. Hence, 
it is evident that this method is acceptable. This encoder considers only the coupling 
transitions in the input 7-bit sequence. 

6    Conclusion 

The proposed method of bus encoder significantly eliminates or reduces the worst 
case crosstalk. Reduction of crosstalk is because of the reduction in the number of 
lines from 7 bits to 4 bits as an output of the Encoder. This reduces the crosstalk 
effectively by 35 to 40 percent. The transitions in the state of buses decide the 
behavior of the switching and coupling activities. It is shown that reduction in the 
coupling and switching activity reduces the dynamic power dissipation and crosstalk. 
Thereby the power dissipation is also reduced as compared to the initial input 
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sequence. Hence the performance of the VLSI chip is improved. For all possible 128 
combinations of the input sequence the output is seen manually and via the 
implemented mechanism. It is finally found that the method is implemented 
successfully and serves its purpose to a great extent.  
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Performance Driven VLSI Floorplanning with B*Tree 
Representation Using Differential Evolutionary 

Algorithm 
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Abstract. In this paper, we present a floorplanning algorithm based on B *Tree 
representation. Our floorplanner has explicitly designed for fixed-frame 
floorplanning, which is different from traditional minarea floorplanning. 
Moreover, we also show that it can be adapted to minimize total area. It 
addresses the problem of handling alignment constraint which arises in bus 
structure. It deals with performance constraint such as bounded net delay,  
while many existing floorplanners just minimize total wire length. More 
importantly, even with all these constraints the Differential evolutionary 
algorithm (DE) is very fast in  the sense that it can quickly produce optimal 
solutions.Experimental results based on MCNC benchmark with constraints 
show that Differential Evolutionary (DE) can quickly produce optimal 
solutions.  

Keywords: VLSI CAD, Floorplanning, B*tree representation, Alignment and 
Performance constraints, Differential Evolutionary Algorithm (DE). 

1   Introduction 

Floorplan design is an important step in physical design of very large scale integration 
circuits. It is the problem of placing a set of circuit modules on a chip to minimize the 
total area and interconnect cost. In this early stage of physical design, most of the 
modules are not yet designed and, thus, are flexible in shape (soft modules), while some 
are reused modules and their shapes are fixed (hard modules). There are two kinds of 
floorplans: slicing and nonslicing. Many existing floorplanners are based on slicing 
floorplans [1].  There are several advantages of using slicing floorplans. Firstly, 
focusing only on slicing floorplans significantly reduces the search space which in turn 
leads to a faster runtime, especially when the simulated annealing method is used. 
Secondly, the shape flexibility of the soft modules can be fully exploited to give a tight 
packing based on an efficient shape curve computational technique.It has been shown 
mathematically that a tight packing is achievable for slicing floorplans.Slicing structure 
has advantages, but typical floorplan is non-slicing.  

The modeling for the non-slicing structures (and also the slicing structures) have 
been proposed recently. Among them, sequence pair [2], BSG [3], and TCG [4] 
specify the topological relative positions between blocks. From these representations, 
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we can easily identify the geometric relation between two blocks, such as below, 
above, left-to and right-to. O-tree [5] and B*-tree [6] give partial topological relations 
among blocks by using ordered trees. In the trees,a node represent a block and an 
edge describes the relation between the parent node and the child node.Problems 
related to floorplanning/placement with the performance and alignment constraints, 
such as pre-placed and range constraints and rectilinear blocks, were studied earlier. 
The floorplan design with the pre-defined range constraint was proposed by Young 
and Wong [7]. Unlike pre-placed blocks,the constrained blocks are required to place 
within a pre-defined range. Chang et al. in [6] applied the B*-tree to handle this 
constraint by keeping a location constraint between nodes associated with the sub-
blocks of a rectilinear block. 

Similar operations can be found based on the O-tree and Xu et al. [8] based on 
sequence pair.Tang and Wong [7] recently extended the range constraint to the 
performance constraint, and the rectilinear constraint to the alignment constraint. 
With the performance constraint, blocks are placed in a movable bounding box to 
reduce the net delay and minimize the total wire length as well. 

1.2   Our Contribution 

In this paper, we handle the floorplanning based on B*-tree representation with the 
alignment and performance constraints using the Differential Evolutionary (DE) 
optimization algorithm. We first explore the feasibility conditions with the alignment 
and performance constraints, and then propose algorithms that can guarantee a 
feasible placement with alignment constraints and generate a good placement with 
performance constraints during each operation. We use Differential Evolutionary 
(DE) algorithm to search for optimal floorplan satisfying given constraints, where a 
novel cost function is used to unify the evaluation of feasible and infeasible tree 
representations. The algorithm is very fast. Experimental results based on the MCNC 
benchmark with the constraints show that our method significantly outperforms the 
previous work. 

The remainder of this paper is organized as follows. Section 2 reviews B*- trees. 
Section 3 gives the definitions of the alignment and performance constraints. The 
methods for solving these constraints are proposed using Differential Evolutionary 
algorithm in Section 4.In Section 5 and 6 exhibits the implementation and experiment 
results. Finally, we give conclusions in Section 7.  

2   B*-Tree Representation 

To handle non-slicing floor plans, we propose in this paper an ordered binary-tree 
based representation, called B*-tree representation [9]. Given an admissible 
placement P, we can represent it by a unique (horizontal) B*-tree. (See Fig 1 for the 
B*-tree representing the placement shown in Figure 2) A B*-tree is an ordered binary 
tree whose root corresponds to the module on the bottom-left corner. Similar to the 
depth first search (DFS) procedure, we construct the B*-tree for an admissible 
Placement P in a recursive fashion.   
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Starting from the root, we first recursively construct the left sub tree and then the 
right sub tree. Let Ri denote the set of modules located on the right-hand side and 
adjacent to bi. The left child of the node ni corresponds to the lowest module in Ri that 
is unvisited. The right child of ni represents the lowest module located above bi with 
its x-coordinate equal to that of bi and its y-coordinate less than that of the top 
boundary of the module on the left-hand side and adjacent to bi, if any. The B*-tree 
keeps the geometric relationship between two modules as follows. If node ni is the left 
child of node ni module bi must be located on the right-hand side and adjacent to 
module bi in the admissible placement; i.e., xj = xi + wi. Besides, if node nj is the right 
child of ni module bj must be located above and adjacent to module bi, with the x-
coordinate of bj equal to that of bi; i.e. xj = xi, Also, since the root of tree (T) 
represents the bottom-left module, the x- and y-coordinates of the module associated 
with the root (x root, y root) = (0 0). 

We make n0 the root of T since b0 is on the bottom-left corner. Constructing the left 
sub tree of n0 recursively, we make n7 the left child of n0. Since the left child of n7 
does not exist, we then construct the right sub tree of n7 (which is rooted by n7. The 
construction is recursively performed in the DFS order. After completing the left sub 
tree of n0, the same procedure applies to the right sub tree of n0. Fig 1 illustrates the 
resulting B*- tree for the placement shown in Fig 2. The construction takes only linear 
time.  

3    Floorplanning with Alignment and Performance Constraints 

In this section, we first define the alignment and performance constraints and then 
formulate the placement problem with constraints. 

3.1     B*-Trees with Alignment Blocks 

The alignment blocks have two properties: (1) Alignment blocks must abut one by 
one; (2) These blocks have to be located in an alignment range. First, we give 

Fig. 1. Admissible Placement       Fig. 2. B*tree representation 
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solutions for abutment placement. For a B*-tree, the left child nj of the node ni 
represents the lowest adjacent block bj which is right to block bi 

Therefore, blocks can abut one by one if their corresponding nodes form a left-
skewed sub-tree in a B*-tree. An example shown in Fig 1, the four sets of abutment 
blocks b0 and b1, b3 and b4, b2 and b6, and b7 correspond to four left-skewed sub-trees. 

  
(a)                                           (b) 

Fig. 3. (a) An infeasible placement with blocks falling out of the alignment range; block b2 and 
b4 are not in the alignment range. (b) Inserting dummy blocks, we obtain a feasible placement 
without any block violating the alignment constraint. 

After packing, blocks are compacted to the bottom and left. The blocks associated 
with a left-skew sub-tree of a B*-tree may be aligned together if no block falls down 
during packing. To solve the falling down problem, we introduce dummy blocks to fix 
it. A dummy block comes for an alignment block. The dummy block has the same x-
coordinate with the alignment block and right below it. The width of the dummy 
block is equal to its corresponding alignment block, and its height can be adjusted to 
make a displaced alignment block shift into the right alignment range. As illustrated 
in Fig 3(a), the blocks b2 and b4 fall out of the alignment range. As shown in Fig 3(b), 
we adjust the heights of the two dummy blocks to shift the displaced alignment blocks 
into the correct alignment range. After adjusting the heights of the dummy blocks,  
we can guarantee that the resulting placement is feasible with the alignment 
constraints. 

3.1.1   Feasibility Condition for Alignment Constraints 
The properties mentioned in the preceding section provide the way to develop the 
feasibility condition of a B*-tree with the alignment constraints. Consequently, we 
can take advantage of the feasibility condition to transform an infeasible placement to 
a feasible one of alignment blocks. Given a B*-tree, we refer to the node representing 
an alignment block as an alignment node. For each alignment node, we introduce a 
dummy node in the B*-tree and make the alignment node the right child of its 
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corresponding dummy node. By the definition of the B*-tree, this will make a dummy 
block right under its corresponding alignment block, and we can thus adjust the height 
of the dummy block to change the y-coordinate of the alignment block, if needed. We 
refer to a set of an alignment node and its corresponding dummy node as a cluster 
node, i.e., each cluster node consists of an alignment node and a dummy node. To 
make a set of alignment blocks abut one by one, by Property 1, we further require that 
the corresponding cluster nodes form a left-skewed sub-tree. We say that the cluster 
nodes form an alignment shape if they form a left-skewed sub-tree. As an example 
shown in Fig 4(a), the three cluster nodes c3,c4 and c5 form a left-skewed sub-tree and 
thus an alignment shape, for which the corresponding placement for the alignment 
blocks b3,b4 and b5 can abut one by one, as shown in Fig 4(b). In Fig 4(b), the 
placement is obtained by packing the blocks corresponding to the B*-tree of Fig 4(a) 
and adjusting the heights of the dummy blocks to satisfy the alignment constraints. 
We have the following theorem for the feasibility condition of a B*-tree with 
alignment constraints.  

 
(a)                                                                                      (b) 

Fig. 4. (a) The alignment shape in a B*-tree (b) The corresponding placement of (a) 

To deal with the alignment constraints, we need two passes to pack blocks 
correctly. In the first pass, we compute the coordinate for each non-dummy block (a 
regular block or an alignment block). Then, we verify whether every alignment block 
is in the alignment range. If there is any violation of the alignment constraints, we 
compute in the second pass the minimum movement (height) for the corresponding 
alignment (dummy) block to shift into the alignment range. Given m alignment blocks 
and the alignment range r, the equation for computing the minimum movement 
(height) ∆i for the alignment block bi, i =1,2,3,.. , m, in H-alignment is as follows: 

 
 

                                                                                                       (1) 
                   

(Ymax+r)-(yi+hi)          if (ymax+r)>(yi+hi) 

        0                          otherwise  tΔ =
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(a)                                                                (b) 

Fig. 5. (a) The placement obtained in the 1st pass, where blocks 2 and 5 fall out of the 
alignment range. (b) The placement obtained in the 2nd pass, where those blocks violating the 
alignment constraint are adjusted by inserting corresponding dummy blocks with appropriate 
heights. 

After getting the minimum movement for each alignment block, we set the height of the 
corresponding dummy block to ∆i to shift the alignment block upward to the alignment 
range. Using such a two-pass packing scheme, we can guarantee that the final placement is 
feasible without violating any alignment constraint. As shown in Figure 5(a), the alignment 
blocks b2, b3, b4 and b5, abut one by one, but the blocks b2 and b5 fall out of the alignment 
range after the 1st-pass packing. Then, we compute the minimum movement (height) for 
each alignment (dummy) block i, ∆i, and shift b2 and b5 upward by ∆2 and δ5, respectively. 
Fig 5(b) gives a feasible placement after the adjustment. 

3.2    B*Tree with Performance Constraints 

Traditional floorplanners try to minimize total wire length but cannot guarantee that 
critical nets meet the delay constraint. In order to make critical net delay satisfy the 
delay constraint, we need to place the blocks, called performance blocks, connected 
by critical nets near each other. The delay Ds,t of a two-pin net from the source at 
(xs,ys) to a sink at (xt,yt) at the floorplanning stage can be approximated by the 
following equation: 

                     
(2) 

 

where δ is a constant to scale the distance to timing. Note that we can use the above 
linear function to estimate the delay because the actual delay is close to linear to the 
source-sink distance with appropriate buffer insertions. (Of course, more sophisticated 
approximation can also be used for this purpose by trading off the running time.) 
From the above equation and the given delay bound, Dmax, the distance from the 
source s to the sink t, Is,t, must satisfy the following inequality to meet the 
performance constraint: 

 
 

, ( | | | | )s t t s t sD x x y yδ= − + −
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(3) 

 
For a net, we use the popular approximation that the distance of pins is given by 

half of the perimeter of the minimum bounding box of the blocks connected by the 
net.To meet the performance constraints, we shall place the constrained blocks in a 
bounding box whose half of the perimeter is smaller than the distance with the delay 
bound. In Fig 6(a), the bounding box (dotted lines) of the blocks is smaller than the 
bounding box (dash lines) with the delay bound, so the placement is feasible for the 
given performance constraint. The placement of Fig 6(b) is infeasible because the 
bounding box of the blocks is greater than that with the delay bound. In Fig 6(c), we 
obtain a feasible placement with the performance constraint from Fig 6(a). Then we 
cluster the blocks as a rectilinear super block and fix the shape of the rectilinear super 
block. Therefore, the performance constraint will be satisfied afterwards. We can 
repartition the rectilinear super block into a set of new blocks for further processing 
with other blocks.  

 
(a)                                          (b)                                          (c) 

Fig. 6. (a) A placement with performance blocks only.. (b) An infeasible placement with the 
blocks and the delay bound given in (a). (c) We can cluster the feasible placement in (a) into a 
new rectilinear block and repartition the rectilinear block into a set of new blocks for further 
processing with other blocks. 

3.2.1     Feasibility Conditions for Performance Constraints 
Given a set of blocks and performance constraints, we call the nodes representing 
performance blocks as performance nodes in a B*-tree. To meet the performance 
constraint, the performance blocks shall be located near each other. We take 
advantage of the processing for a rectilinear block presented in [9] to guarantee a 
feasible placement with the performance constraint. Given a placement P of k 
performance blocks whose areas are Ai, i = 1, 2, …, k, the width u, the height v, and 
the dead space Sper f of the placement P, the sub-placement of the performance blocks 
must satisfy the following inequality:  

        u + v = Ibound ≤ Imax                                                                     (4) 

We do not restrict u or v so that the ratio of the bounding box can be adjusted. If 
the bounding distance of sub-placement is greater than the distance bound, the sub-
placement cannot meet the performance constraints and thus the placement with the 
sub-placement either. Thus, we shall modify the sub-placement until it is smaller than 

max
, ,| | | |s t t s t s s t

D
I x x y y D

δ
= − + − = ≤
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the distance bound. By doing so, we obtain a set of feasible sub-placements for the 
performance blocks. Among these sub-placements, we pick the one with the 
minimum and treat the sub placement as a rectilinear block.   

                                               
                      (5) 

 

Then we fix the rectilinear block (and thus fix the delay) for further processing 
with other blocks. By clustering performance blocks into an appropriate rectilinear 
block and fixing its shape, we can guarantee that the performance constraint will be 
satisfied throughout the remaining processing.  

4   Differential Evolutionary Algorithm 

4.1   Differential Evolution Algorithm 

The DE algorithm [10] is a population based algorithm like genetic algorithms using 
the similar operators; crossover, mutation and selection. The main difference in 
constructing better solutions is that genetic algorithms rely on crossover while DE 
relies on mutation operation. The main operation is based on the divergences of 
randomly sampled pairs of solutions in the population. The algorithm uses mutation 
operation as a search mechanism and selection operation to direct the search toward 
the prospective regions in the search space. The DE algorithm also uses a non-
uniform crossover that can take child vector parameters from one parent more often 
than it does from others. By using the components of the existing population members 
to construct trial vectors, the recombination (crossover) operator efficiently shuffles 
information about successful combinations, enabling the search for a better solution 
space. An optimization task consisting of D parameters can be represented by a D-
dimensional vector. In DE, a population of NP solution vectors is randomly created at 
the start. This population is successfully improved by applying mutation, crossover 
and selection operators.                          

4.1.1   Mutation 
For each target vector xi,G, a mutant vector is generated according to, 

                          , 1 1, 2, 3,( )i G r G r G r GV X F X X− = + −                                   (6) 

randomly chosen indexes r1 ,r2, r3 ε{1,2,3…NP}. Note that indexes have to be 
different from each other and from the running index. Therefore, the number of 
parameter vectors in a population must be at least four is a real and constant factor ε 
[0, 2] A that controls the amplification of the difference vector (xr2,G-x r3,G) . Note that 
the smaller the differences between parameters of parent r2 and r3, the smaller the 
difference vector and therefore the perturbation. That means if the population gets 
close to the optimum, the step length is automatically decreased. This is similar to the 
automatic step size control found in standard evolution strategies. 
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4.1.2   Crossover 
The target vector is mixed with the mutated vector using the following scheme to 
yield the trial vector ui,G- 1=(u1i,G+1, u2i,G+1……….. uDi,G+1) where 

 
 
 

(7) 
 
 
Evaluation of a uniform random number generator. CR is the crossover constant ε 

[0, 1] CR=0 means no crossover. rn(i) ε (1,2,…D) is a randomly chosen index which 
ensures that ui,G-1 gets at least one element from vi,G-1.Otherwise no new parent vector 
would be produced and the population would not alter.  

4.1.3   Selection 
A ”greedy” selection scheme is used: If and only if the trial vector yields a better cost 
function value compared to the parameter vector xi,G is it accepted as a new parent 
vector for the following G+1.Otherwise,the target vector is retained to serve as a 
parent vector for generation G+1 once again. 

5    The Algorithm 

Our floor plan design algorithm is based on the Differential Evolution method [10, 11, 
12]. The algorithm can consider not only hard modules, but also pre-placed, soft, and 
rectilinear ones. We perturb a B*-tree (a feasible solution) to another B*-tree by using 
the following four operations. 

Op1: Rotate a module. 
Op2: Move a module to another place. 
Op3: Swap two modules. 
Op4: Remove a soft module and insert it into the 

    best internal or external position. 

We have discussed Op1 is rotate a module. Op2 deletes and inserts a module. If the 
deleted node is associated with a rectangular module, we simply delete the node from 
the B*-tree. Otherwise, there will be several nodes associated with a rectilinear module, 
and we treat them as a whole and maintain their Location Constraints (LC) relations. 
Op4 deletes a soft module, tries all possible internal and external positions, inserts it into 
the best position, and changes its shape and the shapes of the other soft modules. Op2, 
Op3, and Op4 need to apply the Insert and Delete operations for inserting and deleting a 
node to and from a B*-tree. We explain the two operations in the following. 

5.1    Deletion 

There are three cases for the deletion operation. 
Case 1: A leaf node. 
Case 2: A node with one child. 
Case 3: A node with two children. 

, 1ij Gu − = , 1i Gv −

,ji Gx

If  (r(j)≤CR or j=(i) 

 If  (r(j))>CR and j≠rn(j) 
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In Case 1, we simply delete the target leaf node. In Case 2, we remove the target node 
and then place its only child at the position of the removed node. The tree update can 
be performed in O (1) time. In Case 3, we replace the target node nt by either its right 
child or left child nc. Then we move a child of nc to the original position of nc. The 
process Proceeds until the corresponding leaf node is handled. It is obvious that such 
a deletion peration requires O (h) time, where h is the height of the B*-tree. Note that 
in Cases 2 and 3, the relative positions of the modules might be changed after the 
operation, and thus we might need to reconstruct a corresponding placement for 
further processing. Also, if the deleted node corresponds to a sub-module of a 
rectilinear module bR, we should also delete other sub-modules of bR. 

5.2     Insertion 

When adding a module, we may place it around some module, but not between the 
sub-modules that belong to a rectilinear module. Only internal and external positions 
can be used for inserting a new node. For a rectangular module, we can insert it into 
an internal or an external position directly. For a rectilinear module bR consisting of 
the sub-modules b1, b2……. bn ordered from left to right, the sub-modules must be 
inserted simultaneously, and bi+1 must be the left child of bi to satisfy the LC 
relation.The DE algorithm starts by randomly choosing an initial B*-tree. Then it 
perturbs a B*-tree (a feasible solution) to another B*-tree based on the 
aforementioned Op1–Op4 until a predefined “frozen” state is reached. At last, we 
transform the resulting B*- tree to the corresponding final admissible placement. 

 

 
 
 
 

Fig. 7. The Design Flow: B*tree with alignment an performance using DE 

Algorithm: Floorplanning with Alignment and Performance 
Constraints (blocks and constraints) 
Input: A set of blocks and alignment and performance constraints. 
Output: A floorplanning without violating the given constraints. 
1. Generate the rectilinear blocks for performance blocks 
2. Initialize a B*-tree for the input blocks and constraints; 
3. Differential Evolution process; 
4. do 
5.  perturb(); 
6.  first-packing(); 
7.  adjust _-coordinates of the sub-blocks for rectilinear blocks. 
8.  if alignment blocks fall out of the required area  

    9.  then adjust heights of dummy blocks to fix alignment   
violations 

10.  final-packing(); 
11. evaluate the B*-tree cost; 
12. until converged; 
13. return the best solution; 
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6   Experiment Results 

The experiment employed MCNC benchmarks for the VLSI floorplanning with 
alignment and performance constraints. The differential evolution (DE) experiments 
with the following initializations parameter F=0.5, CR=0.9 and used different number 
of particles and compared with Simulated Annealing [13]. The results obtained for 
DE is better compared to other techniques. The experimental results are shown in 
Table 1 for Area estimation and Table 2 for runtime estimation.  

Table 1. Area Comparisons 

Circuit Blocks Constrained 
blocks 

Simulated 
Annealing(SA) 
Area (mm2) 

   Ours; 
Differential 
Evolution(DE)  
Area (mm2) 

Align Perf 

Apte 9 4 0 46.92 45.639 
Xerox 10 4 2 20.08 19.19 
Hp 11 4 2 9.20 8.95 
ami33 33 4 3 1.183 1.15 
ami49 49 4 3 36.64 35.56 

Table 2. Run Time Comparisons 

 
Circuit 

 
Blocks 

Constrained 
blocks 

Simulated 
Annealing(SA) 
Run Time(sec) 

   Ours; 
Differential 
Evolution(DE) 
Run Time(sec)  

Align Perf 

apte 9 4 0 3.6 1.48 
xerox 10 4 2 6.4 4.09 
hp 11 4 2 6.1 3.58 
ami33 33 4 3 52.6 15.08 
ami49 49 4 3 97.9 20.05 

7   Conclusions  

We have presented an efficient and effective algorithm to deal with the floorplanning 
with the alignment and performance constraints. The algorithm is based on the B*-
tree representation and the Differential Evolution (DE) scheme. We have derived the 
feasibility conditions with the alignment and performance constraints. We have also 
proposed an algorithm that can guarantee a feasible placement with alignment 
constraints and generate a good placement with performance constraints during each 
operation. To evaluate a B*-tree with the constraints, it takes only amortized linear 
time (number of groups of constrained blocks is constant), which achieves the best 
published time complexity for the evaluation operation. The experimental results have 
shown the effectiveness and efficiency of our algorithm. 
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Abstract. As in today’s date fuel consumption is important in everything from 
scooters to oil tankers, power consumption is a key parameter in most 
electronics applications. The most obvious applications for which power 
consumption is critical are battery-powered applications, such as home 
thermostats and security systems, in which the battery must last for years. Low 
power also leads to smaller power supplies, less expensive batteries, and 
enables products to be powered by signal lines (such as fire alarm wires) 
lowering the cost of the end-product. As a result, low power consumption has 
become a key parameter of microcontroller designs . The purpose of this paper 
is to summarize, mainly by way of examples,what in our experience are the 
most trustful approaches to lowpower design. In other words, our contribution 
should not be intended as an exhaustive survey of the existing literature on low-
power  esign; rather, we would like to provide insights a designer can rely upon 
when power consumption is a critical constraint.We will focus on the reduction 
of power consumption on different technologies for different values of 
capacitance  and also compare power saving in technologies . 

Keywords: FSM Decomposition[2] ,Mealy and Moore Machines, 
Capacitance[5], Power saving. 

1   Introduction 

Methods of low power realization of FSMs are of great interest since FSMs are 
important components of digital systems and power is a design constraint. 

Power dissipated by FSMs can be controlled by the way the codes are assigned to 
the states of an FSM.Such attempts are reported in [4] and [6]. In [4], the weighted 
graph is constructed depending upon the steady state probability distribution, where 
the states are nodes. A high weight on an edge between a pair of nodes implies that 
they should be given codes with less Hamming distance, since there is a high 
probability of transition among them. In [6], a heuristic !- Silicon Automation 
Systems, India. algorithm is given to embed the state transition graph (STG) in a 
hypercube such that minimum number of flip-flops will be switched whenever there 
is a state transition. Recently, attempts using decomposition for low power realization 
of FSMs were also reported [1,2, 3]. In [2, 3], an STG is partitioned into several 
pieces, each piece being implemented as a separatemachine with a wait state. In this 
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case, only one of  the sub-machines is active and other sub-machines are in the reset 
state. In CMOS circuits, power is dissipated in a gate when the gate output changes 
from 0 to 1 or from 1 to 0. Minimization of power dissipation can be considered at 
algorithmic, architectural, logic, and circuit levels. In sequential circuit design, an 
effective approach to reduce power dissipation is to “turn off” portions of the circuit, 
and hence reduce the switching activities in the circuit. In this article we propose a 
technique that is also based on selectively turning off portions of a circuit. Our 
approach is motivated by the observation that, for an FSM, active transitions occur 
only within a subset of states in a period of time. Therefore, if we synthesize an FSM 
in such a way that only the part of the circuit which computes the state transitions and 
outputs will be turned on while all other parts will be turned off, power consumption 
will be reduced. In a CMOS circuit, generally, the switching activity of the gate 
output contributes most to the total power dissipation. For FSM low power design, 
partitioning technique proves to be effective for reducing switching activity. That is, 
partition the original FSM into several smaller sub FSMs and only one of them is 
active at a time.   

Designers should use components that deploy the latest developments in low-power 
technology. The most effective power savings can be achieved by making the right 
choices early on during the system and architectural level of abstraction. In addition to 
using power-conscious hardware design techniques, it is important to save power 
through careful design of the operating system and application programs.Objective of 
this paper is : 

(1) Computing the Power consumption in original FSM 
(2) Compute value of Power for different technologies with frequency taken 

from FSM computation 
(3)  Take capacitance value for different technologies and from original 

computaion of FSM find power 
(4) Plot graphs for Technologies vs Power . 
(5) Plot graphs for Capacitor vs Power 

1.1   Dissipation of Power 

The sources of energy consumption on a CMOS chip can be classified as static and 
dynamic power dissipation. The dominant component of energy consumption in 
CMOS is dynamic power consumption caused by the actual effort of the circuit to 
switch. A first order approximation of the dynamic power consumption of CMOS 
circuitry is given by the formula[3]: 

P = C * V2 * f                                                         (1) 

where P is the power, C is the effective switch capacitance, V is the supply voltage, 
and f is the frequency of operation. The power dissipation arises from the charging 
and discharging of the circuit node capacitances found on the output of every logic 
gate. Every low-to-high logic transition in a digital circuit incurs a change of voltage, 
drawing energy from the power supply.A designer at the technological and 
architectural level can try to minimize the variables in these equations to minimize the 
overall energy consumption. However, power minimization is often a complex 
process of trade-offs between speed, area, and power consumption. 



Power Reduction Techniques Applied to FSM Architecture Using Different Technologies 459 

Static energy consumption is caused by short circuit currents, bias, and leakage 
currents. During the transition on the input of a CMOS gate both p and n channel 
devices may conduct simultaneously, briefly establishing a short from the supply 
voltage to ground. While statically-biased gates are usually found in a few specialized 
circuits such as PLAs, their use has been dramatically reduced. Leakage current is 
becoming the dominant component of static energy consumption. Until recently, it 
was seen as a secondary order effect; however, the total amount of static power 
consumption doubles with every new process node. 

Energy consumption in CMOS circuitry is proportional to capacitance; therefore, a 
technique that can be used to reduce energy consumption is to minimize the 
capacitance. This can be achieved at the architectural level of design as well as at the 
logic and physical implementation level.Connections to external components, such as 
external memory, typically have much greater capacitance than connections to on-
chip resources. As a result, accessing external memory can increase energy 
consumption. Consequently, a way to reduce capacitance is to reduce external 
accesses and optimize the system by using on-chip resources such as caches and 
registers. In addition, use of fewer external outputs and infrequent switching will 
result in dynamic power savings. 

Routing capacitance is the main cause of the limitation in clock frequency. Circuits 
that are able to run faster can do so because of a lower routing capacitance. 
Consequently, they dissipate less power at a given clock frequency. So, energy 
reduction can be achieved by optimizing the clock frequency of the design, even if the 
resulting performance is far in excess of the requirements. 

1.2   Methods And Approaches    

The key steps in our approach are: 

(1) Finding the number of happening states then find the probability Of  FSM. 
(2) Take different technologies and its related value of voltage. 
(3) Find the frequency by using the formula : 
     F = P(1-P) 
(4) With calculations based on FSM find power savings in different technologies 

and compare them . 
(5) With different value of capacitor find the power savings. 
(6) An effective approach to reduce power dissipation is to “turn off” portions of 

the circuit, and hence reduces the switching activities in the circuit. We synthesize an 
FSM in such a way that only the part of the circuit which computes the state 
transitions and outputs will be turned on while all other parts will be turned off. 

(7) In general, since the combinational circuit for each submachine is smaller than 
that for the original machine, power consumption in the decomposed machine will be 
smaller than that of the original machine 

1.3   Basic Principles 

Entropy is a measure of the randomness carried by a set of discrete events observed 
over time. In the studies of the information theory, a method to quantify the 
information content Ci of an event Ei in this manner is o take logarithmic of the event 
probability  
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Ci = log 2 (1/Pi)                                                    (2) 

Since 0≤ Pi ≤1, the logarithmic term is non negative and we have Ci >0.  
The average information contents of the system is the weighted sum of the 

information content of  Ci  by its occurrence probability This is also called the 
entropy[4] of the system. 

 

 
(3) 

1.4   Estimated Power 

Entropy is a measure of the randomness carried by a set of discrete events observed 
over time. In the studies of the information theory, a method to quantify the 
information content Ci of an event Ei in this manner is o take logarithmic of the event 
probability  

Ci = log 2 (1/Pi) 
Since 0≤ Pi ≤1, the logarithmic term is non negative and we have Ci >0.  

The average information contents of the system is the weighted sum of the 
information content of  Ci  by its occurrence probability This is also called the entropy 
of the system. 

1.5   Challenges in Physical Design 

As technology is directly related to physical size , it is clear that as technology 
advances power also reduces but there are other constraints that come while designing 
it at nano level so care should be taken and optimized designing is the demand of the 
day.Since capacitance, a function of fanout, wirelength, and transistor size , reducing 
capacitance means reducing it physically . But there are challenges in reducing it.  
The challenge of low-power physical design is to create, optimize, and verify the 
physical layout so that it meets the power budget along with traditional timing, SI, 
performance, and area goals. The design tool must find the best tradeoffs when 
implementing any number of low-power techniques.  

While low-power design starts at the architectural level, the low-power design 
techniques continue through place and route. Physical design tools must interpret the 
power intent and implement the layout correctly, from placement of special cells to 
routing and optimization across power domains in the presence of multiple corners, 
modes, and power states, plus manufacturing variability. While many tools support 
the more common low-power techniques, such as clock gating, designers run into 
difficulty with more advanced techniques, such as the use of multiple voltage 
domains, which cause the design size and complexity to explode 

1.6   Reduction Approach    

(1) For a particular technology take its power supply voltage 
(2) Take different value of capacitance like 1µF , 0.5 µF , 0.25 µF , 0.1 µF. 
(3) By using formula P= CV2f calculate power dissipation in 180nm , 130nm , 

90nm technologies 
(4) Compare the results. 
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1.7 Results 

Keeping capacitor constant @ 15(µF) , it is clear from Fig. 1 that as technology grows 
power consumption reduces from 0.49 µW  to 3.9 µW. Innovation in technology is 
being riven by the shrinking size which leads to reduction in capacitor values . 
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Fig. 1. Technology vs Power @ 15 µF 
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Fig. 2. Technology vs Power @ 12 µF 



462 H. Mittal, D. Chandra, and S. Kumar 

As observed in Fig. 1 ,in Fig. 2 also keeping capacitor @ 12 µF it is observed that 
power reduces as technology advances from 8.39 µW to 3.13 µW. 

As we move on to advances technology we find that power reduces considerably . 
As shown in Fig. 3 it is shown that by keeping capacitor constant power reduces from 
6.995 µW to 2.612 µW as technology grows . 
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Fig. 3. Technology vs Power @ 10 µF 
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As shown in Fig. 4, as capacitor value reduces from  1 µF to 0.1 µF, po wer also 
get reduces from 0.2612 µW to 0.0261 µW. This is called switched capacitance 
reduction technique. But designer cannot reduce blindfoldly the value of capacitance 
as it worsens the performance  but it should be according to technology library.  
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Fig. 5. Cap. vs Power in 130nm tech 
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Table 1 

Power(µW) Technology(nm)

10.492 180 

7.286 150 

4.6 90 

3.9 45 

Table 2 

Power Technology

8.394 180 

5.82 150 

3.72 90 

3.13 45 

  

Table 3 

Power Technology

6.995 180 

4.857 150 

3.108 90 

2.612 45 

Table 4 

VDD(V) Frequency(hz) Capacitor(µF) Power(µW) 

1.8 0.2159 1 6.9 

1.8 0.2519 0.5 3.49 

1.8 0.2519 0.25 1.748 

1.8 0.2519 0.1 0.699 
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2   Conclusion 

Saving with decrease in capacitor and with latest technology leads to more power 
saving. This is power in original FSM . If we decompose machines in more sub 
machines then frequency reduces and we can get more reduction in powerThe 
Decomposed FSM[2] technique leads in a 34.13% average reduction in switching 
activity of the state variables, and 12% average reduction of the total switching 
activity of the implemented circuit. Although the solution is heuristic, and does not 
guarantee the minimum power consumption, these results leads to a reduction in the 
power consumption in the complete circuit. 
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Abstract. The linearity and analog performance of a Silicon Double Gate 
Tunnel Field Effect Transistor (DG-TFET) is investigated and the impact of 
elevated temperature on the device performance degradation has been studied. 
The impact on the device performance due to the rise in temperature has also 
been investigated for the case of Silicon DG-MOSFET and a comparison with 
DG-TFET is made. The parameters governing the analog performance and 
linearity has been studied and the impact of a gate stack (GS) architecture has 
also been investigated for the same.  

Keywords: Analog, DG-TFET, Gate Stack, Linearity. 

1   Introduction 

With the advancements in the wireless and mobile communication demand of high 
levels of integration and cost effective technologies are needed. The continuous 
scaling of CMOS technology has resulted in high speed MOS devices suitable for 
analog RF applications [1]. The modern day communication requires low distortion 
and linear systems as a building block for their design. But today the challenges 
CMOS technology is facing in terms of severe Short channel effects (SCEs), punch 
through arising from the extremely scaled dimensions has resulted in the need to 
explore new device architectures and design [2]. There are several experimental and 
simulation based studies showing TFETs as a potential candidate for the deep sub 
micron regime. The immunity against the SCEs, low leakage current and CMOS 
compatible technology makes it an attractive alternative for conventional MOSFETs. 
The earlier studies on TFETs are focused on achieving high Ion/Ioff [3], sub 60mV/dec 
subthreshold slope [4], low power supply operation [5], device performance mainly 
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targeted for the digital applications. The analog and linearity performance is still an 
unexplored area and needs to be investigated too. So the focus of this study is on 
studying the linearity and analog performance of TFETs to determine their suitability 
for analog/ RF applications. Tunnel FETs has been demonstrated experimentally as a 
device with immunity against temperature variations over a wide range [6-9]. The 
earlier studies have reported weak temperature dependent TFET characteristics and 
the temperature independent behavior of Subthreshold swing.  To address the issue of 
low ON currents in TFETs several device designs and optimizations are reported, use 
of a high-k dielectric being one of the possible solutions [10-11]. In the present work, 
the effect of two parameters namely the impact of temperature variations and the 
impact of a Gate Stack architecture has been studied on the linearity, distortion and 
analog performance metrics like VIP2, VIP3, IMD3, device efficiency gm/Ids, drain 
output resistance Rout,  intrinsic device gain gm/gd. The effect of temperature has also 
been studied for DG-MOSFET through the above mentioned parameters in order to 
make a comparison with DG-TFET in terms of its capability to sustain the 
temperature variations.  

The paper has been divided into two sections. In first part, the impact of 
temperature has been analyzed and in the second part the effect of Gate Stack 
architecture is considered and finally the results are concluded. 

 

 

Fig. 1. Schematic of the simulated devices (a) DG-TFET and (b) DG-MOSFET 

2   Device Design and Simulation Tools  

The schematic for the simulated devices DG-TFET and DG-MOSFET are shown in 
fig 1. All the simulations have been carried out using the numerical device simulation 
software ATLAS 3D [12]. Kane’s Band to Band tunneling model is employed for 
DG-TFET. Physical models activated for simulation comprises of concentration and 
field dependent and surface mobility models, Shockley Read Hall recombination 
models, and Fermi Dirac statistics. Source and drain junctions are considered to be 
abrupt. Quantum corrections are neglected. A uniform and asymmetric source and 
drain doping are chosen for DG-TFET (p+ source NA=1020cm-3, n+ drain 
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ND=5х1018cm-3 and a lightly doped p type channel Ni=1015cm-3) in order to suppress 
the ambipolar behavior. Silicon channel thickness (tsi) is considered as 10nm with a 
gate oxide thickness tox of 3nm SiO2 and channel length L=70nm. The gate stack 
architecture consists of a 2nm high-k (tox2) and 1nm of SiO2 (tox1). For DG-MOSFET 
a symmetric doping profile is chosen with source and drain doping (n+) of 
ND=1020cm-3 and channel doping similar to DG-TFET. Both the devices (DG-
MOSFET and DG-TFET) are optimized for same threshold voltage i.e Vth=0.33V @ 
Vds=1V (evaluated using the constant current method Vth @ Vds=1V @ Ids=10-7A/um). 
For Gate Stack architecture, 1nm of SiO2 (εox1 =3.9) and a 2nm of high-k gate with 
dielectric constant εox2 =10 is considered. 

3   Linearity and Analog Performance Metrics 

The important device parameters for linearity and analog applications are 
transconductance (gm) and drain output conductance (gd). Transconductance (gm) 
determine the various Figure of Merits (FoM) namely VIP2, VIP3, IMD3 used to 
assess linearity and distortion as well as gain and cut-off frequencies. For analog 
design the crucial parameters are device efficiency gm/Ids, intrinsic dc gain gm/gd and 
drain output resistance Rout [13-15]. 
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3.1   Impact of Temperature 

The transfer characteristics of DG-MOSFET and DG-TFET and the impact of 
temperature on drain current is shown in fig. 2. It is observed that the effect of 
temperature in case of DG-TFET is weak and it results in the increase of drain current 
both in ON and OFF state, although very small. This increase in value of drain current 
can be understood by the Kane’s band to band tunneling equation given by  
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Fig. 2. Transfer characteristics (Ids-Vgs) of (a) DG-TFET and (b) DG-MOSFET at two different 
temperatures. Symbols: (□□□) for DGTFET, (ΔΔΔ) for DG-MOSFET where Open symbols for 
300K, Solid symbols for 400K. 

where E is the electric field which is Vgs dependent, Eg is the band gap, A and B are 
the material dependent parameters having default values defined in the simulator. 

Since the current depends on the band gap which is a function of temperature [16] 
as modeled in ATLAS and given by eq. 6, where the default values of alpha and beta 
are material dependent. With rise in temperature the band gap value reduces which 
leads to the increase in the band to band tunneling current of the DG-TFET. 

The reduction in the threshold voltage (Vth) is also minimum in case of DG-TFETs. 
The threshold voltage reduces to 0.296 @Vds=1V and T= 400K from its value 0.33V 
@ Vds=1V and T=300K. While in case of DG-MOSFET, due to increase in 
temperature the carriers generated in the channel increases thus leading to significant 
reduction of threshold voltage (Vth @ Vds=1V and T= 400K is 0.22V and Vth @ 
Vds=1V and T=300K is 0.33V) but the current degrades due to channel mobility 
degradation at high temperature arising due to the increased phonon scattering. 

 

Fig. 3. Variation of Transconductance (gm) with Vgs at two different temperatures 300 and 
400K a) DG-TFET b) DG-MOSFET. Symbols: (□□□) for DGTFET, (ΔΔΔ) for DG-MOSFET 
where Open symbols for 300K, Solid symbols for 400K. 
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Fig 3. show the impact of temperature on the transconductance characteristics of 
DG-TFET and DG-MOSFET. As clearly observed there is a very insignificant change 
in the magnitude for the case of DG-TFET in contrast with that of DG-MOSFET in 
which the transconductance has significantly enhanced only in the subthreshold 
region due to degraded subthreshold characteristics of DG-MOSFET at elevated 
temperatures. 

2
( ) (0 ) .

a lpha T
E T E

g g T beta
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For better linearity performance and effective suppression of nonlinear behavior 
introduced by gm3, the optimum bias point is determined by the zero crossover point 
of gm3 (third order derivative of Transconductance gm1) where its value is minimum 
and thereby suppressing the distortion created by gm3. The maxima in the VIP3 curve 
(corresponding to gm3 = 0) determines the selection of optimum bias point for device 
operation for MOSFETs. But for DG-TFET the peak in the VIP3 curve is obtained at 
higher gate bias values as shown in fig. 4 (a). The peak has shifted to a lower gate 
bias with elevated temperature in case of DG-TFET.  In case of DG-MOSFET there 
are two peaks appearing one at a higher gate bias and a local maxima at lower Vgs 

value. However for circuit applications the device operation in the moderate inversion 
regime is preferred so the maxima appearing at Vgs=0.5V can be considered as an 
optimum bias point for DG-MOSFETs. But as the temperature rises to 400 K the peak 
of the VIP3 curve shifts further to lower Vgs (0.45V) as shown in fig. 4(b). This 
indicates the shifting of optimum bias point with temperature variation. Since in case 
of DG-TFET there is no peak appearing for the VIP3 curve at the lower gate bias 
values we need to choose the optimum bias point on the basis of some other 
parameter, which is in this study is considered to be the intrinsic dc gain as will be 
discussed in the later part. 

 

Fig. 4. VIP3 variation with Vgs for a) DG-TFET and b) DG-MOSFET. Symbols: (□□□) for 
DGTFET, (ΔΔΔ) for DG-MOSFET where Open symbols for 300K, Solid symbols for 400K. 
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Fig. 5. IMD3 variation with Vgs for a) DG-TFET and b) DG-MOSFET. Symbols: (□□□) for 
DGTFET, (ΔΔΔ) for DG-MOSFET where Open symbols for 300K, Solid symbols for 400K. 

 

Fig. 6. Device efficiency (gm/Ids) Vs Ids for a) DG-TFET and b) DG-MOSFET. Symbols: (□□□) 
for DGTFET, (ΔΔΔ) for DG-MOSFET where Open symbols for 300K, Solid symbols for 
400K. 

Fig. 5 shows the variation of IMD3 with Vgs which determines the distortion 
performance of a device. For minimization of distortion this parameter should be low. 
As depicted, there is a very insignificant change in IMD3 with rise in temperature in 
case of DG-TFET while it has degraded in the subthreshold to moderate inversion 
regime in case of DG-MOSFET. Moreover the value of IMD3 is lower in comparison 
to DG-MOSFET near the bias point determined by VIP3 in case of DG-MOSFET thus 
indicating better distortion suppression. Since in case DG-TFET, current increases 
with rise in temperature, thus a rise in the device efficiency (gm/Ids) can also be seen 
as shown in fig 6(a).  In case of DG-MOSFET the device efficiency has degraded 
severely at elevated temperature as can be observed by fig. 6 (b), this is due to the 
degradation of Ids-Vgs characteristics for high temperatures. 

One of the important device parameter for analog circuit design is intrinsic dc gain 
gm/gd. The effect of temperature on gm/gd is shown in fig. 7. It is observed that the 
device gain does not degrade much in case of DG-TFET but the range of Vgs values 
over which the gain remains fairly constant and appreciable is reduced for higher 
temperature. But we can still choose the Vgs value where gain is appreciably higher 
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Fig. 7. Intrinsic dc gain (gm/gd) Vs Vgs a) DG-TFET b) DG-MOSFET. Symbols: (□□□) for 
DGTFET, (ΔΔΔ) for DG-MOSFET where Open symbols for 300K, Solid symbols for 400K. 

 

Fig. 8. Output resistance (Rout) vs Vds for a) DGTFET b) DGMOSFET. Symbols: (□□□) for 
DGTFET, (ΔΔΔ) for DG-MOSFET where Open symbols for 300K, Solid symbols for 400K  

and hence we can consider the gm/gd to be the parameter to determine the bias point at  
which a fairly high gain value is achieved with a decent linearity and distortion 
performance. In case of DG-MOSFET the gain reduces at elevated temperature.  

The drain output resistance degrades rapidly for a DG-MOSFET at higher 
temperature while the reduction is nominal in case of DG-TFET as shown in fig 8.  

3.2   Impact of Gate Stack Architecture 

In this section, the impact of Gate Stack architecture on various linearity and analog 
performance parameters are studied. Since use of high-k is considered to be an 
alternative to overcome the impediments of low ON currents in case of TFETs. So in 
view of that the performance of DG-TFET has been studied with Gate Stack 
architecture and the possible enhancements brought about are investigated. 

As can be seen from fig 9 (a) the transconductance has improved with the usage of a 
high-k dielectric Gate Stack architecture due to the enhanced gate control and current 
driving capability. The linearity FoM, VIP2 has also enhanced for a Gate Stack DG-
TFET. Similarly the impact can also be depicted by the shifting of the peak of VIP3 to 
lower gate bias and improvement in the magnitude at the lower Vgs values (fig. 10(a). 
The IMD3 parameter degrades for Gate Stack DG-TFET as shown by fig. 10(b). 
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Fig. 9. a) Transconductance (gm) variation with Vgs (b) VIP2 variation with Vgs for DG-TFET 
with SiO2 and Gate Stack architecture. Open symbols (ΔΔΔ) for DG-TFET with ε ox2 =3.9 
Solid symbols (▲▲▲) for GS-DG-TFET with ε ox2 =10. 

 

Fig. 10. VIP3 variation with Vgs (b) IMD3 variation with Vgs for DGTFET with SiO2 and Gate 
Stack architecture. Open symbols (ΔΔΔ) for DG-TFET with ε ox2 =3.9 Solid symbols (▲▲▲) 
for GS-DG-TFET with ε ox2 =10. 

 

Fig. 11. (a) Device efficiency (gm/Ids) variation with Ids (b) Output resistance Rout variation with 
Vds for DGTFET with SiO2 and Gate Stack architecture. Open symbols (ΔΔΔ) for DG-TFET 
with ε ox2 =3.9 Solid symbols (▲▲▲) for GS-DG-TFET with ε ox2 =10. 
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Fig. 12. Intrinsic dc gain (gm/gd) comparison for a DG-TFET and Gate Stack-DG-TFET. Open 
symbols (ΔΔΔ) for DG-TFET with ε ox2 =3.9 Solid symbols (▲▲▲) for GS-DG-TFET with ε 

ox2 =10. 

The drain output resistance (fig. 11(a)) degrades at lower Vds values for a GS- 
DGTFET as compared to without gate stack DG-TFET implying an increased effect 
of drain voltage at the source side due to the improved gate control over the channel. 

As fig. 11 (b) shows, that the device efficiency has improved for higher drain 
current value (inversion regime) for Gate Stack architecture as compared to a low k 
dielectric (SiO2) based DG-TFET. This improvement is also reflected in the intrinsic 
dc gain value (fig. 12) which has significantly improved for GS-DGTFET. This 
improvement is due to the enhanced current and Transconductance (gm) due to the 
improvement of gate control introduced by gate stack. 

4   Conclusion 

The impact of temperature variation and introduction of Gate Stack architecture on 
the linearity and analog performance of a DG-TFET has been studied. It has been 
shown that TFETs are more immune to temperature variations in terms of its stable 
bias point selection based on achieving high dc gain value, which is an advantage as 
compared to DG-MOSFET in which the bias point chosen varies with temperature 
variations. The suppression of distortion is better in case of DG-TFET as compared to 
DG-MOSFET and they also offer a high drain output resistance (due to a lower DIBL 
effect) which does not significantly degrade even at high temperature range. Further 
improvement in terms of linearity and higher gain can also be obtained by using Gate 
Stack architecture. 
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Abstract. The paper presents a simulation study of effect of interface fixed 
charges on the performance of the nanoscale cylindrical surrounding gate 
(SRG)MOSFET for different channel materials (Si, GaAs and Ge). The objective 
of the present work is to study the effect of hot carrier induced fixed charges at the 
semiconductor-oxide interface of the nanoscale cylindrical surrounding gate 
(SRG) MOSFET. Also the circuit reliability issues of the device are discussed in 
terms of the performance degradation due to interface fixed interface charges and 
the performance has been compared for the three materials. 

Keywords: ATLAS-3D, channel length modulation, hot carrier Effect, 
interface traps, fixed Charges, SRG MOSFET. 

1   Introduction 

Silicon technology is all pervasive and underpins the IT revolution that is now 
reshaping society. The technology keeps improving year on year as chip sizes are 
being continually reduced and transistor speeds increase. However as we reduce the 
dimensions SCEs cause several problems such as threshold voltage lowering, 
increased substrate bias effect while the narrow width transistors cause a decrease of 
current derivability and reliability degradation due to large fields. To continue the 
scaling of Si CMOS in the sub-65nm regime, innovative device structures and new 
materials have to be created in order to continue the historic progress in information 
processing and transmission. Examples of novel device structures being investigated 
are double gate or surround gate MOS and examples of novel materials are high 
mobility channel materials like strained Si, Ge and GaAs,  high-k gate dielectrics and 
metal gate electrodes. As the semiconductor industry approaches the limits of 
traditional silicon CMOS scaling, introduction of performance boosters like novel 
materials and innovative device structures has become necessary for the future of 
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CMOS. High mobility materials are being considered to replace Si in the channel to 
achieve higher drive currents and switching speeds. Ge [1]-[2] has particularly 
become of great interest as a channel material, owing to its high bulk hole and 
electron mobilities. MOSFETs based on III-V semiconductors promise to combine 
III-V high frequency performance with scalability and integration known from 
silicon. GaAs MOSFET technology is used where high RF power is required at low 
voltage and high efficiency, i.e. wireless and mobile products. The technology also 
have a unique advantage in regard to integration of RF power, switching, and power 
control functions. This is of interest where integration lowers cost and enables new 
functionality. GaAs MOSFET [3]-[4] has many advantages over Silicon MOSFET 
such as higher electron mobility, shorter transit time, higher resistivity. But as GaAs 
has no native oxide thereby it limits the voltage that can be applied to the gate. Also, 
GaAs has lower thermal conductance. Besides the channel material engineering in 
order to overcome scaling limitations several novel geometrical device structures 
were proposed. One such structure is the surrounding cylindrical gate MOSFET 
where gate has greater influence over the channel potential and reduces the short 
channel effects and improves subthreshold slope [5]. Several papers have been 
reported on analytical modeling of SRG MOSFET [6]-[8]. Device aging is becoming 
a big problem for the optimum performance of the recent age devices. There are many 
factors responsible for device aging problems: (1)hot carrier induced damage, (2) 
stress induced damage, (3) damage caused by the processing techniques at different 
levels. The  degradation of short-channel MOSFET characteristics due to the injection 
of hot carriers into the gate oxide stands as one of the most important challenges to 
further progress of device down-scaling [9]-[11]. The device aging induced by hot- 
electron  injection is summarized in the formation of a narrow defective interface 
region. The interface trap or oxide-trapped charges which exist at the semiconductor-
oxide interface can be transformed into equivalent interface fixed charges Recently 
hot carrier effect has been studied in SOI MOSFET [12] and pi-gate p-MOSFET [13]. 
F.Djeffal et al. studied the effects of hot carrier induced interface fixed interface 
charges for DG and Gate All Around (GAA) MOSFET [14]. Yu et al. [15] proposed 
an analytical model for Surrounding gate MOSFET with interface fixed charges using 
ECPE approach. In this paper three different channel materials i.e. Si, Ge and GaAs 
have been used to compare the performance of the nanoscale cylindrical SRG 
MOSFET in two cases: damaged and undamaged device. The effect of interface fixed 
charges on the device characteristics (Potential, Drain current, Transconductance,) has 
been analyzed by extensive simulation using ATLAS 3-D device simulator [16].   

2   Simulation Results 

The interface near the drain side is susceptible to strongest electric field and the high 
field-induced hot carriers will create permanent damage. As the interface traps 
appears at the semiconductor-oxide interface, it is known that it will accept an 
electron if the trap level is located beneath the fermi level for an acceptor-type 
interface trap. In this situation, it acts as a fixed negative charge. Similarly for a donor 
type interface trap it acts as fixed positive interface charge. Therefore, hot carrier 
induced interface traps can be transformed into equivalent interface fixed charges. 
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Nanoscale surrounding cylindrical gate MOSFET with interface interface fixed 
charges has been simulated using ATLAS-3D device simulator [14] and the models 
activated in simulation comprise field dependent mobility, concentration dependent 
mobility model along with the Shockley– Read–Hall (SRH) models for minority 
carrier recombination. All the simulations have been performed at room temperature. 
The schematic cross section of the structure with interface fixed charges is shown in 
Fig.1. Channel has divided into two regions, i.e.L2 (length of damaged region) and    
L1   (damage free part i.e. L-L2).  

                  

Fig. 1. Schematic cross section of the simulated Nanowire MOSFET structure. Other parameters 
Channel Length (L)=70 nm, Length of damaged region (L2)=35nm, Oxide thickness (tox)=1.5 nm, 
Radius of Silicon pillar (R=tsi/2)=15nm, Source/Drain doping (Nd)=1x1026m-3, Substrate Doping 
(Na)=1x1021m-3. 

There is a band banding due to the work function difference between the metal and 
the semiconductor in MOS device. Fixed charges at the interface causes additional 
band bending under the gate which in turn causes change in flat band voltage in the 
damaged region. Thus surface potential is lowered (raised) in case of negative 
(positive) interface fixed charges in the damaged region w.r.t the undamaged device 
as shown in fig.2. It can be shown that minimum surface potential and its position 
remains nearly unchanged for positive fixed charges but it gets shifted towards drain 
side for negative fixed charges. Fig.3 shows the surface potential when the fixed 
charges are located near the source side for all the three materials. In case of fixed 
charges present near the source side minimum potential and its position is changed 
(unchanged) for positive (negative) interface fixed charges. Also positive (negative) 
fixed charges provides screening to the undamaged region from the higher Vds effects 
in case of fixed charges are present near the drain (source) side just as in case of 
DMG structure. Thus minimum surface potential and its position changes and induces 
a shift in the threshold voltage. Although magnitude of surface potential is different 
because of the different values of semiconductor work function for the three materials 
but the change in surface potential due to fixed charges is same as it depends only on 
the oxide properties (relative permittivity and thickness) and the density of fixed 
charges. 
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Fig. 2. Surface Potential as a function of distance along the channel when fixed charges are 
located at the drain side. Other parameters are: tox =1.5 nm, R=15nm, Nd =1x1026 m-3, 
Na=1x1021 m-3, Vgs=0V, Vds=0V, L1=L2=L/2. 

 

Fig. 3. Surface Potential as a function of distance along the channel when fixed charges are 
located at source side. Other parameters are: tox =1.5 nm, R=15nm, Nd =1x1026 m-3, Na=1x1021 m-

3, Vgs=0V, Vds=0V, L1=L2=L/2. 

All the three devices i.e. Si, Ge and GaAs SRG MOSFETs have been optimized to 
have same threshold voltage (i.e. Vth= 0.3V) by adjusting the metal work function so 
as to compare their performance in terms of degradation caused due to interface fixed 
charges. Fig.4 and 5 shows the effect of fixed charges on the transfer characteristics. 
Performance is compared taking Si as the reference. It clearly shows that the among 
the three channel materials GaAs shows highest current driving capability then Ge 
followed by Si. Its because of higher mobility. Also the drain current degradation is 
there for damaged device. Although drain current is increased (decreased) for positive 
(negative) interface fixed charges in all regions i.e. subthreshold, linear and saturation 
but the order of change in off current is greater than the on current. Thus overall effect 
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Fig. 4. Drain current as a function of gate to source voltage for Si and GaAs. Other parameters 
are: tox =1.5 nm,  R =15nm, Nd =1x1026 m-3, Na=1x1021 m-3, L1=L2=L/2, Vds=0.05V. 

 

Fig. 5. Drain current as a function of gate to source voltage for Si and Ge. Other parameters 
are: tox =1.5 nm,  R =15nm, Nd =1x1026 m-3, Na=1x1021 m-3, L1=L2=L/2, Vds=0.05V. 

is enhanced Ion/Ioff ratio in case of negative fixed charges and reduced Ion/Ioff ration in 
case of positive fixed charges. Fig. 6 shows the Ion/Ioff ration for all cases i.e. all three 
materials both undamaged and damaged device.  

Fig. 7 and 8 illustrate the Ids-Vds characteristics of the device in inversion region i.e. 
at Vgs=0.6V. Taking Si as the reference it can be shown that GaAs shows better output 
characteristics. Important observation here is the increase in drain current with drain 
bias and a reduction of output resistance in saturation region. This is due to the CLM 
effect i.e. shortening the length of the channel region at higher drain bias. This variation 
in drain current can be better understood by studying the early voltage. Fig. 9, 10 and 11 
illustrate the impact of fixed charges on the early voltage for Si, GaAs and Ge 
respectively. As can be seen from the figures Si has the highest early voltage and Ge has 
the lowest. Thus Si has better immunity against CLM effect. Also positive (negative) 
fixed charges lead to enhanced (reduced) early voltage because of the screening effect 
provided by the damaged region to the undamaged region. 
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Fig. 6. Ion/Ioff ratio for all materials. Other parameters are: tox =1.5 nm, R=15nm, Nd =1x1026m-

3, Na=1x1021 m-3, L=70nm, Nf=± 1x1016 m-2
, L1=L2=L/2, Vds=0.05V. 

 

Fig. 7. Drain current as a function of drain to source voltage for Si and GaAs. Other parameters 
are: tox =1.5 nm, R =15nm, Nd =1x1026 m-3, Na=1x1021 m-3

, L1=L2=L/2, Vgs=0.6V. 

 

Fig. 8. Drain current as a function of drain to source voltage for Si and Ge. Other parameters 
are: tox =1.5 nm,  R =15nm, Nd =1x1026 m-3, Na=1x1021 m-3, L1=L2=L/2, Vgs=0.6V. 
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Fig. 9. Early voltage as a function of drain to source voltage for Si. Other parameters are: tox 
=1.5 nm, R=15nm, Nd =1x1026 m-3, Na=1x1021 m-3, L1=L2=L/2, Vgs=0.6V. 

 

Fig. 10. Early voltage as a function of drain to source voltage for GaAs. Other parameters are: 
tox =1.5 nm, R =15nm, Nd =1x1026 m-3, Na=1x1021 m-3, L1=L2=L/2, Vgs=0.6V. 

 

Fig. 11. Early voltage as a function of drain to source voltage for Ge. Other parameters are: tox 
=1.5 nm, R =15nm, Nd =1x1026 m-3, Na=1x1021 m-3, L1=L2=L/2, Vgs=0.6V. 

Gain of any device is given by its transconductance and peak of transconductance 
curve gives the optimum bias point if device is used to be as an amplifier. Fig.12 and 
13 shows the impact of interface fixed charges on the transconductance of the device. 
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As can be seen positive (negative) fixed charges result in enhanced (reduced) 
transconductance in subthreshold and weak inversion regions. Also the peak of the 
transconductance curve shifts towards lower (higher) Vgs values. This has a serious 
impact on the circuit reliability of the device since it changes the bias point of the 
device. Also GaAs (Si) has the highest (lowest) transconductance and hence highest 
(lowest) gain among the three channel materials used.  

 

Fig. 12. Transconductance as a function of gate to source voltage for Si and GaAs. Other 
parameters are: tox =1.5 nm,  R =15nm, Nd =1x1026 m-3, Na=1x1021m-3, L1=L2=L/2, Vds=0.05V. 

 

Fig. 13. Transconductance as a function of gate to source voltage for Si and Ge. Other 
parameters are: tox =1.5 nm, R =15nm, Nd =1x1026 m-3, Na=1x1021m-3, L1=L2=L/2, Vds=0.05V. 

3   Conclusion 

Impact of hot carrier induced/stress induced/process damage induced interface fixed 
charges has been studied for three channel materials Si, Ge and GaAs optimized to 
have same threshold voltage. Presence of fixed charges at semiconductor-oxide 
interface causes a step in the potential profile which results in the shift of threshold 
voltage, degradation of drain current and gain of the device. In terms of current 
driving capability and gain, GaAs is found to be a better material then Ge and Si. 
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Abstract. The developing an Application Specific Integrated Circuits (ASICs) 
will cost very high, the circuits should be proved and then it would be 
optimized before implementation. Multiplication which is the basic building 
block for several DSP processors, Image processing and many other. The Braun 
multipliers can easily be implemented using Field Programmable Gate Array 
(FPGA) devices. This research presented the comparative study of Spartan-3E, 
Virtex-4, Virtex-5 and Virtex-6 Low Power FPGA devices. The implementation 
of Braun multipliers and its bypassing techniques is done using Verilog HDL. 
We are proposing that adder block which we implemented our design (fast 
addition) and we compared the results of that so that our proposed method is 
effective when compare to the conventional design. There is the reduction in the 
resources like delay LUTs, number of slices used. Results are showed and it is 
verified using the Spartan-3E, Virtex-4 and Virtex-5 devices. The Virtex-5 
FPGA has shown the good performance as compared to Spartan-3E and Virtex-
4 FPGA devices. 

Keywords: Digital Signal Processing (DSP), Field Programmable Gate Array 
(FPGA), fast addition, Spartan-3E, truncated multiplier, Verilog HDL, Virtex-4, 
Virtex-5, Virtex – 6 Low power. 

1   Introduction 

Multiplication – an important fundamental function in arithmetic operation. Currently 
implemented in  many DSP applications such as FFT, Filtering etc., and usually 
contribute significantly to time delay and take up a great deal of silicon area in DSP 
system. Now – a – days time is still an important issue for the determination of the 
instruction cycle time of the DSP chip. Both the multiplication and the DSP play a 
vital role in the implementation of VLSI system.   

Multiplication – Repeated addition of n – bits will give the solution for the 
multiplication. ie. Multi-operand addition process. The multi – operand addition 
process needs two n – bit operands. It can be realized in n- cycles of shifting and 
adding. This can be performed by using parallel or serial methods. This will be simple 
to implement in two’s complement representation, since they are independent of the 
signs. It is advantageous to exploit other number systems to improve speed and 
reduce the chip area and power consumption.  
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Generally multiplications can be carried out in all the types of number system. The 
one which carried out for the Binary number system is the Digital Multiplier.  

A Field-programmable Gate Array (FPGA) is an integrated circuit designed to 
be configured by the customer or designer after manufacturing. Field Programmable 
means that the FPGA's function is defined by a user's program rather than by the 
manufacturer of the device.  A typical integrated circuit performs a particular function 
defined at the time of manufacture.  In contrast, the FPGA's function is defined by a 
program written by someone other than the device manufacturer.  Depending on the 
particular device, the program is either 'burned' in permanently or semi-permanently 
as part of a board assembly process, or is loaded from an external memory each time 
the device is powered up.  This user programmability gives the user access to 
complex integrated designs without the high engineering costs associated with 
application specific integrated circuits (ASIC). 

2   Braun Multipliers 

It is a simple parallel multiplier generally called as carry save array multiplier. It has 
been restricted to perform signed bits. The structure consists of array of AND gates 
and adders arranged in the iterative manner and no need of logic registers. This can be 
called as non – addictive multipliers. Architecture: 

An n*n bit Braun multiplier [9] & [10] is constructed with n (n-1) adders and n2 
AND gates as shown in the fig.1, where,  

 

The internal structure of the full adder can be realized using FPGA. Each products 
can be generated in parallel with the AND gates. Each partial product can be added 
with the sum of partial product which has previously produced by using the row of 
adders. The carry out will be shifted one bit to the left or right and then it will be 
added to the sum which is generated by the first adder and the newly generated partial 
product. 

The shifting would carry out with the help of Carry Save Adder (CSA) and the 
Ripple carry adder should be used for the final stage of the output. Braun multiplier 
performs well for the unsigned operands that are less than 16 bits in terms of speed, 
power and area. But it is simple structure when compared to the other multipliers. The 
main drawback of this multiplier is that the potential susceptibility of Glitching problem 
due to the Ripple Carry Adder in the last stage. The delay depends on the delay of the 
Full Adder and also a final adder in the last. The power and area can also be reduced by 
using two bypassing techniques called Row bypassing technique (fig. 2) [4 & 3] and 
Column bypassing technique (fig. 3) [4]. 
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Fig. 1. Braun Muliplier 

 

Fig. 2. 4*4 row bypassing 

In this paper we have simulated and synthesized the Braun’s multiplier and the 
bypassing multipliers (row bypassing and column bypassing) and then we compare 
the results of the multipliers. The objective of this study is to present a comparative 
study of Braun’s multiplier and bypassing technique using Spartan-3E, Virtex-4, 
Virtex-5 and Virtex 6 low power FPGA devices. 
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Fig. 3. 4*4 column bypassing 

3   Proposed Method 

The Braun’s Multiplier (fig. 1) which uses the full adder block adding the PP. in the 
proposed method we have used the fast addition [9] method so that we are reducing 
the number of slices, LUTs, and the delay is getting reduced. The fig. 4 which shows 
the proposed method of the Braun’s multiplier. 

In the proposed method the number of LUTs, slices are reduced and mainly the 
delay has been very less when compare to the conventional method. The table.1 will 
give the comparison result of the all the methods which is simulated and synthesized 
and tested in the FPGA boards.  

The Row bypassing and the Column bypassing method also simulated and 
synthesized by using the proposed method.  Table 1 will show the result of those 
multipliers. 

4   Implementation Using Spartan 3e, Virtex 4, Virtex 5 and  
Virtex 6 Low Power FPGA Devices [11] 

4.1   FPGA Design and Implementation Results 

The design of standard, row bypassing, column bypassing and the proposed 4×4 
multipliers are simulated and synthesis using Verilog HDL and implemented in the 
Xilinx Spartan – 3E (xc3s500e-4ft256), Virtex – 4 (xc4vlx15-10-sf363), Virtex – 5 
(xc5vlx30-1-ff324), and Virtex – 6 ((xc6vlx75tl-1L-ff484)  FPGAs using the Xilinx 
ISE 12.4 design tool and as well as simulated using the Design Architect tool of 
Mentor Graphics. 
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Fig. 4. Proposed 4*4 Braun’s Multiplier 

Table 1. FPGA resource utilization for standard, row and column bypassing and proposed 4*4 
multiplier for Spartan-3E (xc3s500e-4ft256) 

 

Table 2. FPGA resource utilization for standard, row and column bypassing and proposed 4*4 
multiplier for Virtex – 4(xc4vlx15-10-sf363) 
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Table 3. FPGA resource utilization for standard, row and column bypassing and proposed 4*4 
multiplier for Virtex – 5(xc5vlx30-1-ff324) 

 

Table 4. FPGA resource utilization for standard, row and column bypassing and proposed 4*4 
multiplier for Virtex – 6 Low power (xc6vlx75tl-1L-ff484) 
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Fig. 5. The LUTs for Spartan-3AN, Virtex-4, Virtex - 5 and Virtex-6 for standard, row and 
column bypassing and proposed 4*4 Braun’s multipliers 
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Fig. 6. The Slices for Spartan-3AN, Virtex-4, Virtex - 5 and Virtex-6 for standard, row and 
column bypassing and proposed 4*4 Braun’s multipliers 
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Fig. 7. The bonded IOBs for Spartan-3AN, Virtex-4, Virtex - 5 and Virtex-6 for standard, row 
and column bypassing and proposed 4*4 Braun’s multipliers 
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Fig. 8. The combinational path delay for Spartan-3AN, Virtex-4, Virtex - 5 and Virtex-6 for 
standard, row and column bypassing and proposed 4*4 Braun’s multipliers 
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Fig. 9. The average pin delay for Spartan-3AN, Virtex-4, Virtex - 5 and Virtex-6 for standard, 
row and column bypassing and proposed 4*4 Braun’s multipliers 

Table 1-4 summarize the FPGA devices resources utilization for standard, row and 
column bypassing and proposed 4*4 Braun’s multipliers. 

Figure 5 shows the comparison of number of LUTs for Spartan-3E, Virtex-4, 
Virtex - 5 and Virtex-6 FPGA devices for standard, row and column bypassing and 
proposed 4*4 Braun’s multipliers, which clearly indicates that the virtex-6 FPGA 
device utilizes fewer resources than Spartan-3E, Virtex-4, and Virtex - 5 devices. 

The number of slices and the bonded IOBs are compared in the fig. 6 and fig. 7, the 
figure clearly shows that Virtex 6 has the less percentage of among all the FPGAs.   

The table 1 -4 is showing the comparison result of the total combinational path 
delay of the multipliers and the graph has been plotted as shown in the fig. 8. It shows 
that Virtex -6 showing the less delay so that speed of the multiplier can increase. And 
the fig. 9 showing that the average timing delay between the pins which is used in the 
multipliers. 

5   Conclusion 

In this paper we have presented the hardware implementation of the Multipliers in the 
FPGA devices using Verilog HDL. The design was implemented on the Xilinx 
Spartan – 3E (xc3s500e-4ft256), Virtex – 4 (xc4vlx15-10-sf363), Virtex – 5 
(xc5vlx30-1-ff324), and Virtex – 6 ((xc6vlx75tl-1L-ff484) FPGAs. The proposed 
Multiplier shows that reduced utilization when compare to all other multipliers. The 
average pin delay and combinational path delay has been reduced in the Virtex – 6 
Low power FPGA device. So the Virtex – 6 Low power is obtained the best result 
when compare to the other FPGA devices. And it is feasible for the DSP Processor, 
Image processing and multimedia technology.  

6   Future Work 

Braun Multiplier can be modified using the 2- dimensional bypassing technique 
which will give the best result then the proposed one which is given in the paper. And 
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the adder cell can be replaced with the Kogge Stone adder/non linear carry select 
adder can be designed using the RTL complier where we can draw the layout and then 
validation can also be done.  
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Abstract. We have proposed a method for generation of Binary Decision 
Diagram (BDD). This approach follows Depth First Search (DFS) which is based 
upon the traversal of data structure. This approach is applied on data structure 
which is actually stored in the form of bits. To analyze results of the program for 
generating BDD, we have traversed BDD in the form of DFS. Conjunctive 
Normal Form (CNF) summarizes the logic function of the circuit which tells 
about how much literals are needed and by these literals understanding of circuit 
will be obtained. CNF also controls that out of all literals which one(s) will be 
enough for finding the true output. Our result revealed that it is a better approach 
for generating BDD from the implementation done for half adder. While for CNF 
that is obtained through conventional approach, the results are satisfactory. 

Keywords: BDD, CNF, DFS. 

1   Introduction 

Generation of BDD for circuit is being done by various approaches and it also used to 
reduce the size of the representation of the combinational circuit. It has been proposed 
that use of BDD can be used to express combinational circuit which seems very 
effective. In the recent years, the theory for BDD has been improved [1-3] which 
made a great impact on generation of BDD. 

BDDs are extensively used in various softwares, for example CAD software to 
synthesize circuit (also called logic synthesis) and also in formal verification [4]. 
These software’s are broadly used for various graph of the circuit to test synthesizes 
[5]. There are several lesser known applications of BDD, including fault tree analysis. 
Every arbitrary BDD [6-8], even if it is not reduced or ordered can be directly 
implemented by replacing each node with a 2 to 1 multiplexer; each multiplexer can 
be directly implemented by a 4-LUT in a field programmable gate array (FPGA). It is 
not so simple to convert from an arbitrary network of logic gates to a BDD. The size 
of the BDD is determined by both the function being represented and the chosen 
ordering of the variables. 

                                                           
* Corresponding author. 
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For BDD to CNF conversion, CNF shows we can also express the combinational 
circuit in term of propositional logic. This propositional logic can be compressed  
(or say it can be reduced). Every propositional formula can be converted into  
an equivalent formula in CNF. This transformation is based on rules about  
logical equivalences: the double negative law, De Morgan's laws, and the distributive 
law. 

In this paper, BDD is being generated for half adder separately for SUM and 
CARRY part. Then expression for BDD is being used as an input for converting to 
CNF. The programming methodology is being used for both BDD generation and 
CNF clauses conversion [9]. We have used logic for programming which follows 
DFS showing complexity logarithmically. 

2   Preliminary Ideas 

2.1   BDD 

BDD [6-7] is a directed acyclic graph with a root vertex G= (V, E), where V is the 
vertex set, and E is the edge set. There are two types of vertexes: terminal vertexes 
and non-terminal vertexes. A non-terminal vertex is represented by a circle containing 
the index with the two children indicated by branches labeled 0 (low) and 1 (high). A 
terminal vertex is represented by a square containing the value. E set is made up of 
the branches from the father vertexes to the children vertexes. For a Boolean function 
depending upon the ordering of the variables we would end up with getting a graph 
whose number of nodes would be linear at the best and exponential at the worst case. 
Then variable ordering of BDD is also known as Ordered Binary Decision Diagram 
(OBDD) [10], which is mostly not solvable in given polynomial time. A Reduced 
Ordered Binary Decision Diagram (ROBDD) is an ordered BDD where each node 
represents a distinct Boolean expression. 

   

Fig. 1. AND gate and its truth table 

Nowadays these BDD are in more reliable form than earlier it was known as Phase 
Mission System (PMS) [11-12]. PMS is defined as a system subject to multiple, 
consecutive, non-overlapping phases of operation. During each phase, the PMS has to 
accomplish a specified task. Thus, the system configuration, failure criterion, and/or 
failure behavior can change from phase to phase. 
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Fig. 2. Various phase of BDD reduction of AND gate 

Figure 2 shows an example of BDD reduction for AND gate firstly BDD is 
generated as per the operation perform by AND gate. Then all nodes in graph has 
been assigned node number and after that BDD has reduced due to reason that output 
of the both child of left sub-tree is having same output. 

   

Fig. 3. OR gate and its truth table 

In figure 4 we have shown the example of BDD reduction for OR gate same as for 
AND gate was done. In this case, reduction is done on right sub-tree. 

2.2   CNF 

In Boolean logic, a formula is in CNF if it is a conjunction of clauses, where a clause 
is a disjunction of literals. Literal and its complement cannot appear in the same 
clause. CNF are generated by converting clauses [9, 13]. As a normal form, it is 
useful in automated theorem proving. It is similar to the canonical Product Of Sum 
(POS) form used in circuit theory.  

All conjunction of literals and all disjunction of literals are in CNF, as they can be 
seen as conjunctions of one-literal clauses and conjunctions of a single clause, 
respectively. 

As in the Disjunctive Normal Form (DNF), the only propositional connectives 
formula in CNF can contain are   ‘and’, ‘or’, and ‘not’. The not operator can only be 
used as part of a literal, which means that it can only precede the propositional variable. 

     
Fig. 4. Various phase of BDD reduction of OR gate 
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Example of some formulas which are CNF 
I. ~A  (B  

II. (A  B   (~B    ~D (D  
III. ~B  ~
IV. (A    (B   

Since all logical formulae can be converted into an equivalent formula in CNF, proofs 
are often based on the assumption that all formulae are CNF. However, in some cases, 
this conversion to CNF can lead to an exponential explosion of the formula. For 
example, translating the following non-CNF formula into CNF produces a formula 
with 2n clauses: 

(X1  1)  (X2  2) .  (Xn  n )  
Above formula contain 2n clauses with each of the clauses contains either X or Y or 
both. CNF are actually used for expressing true part of function or logic function of 
the combinational circuit. This is the main reason why the CNF conversions are done. 

3   Results and Discussion 

We have implemented in C++ to generate BDD and also conversion from logic 
function to CNF for the half adder. BDD is generated separately for the SUM(S) and 
CARRY(C) part of the half adder. The output of the program is in the BFS order such 
that for figure 2 the order at which the output for BDD will be n3, n0, n2, n0, n0, n0, 
n1. Order is being written from left to right. This order shows how BDD data 
structure of the circuit is done. 

 

  

Fig. 5. Half Adder and its truth table 

And for the CARRY part referring to figure 2 which shows carry of half adder and 
we know carry is equivalent to output of two inputs AND gate. 

For CNF conversion 

Input given ((a  ~ )  (~a  ))

Output (((a  a)  (   a))  ((a  )  (   )))  

  
Fig. 6. Various phases for BDD reduction of SUM of half adder 
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For CNF the input was given dynamically. Respective CNF for the given 
expression of sum and carry was for CNF. Mainly CNF summarizes the logic 
function of the circuit which tells about how much literals are needed to describe the 
circuit. These CNF can be used in automated theorem also. 

4   Conclusion 

We have implemented half adder for the generation of BDD and converted BDD logic 
expression to CNF. Both BDD generation and CNF conversion have been 
implemented in C++. We have adopted an extensive approach to generate BDD and 
CNF taking half adder to generate smaller CNF and BDD in efficient way. Keeping in 
mind a large scope in this area, we are planning to do some work in test pattern 
generation for extending this paper work and also we are looking for some 
improvement in CNF generation. There is a good scope for researchers to do test 
pattern generation for single stuck-at-fault and multiple stuck-at-faults for various 
combinational circuits. Finally, BDD generation and CNF conversion is reaching a 
performance plateau, we need to look elsewhere for new improvements. 
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Abstract. The paper discusses the application of floating gate techniques to 
Wilson current mirror to reduce power dissipation. With floating gate technique, it 
is possible to modify the effective threshold voltage of the MOSFET. This will be 
helpful in reducing the leakage current. This technique is also useful in reducing 
the power supply voltage required for a MOSFET to operate in a saturation 
region, which in turn minimizes the dynamic power dissipation. The proposed 
circuit is simulated using HSPICE for 0.18um CMOS technology and the results 
are compared with those obtained for simple Wilson current mirror circuit. 

Keywords: Floating gate, Wilson current mirror, Low power. 

1    Introduction 

The CMOS technology has evolved to reduce the overall power dissipation of the 
device over its predecessor logic families. The main issues related to CMOS logic 
family were the device speed, cost and the dependability. But the shrinking device 
size has raised a concern over the power dissipation [1]. The inability to scale down 
the threshold voltage with the same rate as that of channel length of the device has 
raised a concern over overall power dissipation. Several circuit techniques have been 
used to encounter this problem [2]. 

The threshold voltage is the key in deciding supply voltage of a circuit. The 
minimum power supply must be equal to or greater than the sum of magnitudes of 
threshold voltages of NMOS and PMOS [4] which is given by, 

                   
(1)

 

A thorough attention is required to develop a circuit for low power applications. 
The scaling down of the devices using constant electric field technique, does not 
consider leakage current which has major role in total power dissipation [3]. 

This paper aims at the design of current mirror using floating gate technology 
which has higher performance than the conventional current mirrors and dissipates 
lesser power. 

The paper is organized as below: In section 2, the operation of simple Wilson 
Current Mirror is explained. In Section 3, floating gate technique is described. In 
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section 4, floating gate technique is applied to Wilson current mirror. In section 5, 
results and comparison of the techniques are given. 

2    Wilson Current Mirror 

The Wilson current mirror as shown in Fig 1, works on the principle of negative 
feedback [4]. It has higher output impedence than the basic current mirrors. The gate 
terminal of transistor M3 is connected to the point A, which has a stable reference 
voltage due to the constant current IIN. This voltage initiates the flow of drain current 
through M3. If the output voltage VOUT increases, causes IOUT to increase. Due to this, 
the current through drain - gate connected transistor M2 increases. By current mirror 
principle, the drain current of M1 also increases. To compensate for the increase in 
current through M1, the voltage at node A drops and thereby reducing the gate voltage 
of M3. Therefore overall reduction in drain current of M3 decreases which stabilizes 
the output current, IOUT. 

 

Fig. 1. Wilson current mirror 

3    Floating Gate Technique  

The floating gate technique [5 - 9] is one of the techniques employed in low power 
analog circuit design. Its structure is very similar to the traditional MOSFET except 
that its gate is electrically isolated and multiple inputs can be connected to it. Here the 
floating gate voltage is influenced by the control inputs through capacitive coupling. 
The general structure of a floating gate MOSFET is as shown Fig 2.  
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Fig. 2. Floating gate MOSFET 

The floating gate voltage [10] is given by equation (2), 

       

(2)

 

Where, 

                                
(3)

 

are the input capacitances 
QFG, the stationary charge on the floating gate, N is the number of inputs. CFB, CFS, 

CFD are the capacitances between floating gate and bulk, source and drain terminals 
respectively. The total capacitance, 

                    
(4)

 

The residual charge QFG can be reduced to zero using the method specified in [11]. 
Thus the equation of floating gate voltage reduces to, 

           

(5)

 

If only 2 inputs are considered for floating gate MOSFET as shown in Fig 3, a bias 
input (VBIAS) and the signal input (VIN), the charge accumulated will be the sum of the 
charges due to those input voltages, voltages at the floating gate is considered as in 
equation (6), 
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Fig. 3. 2-Input Floating gate MOSFET 

                               
(6)

 

From equation (6), the voltage at the floating gate (VFGT) will be  

                        

(7)

 
The effective minimum voltage for conduction of current (VTH, E) can be adjusted 

by varying the bias voltage as, 

               
(8)

 

4    Floating Gate Wilson Current Mirror 

The proposed structure of floating gate Wilson current mirror is as shown Fig 4.  The 
transistors M1, M2 and M3 are 2-input MOSFETs and are of equal aspect ratios. The 
 

 

 

 

 

 

 

Fig. 4. Floating gate Wilson Current Mirror 
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voltage, VBIAS is applied to form the conduction channel at one input gate and the 
other gate is used the normal input gate. The gate source voltages of transistors M1 
and M2 are made equal by connecting one of their gate inputs together (VGS1 = VGS2). 
The source of M3 is connected to the drain of M2 so that VS3 becomes equal to VGS2 
and the drain current IOUT is measured. 

5    Results 

The proposed floating gate Wilson current mirror and Wilson current mirror are 
simulated using HSPICE for 0.18um CMOS technology. The results are as shown in 
Fig 5 – 9. Table1 contains the comparison of those two circuits. 
 

 

 

Fig. 5. Output Current v/s Output Voltage at various reference currents, IIN 
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Fig. 6. Comparison: – Transconductance of Floating gate Wilson current mirror and Wilson 
current mirror v/s O/p Voltage at a reference current of 100uA 

 

 

Fig. 7. Output Current v/s Output Voltage at various Gate Bias Voltages, VBIAS 
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Fig. 8. Comparison: – O/P current of Floating gate Wilson current mirror and Wilson current 
mirror v/s O/p Voltage at a reference current of 100uA 

 

 

Fig. 9. Output Current v/s Output Voltage at various Supply Voltages, VDD 
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Table 1. 

 

6    Conclusion 

The Floating gate technique is applied to Wilson current mirror and the simulation 
result are compared. The threshold voltage of the transistor is increased by applying 
this technique. This forces the device to move into saturation region early. Thus 
reducing the power supply required for the operation as well as power dissipation of 
the circuit. Hence the low power operation is achieved.  
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Abstract. In this work we have proposed a geometric model that is employed to 
devise a scheme for identifying the hotspots and zones in a chip. These spots or 
zone need to be guarded thermally to ensure performance and reliability of the 
chip. The model namely continuous unit sphere model has been presented 
taking into account that the 3D region of the chip is uniform, thereby reflecting 
on the possible locations of heat sources and the target observation points. The 
experimental results for the – continuous domain establish that a region which 
does not contain any heat sources may become hotter than the regions 
containing the thermal sources. Thus a hotspot may appear away from the 
active sources, and placing heat sinks on the active thermal sources alone may 
not suffice to tackle thermal imbalance. Power management techniques aid in 
obtaining a uniform power profile throughout the chip, but we propose an 
algorithm using minimum bipartite matching where we try to move the sources 
minimally (with minimum perturbation in the chip floor plan) near cooler points 
(blocks) to obtain a uniform power profile due to diffusion of heat from  hotter 
point to cooler ones. 

Keywords: 3D chips, Hotspots, Floorplaning, Continuous domain, Integrated 
circuits, Power management, Target point, Source point, Heat sink, Coarse 
mesh (CM), Fine mesh (FM), etc. 

1   Introduction 

In the recent years the power density of integrated circuits(IC’s) has doubled every 
three years. Because energy consumed by the chip is converted into heat, this 
continuing exponential rise in power density creates vast difficulties in cooling costs 
[1][2]. The most critical challenge of 3D IC design is heat dissipation, which has 
already been realized and studied even for 2D IC designs. There have been several 
existing works on 3D power and temperature aware physical designs and 
management. In order to device a scheme for identifying the hotspots and zones in a 
chip S. Majumder and S.S. Kolay[3] proposed two different geometric models, 
namely continuous and discrete to take into account whether the 2D plane of the chip  
floor is gridless or a uniform grid, thereby reflecting on the possible locations of the 
heat sources  and target observation points. These spots or zones need to be guarded 
thermally to ensure performance and reliability. Some researchers have addressed the 
problem of identification of hotspots in VLSI chips [4] whereas others have proposed 
an alternative placement scheme to cool down a hot chip[5].Kang has highlighted the 
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need for new thermal designs in order to cope up with the challenging scenarios 
ensuing from the high-scale integration[6]. Miranda et al. had successfully used the 
finite volume method approach to investigate maximum temperature rising on a CPU 
motherboard [7]. Jing Li and Hiroshi Miyashita (2006) [8] proposed a finite 
difference thermal model, where it was assumed that every heat source that overlaps 
the effective area Aeff of a grid point serves as a power source feeding into the grid 
and the corresponding power value of the grid is calculated based on the ratio of the 
source area within Aeff to the total area of the source. 

In this paper we have proposed a geometric model which is employed to devise a 
scheme for identifying the hotspots in a three dimensional integrated circuit(IC). 

We propose a model here which may facilitate in identifying the hot spots/zones in 
a VLSI chip. In the continuous domain we have used the concept of a unit sphere  
model to calculate the local thermal effect at a point due to the heat being dissipated 
from several point heat sources distributed over the chip plane. We establish that a 
point on a chip can become very hot due to the conduction effects of other heat 
sources, although it may not have a heat source in its immediate vicinity. In this 
model, the heat loss due to radiation has been ignored. If it is to be considered, an 
appropriate heat loss has to be incorporated functions. 

 
Fig. 1. 3D IC technology 

1.1   Time Invariant Heat Sources 

The study is made with the assumption that there are constantly active (i.e. always on) 
heat generating sources placed randomly throughout the chip. For continuous thermal 
sources; we also assume that the heat from the sources is being propagated through 
the 3D surface of the chip without being dissipated in the ambience. The objective is 
to identify the zones in the chip, which have heat content greater than a certain 
threshold. 

2   Continuous Spatial Domain 

The position of a heat source may be any point on the chip which is assumed to be a 
3D integrated circuit (IC). In the unit sphere model, the contribution of a point heat 
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source S at any target point T is expressed as the amount of heat from S received 
within the unit sphere centered at the point T. This unit is the same as that of the 
distance between S and T, and may be related to the minimum dimension of the chip. 
The cumulative heat received at the point T is evaluated as the linear superposition of 
the amounts received at T from all heat – generating sources on the chip. As 
illustrated with Fig. 2, let a heat source at a point S generate an amount Q, henceforth 
denoted as the strength of the source S. Let the target point T be at a Euclidian 
distance  d from S. Let CT and Cs   intersect at the two points A and B.  

 
Fig. 2. Unit Sphere Model of Heat Received at a Point T 

Then the area cut out on the surface of the sphere CS is equal to the product of solid 
angle with its vertex at the center of the sphere Cs and the square of the sphere’s 
radius.              

A                                  (1) 

Where       formed by the conical surface of the spherical sector 
and d is the radius of the source sphere [10].  

A complete sphere forms a solid angle of 4π.(If the solid angle is not formed by the 
entire sphere, but only by a conical surface of a spherical sector, the angle in this case 
is equal to the ratio of the sector’s spherical surface to the square of the sphere’s 
radius [11][12].) 

By denoting the plane angle at the vertex of the spherical sector as θ, it is possible 
to express its height h as 

     
(2)

 
where r is the radius of the source sphere.  

Therefore the spherical area of the sector can be represented as 

A=                  (3) 



 Power Aware Physical Design for 3D Chips 511 

 

Fig. 3. Section of a cone and a spherical cap inside a sphere 

By denoting the solid angle which subtends the spherical surface of the sector as 
we obtain 4 2 1                        (4) 

Thus the contribution of heat from S at T is 

Q                           (5) 

 

Where is the surface area of the sphere S. 
Consider OCTB in the figure 10 

(CTB)2 = (OB)2 +(OCT)2 

1=2d2(1-cosθ)                                   (6) 

Putting eqn (6) in eqn (5) we get 
The contribution of heat from S to T is 

      =Q                                       (7) 

Our concerns are the hottest points on the chip. Intuitively, the source points 
definitely belong to the above class. But the more pertinent question is whether these 
are the only points that need to be considered. The question may be re-phrased as 
follows: does there exist any non-source point on the floor with heat content greater 
than that of any of the source points? 
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                        Case1:1/2<d<1           Case 2:0<1/2<d         

Fig. 4. Special cases of the unit sphere model 

The observations reported, answer in the affirmative. Before we proceed further, 
we point out two special cases of the unit sphere model fig 4 based on the distance d 
between S and T: 

0.5<d<1        and            (2) 0<d<0.5 

In the boundary case when S lies on CT  is equal to, as SAT becomes an equilateral 
triangle                                

                 Q= (1-cosθ) 

= (1-   )    =                   (8) 

Hence in case (1) the angle 2θ as defined earlier will be greater than, and 
consequently more than of the heat emanating from S reaches the unit sphere centered 
at T. In case (2) T is nearer to S and hence the sphere with radius   ‘d ‘around S will 
now lie entirely within the Unit sphere at T. Hence the unit sphere CT receives the 
entire heat   of S in this case. 

3   Experimental Results for the Continuous Domain 

We performed more experiments in the continuous domain model implemented in C 
to simulate the effect of active sources placed at random points on the 3D floor. 
Keeping the dimensions of the 3D structure the same we varied the number of sources 
from 5 to 50.We have studied five trail runs, keeping the number and range of the 
power strength of the active sources fixed, just allowing the position of the sources to 
vary. 

We observed that the results did not depend much on the randomness of the 
position of the active sources. As in the previous experiment we have observed that in 
the continuous domain the relatively hot points lie near the active source. 

During simulation we considered more of those points for evaluation of the 
cumulative power. We actually considered a fine grid around each source point and 
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evaluated the cumulative power at each of those points along with the source points. 
Also across the whole floor we considered a relatively coarse grid and evaluated the 
power at all the grid points of this coarse grid.  

In the result we also found the coordinates and cumulative power of the target 
points. Here we observed that there were some target points whose cumulative power 
exceeded the cumulative power of the active source nearest to it. The result of our 
experiments confirm that in 3D IC ‘s as the number of power sources increases there 
is an increase in the power density. This means that in 3D IC’s there is a need of 
efficient power management techniques.  

4   Conclusion 

In this work we have proposed a model in the continuous domain to model the 
thermal behavior in a 3D VLSI chip. The hotspots were usually concentrated near the 
active source points, but some points away from the source were found to be much 
hotter than the sources itself. The randomness of the source did not affect the result 
much. One important aspect we have observed in all the models is that there are zones 
in the chip which become much hotter even without containing a heat source. We 
conclude that it may not be enough to guard only the active regions to make the chip 
thermally stronger. This also requires the need for more efficient power and thermal 
management techniques[13][14][15]. 

Table 1. Results For The Continuous Domain 

 
 
We also observed that the numbers of hotspots reported in our model were very 

high compared to those found in the 2D case[3], which shows that the problem of 
increased power density with the increase in number of sources becomes more grave 
in the 3D case. We try to propose an algorithm using minimum bipartite matching 
where we try to move the sources minimally (with minimum perturbation in the chip 
floorplan) near cooler points (blocks) to obtain a uniform power profile due to 
diffusion of heat from hotter point to cooler ones, thus reduce the maximum 
temperature. 

 

NO  OF 

SOURCES 

 

THRESHOLD  

VALUE 

 

TOTAL 

PROBES 

POINTS  

 

PROBES 

POINTS  

IN FM  

 

 

PROBE 

POINTS  

IN CM  

 

 

HOTSPOT 

IN FM  

 

HOTSPOT 

IN CM  

 

%HOTSPOT 

IN FM  

 

%HOTSPOT

IN CM  

5 1.24876 2029160 29160 2000000 9198 2562 0.45% 0.19% 

10 1.24338 2058320 58320 2000000 16798 8376 0.81% 0.41% 

20 1.26821 2116640 116640 2000000 42238 12048 1.72% 0.68% 

40 1.26441 2233280 233280 2000000 93972 19030 4.21% 0.82% 

50 1.20101 2291600 291600 2000000 118262 25969 5.16% 1.13% 
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4.1   The Minimum Weight Bipartite Matching Problem 

The minimum weight bipartite matching problem occupies a central position in 
combinational optimization, and a variety of applications to transshipment problems. 

The problem is formally defined as follows: 
Obtain a minimum weight perfect matching in an edge-weighted bipartite graph. 

1)  Let T denote the threshold value. The threshold value is the minimum of the 
cumulative power of all source points. 
2)  Let A = [ ] denote a matrix giving the power density at each of the grid points 
3)  We calculate  

[ ] = Excess at each grid point 
Where S denotes a matrix giving the excess at each grid point 
(Some grid points will have positive excess, some negative excess and some 

        zero excess) 
4)  Identify the sources with their cumulative power. Let the sources be placed at 

(xs, ys).  
Perform minimum weight bipartite matching   
Given: A bipartite graph, G= (V, E) where   ∪     = Set containing the sources;          V = Set containing all empty grid (target) positions having Excess  [max  

(excess of source points)] 
For each ∈   and e= (vi, vj), where  ∈     and      ∈    

For an edge e (vi, vj)  E from each vertex vi ∈ V1   to all vertices vj ∈  V2 

Wt (e) = weight is minimum Manhattan distance from the original position of each 
source vi ∈ V2 to the grid corresponding to vj  V2 

A min weighted bipartite matching is performed to obtain assignment of each 
source  ∈   to a target new location   ∈  . 

The running time of the minimum weighted bipartite matching algorithm[25] is √  .  
However a detailed study of the algorithm remains an area of future work.  
In this work we have considered a uniform propagation of heat in all the directions. 

But due to the different thermal conductivities of the different layers, if we take into 
consideration this non uniform propagation of heat in different layers, we can obtain a 
more accurate power distribution profile in the model. We have done some work in 
this regard but a detailed study remains an area for future work.  
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Abstract. This paper presents the universal algorithm for the generation of 
cyclic code for an n bit binary word. As well as it also provides the algorithm 
for decrypting the code generated. It is important for the built in self test (BIST) 
and for memory ROM testing. They are extensively used for encoding and 
decoding communication channel burst errors. 

Keywords: Boolean polynomial multiplier, Boolean polynomial divider, Galois 
field, test pattern generator, encoder, decoder. 

1   Introduction 

Till now unique generator polynomial is required for coding and decoding particular 
set of bits. For generating the code for n-bit binary word generator polynomial of 
degree (k-n) is obtained, where k is the number of bits in complete code word. In 
coding theory, a polynomial code is a type of linear code whose set of valid code 
words consists of those polynomials (usually of some fixed length) that are divisible 
by a given fixed polynomial (of shorter length, called the generator polynomial). We 
express the binary vector D = RmRm-1Rm-2…….R0 as the polynomial D(x) =  
Rmxm + R(m-1)x(m-1) + … + R0. 

As a example, suppose D = 1101 
Then, D(x) = x3 + x2 + 1. The degree of the polynomial is the superscript of the 

highest non-zero term. Polynomial addition or subtraction is performed by modulo-2 
addition or subtraction, i.e., XORing without carry or borrow. This polynomial 
resembles the divisor in a polynomial long division, which takes the message as the 
dividend, and in which the quotient is discarded and the remainder becomes the result, 
with the important distinction that the polynomial coefficients are calculated 
according to the carry-less arithmetic of a finite field. The length of the remainder is 
always less than the length of the generator polynomial, which therefore determines 
how long the result can be. 

1.1   Polynomial Multiplier 

Figure1 shows the Boolean polynomial multiplier with internal XOR gate. Here  
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D(x) = binary word polynomial 

V(x) = code word polynomial 

 h1…..hn-1 = 1 when they are connected to D(x). 

 

Fig. 1. Boolean polynomial realization 

In this number system, we implement the multiplication by x with a time shift 
using D-flip flop and implement modulo-2 addition operator with an XOR gate.  The 
data to be encoded appears serially on D(x), and the bits of the encoded word appear 
serially on V(x)[2]. Here serial data transmission is done to ensure the correctness of 
data. Generator polynomial has a degree of the length of the shift register and has a 
coefficient that is either 0 or 1, corresponding to the taps of the register that feed the 
XOR gate. Bits in the multiplier that influences the input are called taps. Following 
things must be remembered: 

• The multiplier will only be maximum length if the number of tap is even, just 2 or 
4 taps can suffice even for an extremely long sequence.  

 

• The sets of taps must be relatively prime and share no common divisor to all taps. 
 

• There can be more than one maximum length tap sequence for a given multiplier 

From the figure1 we can derive the generator polynomial expression: 

V(x) = {xn….{x{xD(x) + h1D(x)}+ h2D(x)}+..}+hn-1D(x)} 

=> G(x) = 1+h1x
1+…..+hn-1x

n 

=> V(x) = G(x)*D(x) + S(x) 

S(x) = syndrome polynomial which is zero during encoding. 

1.2   Polynomial Divider   

Polynomial divider is used as a decoding circuit. It is the companion or mirror circuit 
to figure1. In the decoding procedure, we treat the code word as a Boolean 
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polynomial, but this time we divide it by generator polynomial and determine the 
remainder, as well as quotient, of the division. If the remainder is zero, then the code 
word was valid. A non zero remainder indicates the transmission error. 

 

Fig. 2. Boolean polynomial divider realization 

Here D(x) = V(x) + B(x) 

B(x) = h1x
1+…..+hn-1x

n 

D(x) = V(x)/G(x) 

2   Mathematical Evaluation  

Instead of generating separate generator polynomial for each binary sequence set, we 
can generate a universal, simple and less tedious polynomial required for generating 
code for all bit patterns. But the polynomial must be such that the code polynomial 
generated by it can be decoded by the decoder also. The multiplier is made of D-type 
flip-flops and XOR gates in its shift path. The position of XOR gates determine the 
poly of this circuit, which is poly = 1011. 

Polynomial determine bit values that are generated on the serial output of the 
circuit (poly determine bit values that are generated on the serial output of the circuit 
V, as serial input bits (D) are being shifted in. 

Here  

V(x) = x{x{xD(x)}+D(x)}+D(x)                                (1) 

V(x) = (1+x+x3)D(x)                                                  (2) 

 G(x) = 1+x+x3                                                                           (3) 
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Initially all D flip flop are reset. As 1st starting from MSB of original information 
bit enters the multiplier, left most flip flop i.e R3 takes the value of D. R2 takes the 
previous value of R3 and use this as input to R1. R1 takes the XORed value of 
previous value of R2 with the current value of D(information bit). Output code word 
V takes the XORed value of previous value of R1 with current value of D. After all 
4bits of the data polynomial have entered the multiplier, flip flop will keep on shifting 
right taking 0 as D till all 3 flip flop regains the 000 state as shown in table3 example.  

 

 

Fig. 3. Digital circuit of Boolean polynomial multiplier for mathematical evaluation 

 

Fig. 4. Digital circuit of Boolean polynomial divider for mathematical evaluation 

Using G(x) = 1+ x + x3 

B(x) = xD(x) + x3D(x)                                           (4) 

D(x) = V(x) + B(x)                                                (5) 

D(x) = V(x) / G(x)                                                (6) 
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Now instead of generating the polynomial of separate degree every time, we use 
the above polynomial as universal one. 

Suppose we want to code the binary word of n bit. D(x) = xn-1 …… x0 
Where x represent either 1 or 0, and n represents number of bits. One way is by 

generating the polynomial of degree ≥n. but this will take lot of time and calculation. 
Another way we can do is as follows: 

D(x) = {Dn-1(x), ……….., D1(x), D0(x)}                         (7) 

Where Dn-1(x) = xn-1xn-2xn-3xn-4 

D1(x) = x7x6x5x4 

D0(x) = x3x2x1x0 

Now placing each bit of D0(x) serially in figure 3, we will get code polynomial for 
word polynomial D0(x). Similarly we can obtain the code polynomial for all the other 
word polynomials. 

Finally our final code polynomial will be the concatenation of all the previous code 
polynomial obtained. [2] 

V(x)= {Vn-1(x), ……….., V1(x), V0(x)}                            (8) 

At the decoding stage we place our code words from   V0 to Vn-1 sequentially to 
obtain the original transmitted information. Here V00 , B00, D00  corresponds to 
coefficients of V0(x), B0(x), D0(x) respectively. Figure5 shows the decoding of code 
polynomial serially at every clock pulse. The same way other polynomials Vn-1(x) to 
V1(x) can be decoded to obtain original information through verilog coding.[1]  

3   Algorithm  

After generating the logic for crypting 4bit information, next approach is towards the 
practical implementation. Flowchart shown in figure6 shows the algorithm involved 
in crypting n- bit information using simple digital circuit that was used for crypting 
4bit data. Figure5 illustrates the algorithm for generating the coding polynomial of the 
n bit information. To divide the binary word in the set of 4bits each, the word is 
concatenated with the remaining zero bits to make the n number of bits multiple of 4. 

SupposeD=00010010001101000101011001111000100110101011110 
01101111011                                                                                                               (9) 

It is a 58 bit binary word information needed to be coded. To make the set of 4bits 
we concatenate D with 2`b00 as Dnew= {D,2`b00} which is 60 bits now. This is done 
by dividing the number of bits by 4 and adding the remainder to quotient till the 
remainder becomes zero.[2] 

This 60 bit data will make 15 set of 4bit data as follows: 

D14=0001,D13=0010,D12=0011,D11=0100,D10=0101,D9=0110,D8=0111,D7=1000, 
D6=1001, D5=1010,D4=1011,D3=1100,D2=1101,D1=1110, D0=1100 
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(a)                                                                   (b) 

Fig. 5. (a), (b): Flowchart showing the algorithm for generating coding polynomial 

Data word from D0 to D14 will be passed through the multiplier 15 times and at 
every iteration step corresponding code word is generated. Finally by concatenating 
all the code words we get our final code polynomial. Suppose D14 bit data is entered in 
the figure3. This gives V14 = 0001101. 

Table 1. Coding process for D14(x) polynomial 
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Similarly we can obtain the code polynomial for other data words. 
In the table1 shown above D00 – D06 corresponds to coefficient of D(x) polynomial. 

Finally we obtained: 

V = {V14,V13,V12,V11,V10,V9,V8,V7,V6,V5,V4,V3,V2, V1,V0} 

V=000110100110100010111011010001110010101110010001111010001100101111
001011111111011100101000110001101011100                                                     (10) 

Now entering the code word sequentially in the Boolean divider from V14 to V0 15 
times we get our original information. Suppose we take the code word V14 . Putting 
the code word in our decrypter we obtain the original information as D14 =0001.  

4   Practical Implementation  

4.1   Multiplier 

 

Fig. 6. Structural design of Boolean polynomial multiplier 

Fig.6 shows the practical structural design of our Boolean polynomial multiplier. 
The position of XOR gates determine the poly of this circuit, which is poly = 1011. 
The seed, which is the initial value of the register, affects set and reset inputs of the 
individual flip flops of the shift register. The multiplier seed and poly determine bit 
values that are generated on the serial output of the circuit (V), as serial input bits (D) 
are being shifted in. This describes the structure of multiplier using XOR gates and 
positive edge D-type flip-flops with asynchronous set and reset inputs.[3] 

4.1.1   Behavioral Coding 
Fig.7 shows a generic Verilog code for an multiplier. This behavioral code uses poly 
and seed parameters. The poly 4-bit parameter specifies where between flip-flops 
XOR gates are inserted. Here seed is the initial value for the register of multiplier. An 
always block in the behavioral_ multiplier module of Fig.7 handles initialization, 
multiplier configuration, and shift-in and shift-out of data. The im_data reg holds the 
contents of the multiplier register. The D serial input, and is clocked into the left-most 
bit of the multiplier. Inputs of all remaining multiplier bits are either taken directly 
from flip-flops to their left (Fig.6) or from the XOR result of the D input and the 
output of the flip-flop to their left. The XOR result will be taken if the corresponding 
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poly bit is 1. For example if poly[1] is 1, D is selected and XORed with im_data[2] 
and is used for input of im_data[1]. 

module behav_multiplier 
#(parameter[3:0]poly=1011,parameter [2:0]seed=0) 

             (input clock, init, D,output reg V); 

reg [2:0]im_data; 

always @(posedge clock or posedge init) 

begin 

 if(init) 

 im_data = seed; 

 else 

 im_data ={D, im_data[2:1] ^ (poly[2:1]& {2{D}})}; 

 V = im_data[0]^D; 

 end 

endmodule 

Fig. 7. Verilog code of behavioral multiplier 

module behav_multiplier  
#(parameter[3:0]poly=4`b1011,parameter[2:0]seed=0) 

(input clock,init,input [6:0]D, output reg[6:0]V); 

  reg [2:0]im_data; 

integer count,j; 

always @(posedge clock or posedge init) 

begin 

 if(init) 

 im_data = seed;   else 

 for(count=1;count<7;count=count+1) begin 

 for(j=6;j>=0;j=j-1) begin 

 im_data = {D[j],im_data[2:1]^(poly[2:1]& {2{D[j]}})}; 

 V[j] = im_data[0]^D[j]; 

 end 

 end 

 end 

 endmodule 

Fig. 8. Verilog code for coding 4bit of original information 
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4.2   Divider  

Decrypting of code word requires the companion circuit of that of multiplier. If the 
tap sequence in an n bit multiplier is [n, A, B, C, 0 )] where 0 indicates the input, then 
the corresponding mirror sequence will be [n, n-C, n-B, n-A, 0]. For example for the 
tap sequence[3, 1, 0] i.e1011, we have mirror sequence [3, 2, 0] i.e 1101. 

 

Fig. 9. Design of Boolean polynomial divider 

module behav_divider #(parameter[3:0]poly=4`b1101,                        
parameter[2:0]seed=0) 

         (input clock, init, V, output reg D); 

reg [2:0]im_data; 

always @(posedge clock or posedge init) 

begin 

 if(init) 

 im_data = seed; 

 else 

im_data = {V^(im_data[0]^im_data[2]),im_data[2:1]^ ( 
poly[2:1]& {2{im_data[0]}}) }; 

 D = V^(im_data[0]^im_data[2]); 

 end 

endmodule 

Fig. 10. Verilog code of behavioral divider 

5   Conclusion  

By generating the one algorithm for all bit patterns, we not only provide simplicity in 
calculation but also in design. Here we used single hardware design for different bit 
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pattern. Earlier a separate and complex hardware design was implemented in crypting 
and decrypting. Mathematical analysis of this division-like process reveals how to 
pick a divisor that guarantees good error-detection properties. In this analysis, the 
digits of the bit strings are thought of as the coefficients of a polynomial in some 
variable x—coefficients that are elements of the finite field GF (2) instead of more 
familiar numbers. This binary polynomial is treated as a ring. A ring is, loosely 
speaking, a set of elements somewhat like numbers, that can be operated on by an 
operation that somewhat resembles addition and another operation that somewhat 
resembles multiplication. Ring theory is part of Abstract Algebra. Here we have 
shown how a simple polynomial of just degree 4 can be used to code the information 
of n bit data. After generating the algorithm we are designing the hardware for cryptic 
purpose. Ultimately implementing PLI of C with verilog we are generating complete 
practical structure. This can be further used to simplify LFSR required for generating 
the pattern for built in self test (BIST) and even memory ROM testing. 
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Abstract. The Network-on-Chip (NoC) uses multiple processors, usually targeted 
for embedded applications. This is widely accepted that NoC represents a 
promising solution for forthcoming complex embedded systems. The current SoC 
Solutions are built from heterogeneous hardware and Software components 
integrated around a complex communication infrastructure. The crossbar is a vital 
component of in any NoC router. The crossbar allocates requested output channel. 
Hence, switches must include an efficient arbiter that allocates crossbar’s 
resources(channel). In this paper, we present a novel 8-bit wide 8 x 8 crossbar that 
is implemented on FPGA. This high performance crossbar is coined with 
Diagonal Propagation Arbiter (DPA). The presented crossbar requires a two-
dimensional arbitration that incorporates a diagonally rotated priority to provide 
fair arbitration. The arbiter is capable of performing arbitration in 1ns on Vertex 6 
FPGA technology for an 8 x 8 crossbar. The proposed architecture of crossbar is 
implemented in RTL model using verilog language. 

Keywords: NoC, DPA, FPGA, RTL. 

1   Introduction 

The System-on-Chip (SoC) platform has evolved into multiprocessor computing 
paradigm on a single chip. The multiprocessor computing improves throughput, 
scalability, and reliability of the system-on-chip [3, 4]. The multiprocessor have 
already established a theory and set of practices on the parallel computer. The 
multiprocessor paradigm in parallel computing environment split the computing into 
two categories as (a) Centralized computing (b) Distributed computing. The 
Centralized computing is used to construct the super computer, is more appropriate 
for System-on-Chip environment. The Flynn’s classification of architecture for 
multiprocessor is as (a) SISD (Single Instruction Single Data) (b) SIMD (Single 
Instruction Multiple Data (c) MISD (Multiple Instruction Single Data) (d) MIMD 
(Multiple Instruction Multiple Data). Other classification methods are distinguished 
by having a shared common memory or unshared distributed memories, as shown in 
figure 1. Among the four different architectures, MIMD architecture is most 
appropriate to system-on-Chip. The MIMD architecture can be regarded as an 
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extension of the uniprocessor single memory and single processor architecture. There 
are two alternatives for assembling the multiple processors and memory modules. 
One simple way is to make the processors  and memories  as  pairs  and  then  connect  
them  via  an  interconnection network. The processor, memory pair, or a PE, works 
rather independently of each other, and the memory inside one PE is hardly accessible 
directly by the other. This class of MIMD may be called as distributed-memory 
MIMD or message passing MIMD architecture. The other way is to group the 
processors and memories into separate modules, every processor can access any 
memory through the interconnection network. The set of memories makes up a global 
address space, which is shared by the processors. This type of MIMD is called shared-
memory MIMD.  

In system-on-chip, all the processors are different from one another, so it is more 
complicated than parallel computing. Processors may be of different types, its 
memories may be different from one another and distributed heterogeneously on the 
chip, and the interconnection network between the PEs may be heterogeneous. 

 

Interconnection network

P0 P1 Pn

M0 M1 Mn

 

(a) Distributed Memory architecture for Multiprocessor 

M0 M1 Mn

Interconnection network

P0 P1 Pn

(b) Shared Memory architecture for 
Multiprocessor 

 

(c) System-on-Chip architecture for multiprocessor 

 

(d) NoC architecture for multiprocessor 

Fig. 1. Communication architecture for multiprocessors 
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Interconnection structure among the memories and processing elements determines 
the performance of the system. There are three basic interconnection structures (a) 
Shared bus (b) Crossbar switch network (c) Shared (multiport) memories. Among 
available interconnection structures, shared-bus system is simple and easy to 
implement. But, at a time only one processing element can access a particular 
resource; otherwise, bus contention occurs. To avoid contention, a bus controller with 
an arbiter switch limits bus access to one processor at a time. The bus is not scalable 
and the system efficiency is low. 

The crossbar switch is the interconnecting architecture for high performance 
systems. In crossbar m vertical processing elements are connected to n horizontal  
links,  whereas  n  horizontal memories  are  connected  to  m  vertical links. At each 
cross section, a switch connects the junctions with control signals. In this network, 
every processor can access a free memory or resource independent of other 
processors. Also, several processors can have access to the memory or resource at the 
same time. If more  than  one  processor  tries  to  access the  same memory or 
resources,  the scheduler  in  the crossbar should determine which one  to connect to. 
The drawback of the crossbar switch is the number of switches, in this case, m × n. 
The multiport memory can be used as an interconnection network. All  processors  
have  a direct access path to every memory, and the controller  inside  the memory 
determines  which  processor  to  connect  to. The complexity that is present in the 
crossbar is now shifted inside the memory. The realization of memory with such 
complex logic and multiport is very expensive, even impractical. 

Network-on-Chip has a different outlook from conventional interconnection 
methods as not only it requires the interconnection technology but two more 
technologies (networking and packet switching fabric technologies) are required for 
NoC. This requires more advanced interconnection e.g., high-speed and low-power 
signaling, and on-chip serializer/deserializer. Switching fabric requires buffer and 
scheduler technologies. Networking technology includes network topology, routing 
algorithm, flow control and network performance analysis.  

The paper is organized as follows: The section 2 discusses the basics of crossbar and 
arbitration logic using DPA. The section 3 presents RTL simulation, synthesis and 
power analysis results. Finally, a conclusion is presented in last section. 

2   Design of Crossbar Switch 

The crossbar consists of N rows and N vertical columns. Each row is connected to an 
input port and each column is connected to an output port. The crossbar based 
systems can be significantly less expensive than bus or ring systems with equivalent 
performance because the crossbar allows multiple data transfers to take place 
simultaneously. The crossbar switches are of special interest in packet switch designs. 
The crossbar switch consists of three major blocks: ports, a crossbar scheduler, and a 
crossbar fabric. The overall functionality of the switch can be described as follows: 
the packets first enter the input ports of the switch where they are queued. Each port 
has a routing computation unit that determines the destination of a packet based on 
the packet header. The port then sends a request to the scheduler for the destination 
output port. The scheduler grants a request based on a priority algorithm that ensures 
fair service to all the input ports. Once a grant is issued, the crossbar fabric is 
configured to map the granted input ports to their destination output ports. 
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2.1   2-D Diagonal Propagation Arbiter for 8 x 8 Crossbar 

The crossbar schedulers accept one request from each input port and grant some of 
those requests according to a priority algorithm. The main goal of scheduling 
algorithm is to be fair to all the inputs. There are many ways of implementing 
crossbar scheduler. But, here we will present DPA for our design.  The DPA arbiter 
offers less delay and mechanism to rotate the priority as much as possible. The cells 
are arranged in a diagonal manner to offer independence as shown in Figure 2. For 
example, cells (1,1),(4,2), (3,3) and (2,4) are independent of each other and so are the 
cells (2,1), (1,2), (4,3) and (3,4). 

The arbitration process in the DPA architecture begins by considering the first 
diagonal. If there is a request for every cell in the first diagonal of Figure 2, they can 
all be granted. Then, in the next time slot, the arbitration process moves to the second 
diagonal. The cells with requests in the second diagonal will only receive grants if no 
cells on the top or on the left of them have yet received grants.   

In this design, the arbitration delay for an n x n switch is nD, D being the delay of a 
single arbiter cell which is smaller comparably to others. The ripple-carry design 
gives the priority to the cells that are higher and to the left. It gives the highest priority 
to cell (1, 1) [1]. Similarly, in the DPA architecture the highest priority is always 
given to the cells in the first diagonal [1]. But it will rotate the priorities by adding 
mask active window. 

Therefore, these two designs are not the optimal one. Optimally one should be able 
to rotate the priority so that every cell has the chance of being the highest priority cell. 
In this new architecture, shown in Figure 2, the first (n-1) diagonals of an n × n DPA 
scheduler are repeated after the last row [1]. The W signals of the first column and the 
N signals of the first diagonal are assigned to logic one. At every time slot only n2 

cells are active. The red window is “the active window”. The cells on the first 
diagonal inside the active window have the highest priority. The active window 
moves one step down in every time slot to rotate the priority.  
The algorithm for priority rotations in DPA is: 

The algorithm for DPA is 

• The first (n-1) diagonals of an n × n DPA scheduler are repeated 
after the last row.  

• The W signals of the first column and the N signals of the first 
diagonal are assigned to logic one. 

• N2 cells (marked by the n*n bold window) are active. We call the 
bold window “the active window” called MASK 

• The active window moves one step down in every time slot to 
rotate the priority. When the top most diagonal is diagonal n, 
the active window has traveled all the way through the DPA 
scheduler and, therefore, goes back to its starting position 
shown 

• To implement priority rotations in this design, vector P is 
introduced.  
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The algorithm for priority rotations is: 
set P = “111111110000000”. 

if P = “000000011111111” then 

set P = “111111110000000” 

else 

rotate P one position to the right. 

end if 

 

Fig. 2. DPA Scheduler for 8 x 8 Crossbar 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Modified DPA with Mask 
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2.2   Design of 8-Bit Fabric 

The crossbar fabric module is responsible for physically connecting an input port to its 
designated output port, based on the grants issued by the scheduler. The inputs of fabric 
(except for the grant input) are connected to the input port modules of switch. The 
outputs of fabric are connected to the output ports of the switch. The fabric makes the 
appropriate connection between each input and its corresponding output port. 

The grant comes from the crossbar scheduler and it is the same as the one given to 
the ports. It determines the output port to which input data is routed. .The cross points 
are controlled by the grant input of the fabric module (Figure 5). Each bit of the grant 
input corresponds to one of the cross points of the crossbar.  

If a certain grant bit is at logic high, then the corresponding cross point is closed. 
 

 

 
 

Fig. 4. 8-bit wide 8 x 8 Switch 

 

Fig. 5. 8-copies of Crossbar for 8-bit input port 
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2.3   Control Logic of Cross Points 

Each bit of the output is constructed from inputs 1 to 8 AND'ed with the grant lines in 
the column corresponding to the output, and OR'ed at the end. 

 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Internal structure of Cross points 

3   Simulation Results and Analysis 

We have simulated the crossbar switch for 8-bit wide data. The result is presented in 
table 1. We have supplied 8-bit data with different priorities. The configuration of the 
crossbar is shown using control bits 

Table 1. Input and control bits 

Input data   

Bits 

Control Bits   Output      

data bit 

11111111 C0=0 C1=1 C2=0 C3=0 C4=0 C5=0 C6=0 C7=0 00000000 

00000001 C8=0 C9=1 C10=0 C11=0 C12=0 C13=0 C14=0 C15=0 00000000 

00000011 C16=0 C17=1 C18=0 C19=0 C20=0 C21=0 C22=0 C23=0 00000000 

00000111 C24=1 C25=0 C26=0 C27=0 C28=0 C29=0 C30=0 C31=0 11111111 

00001111 C32=0 C33=0 C34=0 C35=1 C36=0 C37=0 C38=0 C39=0 00000111 

00011111 C40=0 C41=1 C42=0 C43=0 C44=0 C45=0 C46=1 C47=0 00111111 

00111111 C48=0 C49=0 C50=1 C51=0 C52=0 C53=0 C54=0 C55=0 00000011 

01111111 C56=0 C57=1 C58=0 C59=0 C60=0 C61=0 C62=0 C63=0  0000001 

O1 [0] 
 

11[0] 
C[0] 

12[0] 
C [8] 
 

13[0] 
C[16] 

14[0] 
C[24] 
 
15[0] 
C[32] 

16[0] 
C[40] 
 
17[0] 
C[48] 
 
18[0] 
C[56] 
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The correctness of the proposed design is shown through the following waveform 
generated from mentor graphics ModelSim. In the 8-bit 8x8 crossbar switch, we have 
8-bit input and output ports. The waveform shows the multiple transfers of data from 
input to output port if there is no contention.  

The switch has been realized on field programmable gate array. The table 2 
summarizes the device utilization of FPAG vertex 6 series. 

The schematic generated from Xilinx Synthesis Tool (XST) is shown in figure 8. 
The schematic has main block known as fabric and a front end circuit known as DPA. 
The DPA resolves the contention among the input request for the output channel. In 
DPA the multiple requests for the same output port will be served in the next 
arbitration cycle.   

 

Fig. 7. Simulation waveform of 8 x 8 Switch 

Table 2. Device utilization summary 

Resources Used Avail Utilizatio 

n (%) 

IOs 8 240 3.3 

Global Buffers 4 32 12.5 

Function Generators 300 46560 6.4 

CLBs Slices 100 11640 0.85 

DFF/Latches 20 93120 0.02 

Block RAMs 0 156 0 

DSP48E1 0 288 0 
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Fig. 8. RTL of 8-bit 8 x 8 Crossbar 

The following graph shows the increase of power as the temperature is increased. 
We have calculated the power at 350nm technology of TSMC. 

 

 
Temperature (oC) 

Fig. 9. Temperature Vs Power Dissipation of 8-cross bar at 350nm Technology 

4   Conclusions 

We have presented a 8-bit crossbar switch for Network-on-Chip (NoC) for parallel 
data transfer. The presented design has an advantage rotation of priority using 
Diagonal Propagation Arbiter. This provides fairness in the on-chip network 
communcation. The high performance crossbar is coined with Diagonal Propagation 
Arbiter. The presented crossbar requires a two-dimensional arbitration that 
incorporates a diagonally rotated priority to provide fair arbitration. The arbiter has 
aceived a propogation delay of 1 ns for  Vertex 6 FPGA device.  
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Abstract. Energy harvesting has recently emerged as a feasible option to 
increase the operating time of battery based real time embedded systems. In this 
paper, we propose a scheduling algorithm that offers lesser energy consumption 
for battery powered dynamic real time system modeled with aperiodic tasks and 
energy harvesting constraints. As the harvested energy is highly dependent on 
the environment thus, available power/energy of storage changes over the time. 
The proposed approach has to decide which speed or voltage level is to be to 
select leading to reduction in energy overhead as well as timing overhead due to 
the speed switching. We further, improve the quality of service to accept more 
number of aperiodic tasks and improve the system performance in terms of 
remaining energy. Theorem is being derived to show the effectiveness our 
approach having lesser energy consumption as compared to existing one. The 
simulation results and examples illustrate that our approach can effectively 
reduce the overall system energy consumption and improve the system 
performance in terms of remaining energy as well as reduce the rejection ratio 
of aperiodic tasks.  

Keywords: Real time systems, energy aware scheduling, harvested energy, 
dynamic voltage scaling, and quality of service (QoS). 

1   Introduction 

Energy minimization is a key issue for designing of real time embedded systems. This 
is especially important for battery powered systems. As the advancement of 
technology chip area reduces. Thus, less energy is storable on board. If deployed 
bigger battery on a chip as a result leading to their size as well as cost still severely 
limits the system’s lifespan. The emerging technology of energy harvesting has 
earned much interest recently to provide a means for sustainable embedded systems 
[1] one of the important domain is wireless sensor network. Wireless sensor networks 
consisting of numerous minuscule sensors that are unobtrusively embedded in their 
environment. That sensor nodes scavenging ambient energy may operate perpetually, 
that has been constrained by their limited power supply. Most of the time in sensor 
network, recharging or replacing nodes’ batteries is not practical due to inaccessibility 
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and sheer number of the sensor nodes. In order to solve the energy problem and 
increase the system operating time, environmental energy harvesting is deemed a 
promising approach. There are various source of harvesting energy such as solar, 
thermal, kinetic or vibrational energy, etc. most of the environmental energy sources 
varied  over time [4]. For example, the harvested energy of a solar cell at a sunny 
noon is much higher than that at dawn. The feasibility of battery based real time 
system depends upon timing constraint as well as energy constraint. Energy constraint 
depends upon the stored energy as well as harvested energy from environment. The 
author [3, 5] is to maximize the utilization of solar energy, in this paper the authors 
sagest an algorithm, when the scavenged energy is low decrease the duty cycle in time 
(e.g.at night) and increase the duty cycle when scavenged energy is high (e.g. during 
the day). Author [2, 7] has been presented which demonstrate both feasibility and 
usefulness of sensors nodes which are powered by solar or vibrational energy. Kansal 
et al. [5] explore how to maximize the utilization of solar energy by minimizing the 
roundtrip losses of the battery. Moser et al. [6] develop lazy-scheduling to avoid 
deadline violation in energy-harvesting systems.  

Existing strategy for energy minimization in support of aperiodic tasks [10, 11, 16] 
do not solve all this issues completely. For example, uncontrolled occasional deadline 
misses are possible by using the slacked EDF [13]. W. Yuan et al.[17] proposed 
energy aware algorithm for dynamic soft real-time multimedia applications.  Author 
[19] provides offline energy aware scheduling approach for mixed task set. The 
algorithm presented by Shin and Choi in [18] also sets the initial voltage level using 
Static Voltage Scaling. Then they lower the voltage level further whenever a single 
task is eligible for execution. Lee et al. [20] developed their DVS algorithms using 
only two voltage levels and distributing the tasks into two sets, each corresponding to 
one of the voltage levels: High and Low.  

 

Fig. 1. Schedule of existing approach(EA-DVFSA)[] 

Liu et al. [21] extend the results in [6] to taking into account dynamic voltage 
scaling processor to reduce the rate of deadline misses due to the shortage of energy. 
In this paper author propose energy aware dynamic voltage and frequency selection 
algorithm (EA-DVFA). According to EA-DVFA [21] when system have not enough 
energy execute some portion of the computation (execution) time on slower speed and 
some portion are scheduled at maximum speed level. This leading to more energy 
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consumption due to the speed switching overhead and execute some portion of task at 
maximum speed level. As a consequence, future tasks have to violet their deadlines 
due to the shortage of energy.  

In this paper, we aim to improve the quality of service (QoS) by accepting more number 
of aperiodic task as well minimize the energy consumption leading to elongate the 
operating time of battery. So, we will find the tradeoff between timing conflicts and 
energy conflicts for that we proposed the modified energy aware dynamic voltage and 
speed selection algorithm (MEA-DVSA). In this paper we reduce the energy 
overhead as well as timing overhead by utilizing the speed in such a way that 
response time of task is less than or equal to the existing approach even though on the 
cost of lesser energy consumption. The rest of the paper is organized as follows: in 
section 2, we describe our preliminary, followed by motivational example and system 
model. Sections 3 discuss our contribution. Section 4 and section 5 elaborates our 
proposed approach followed by results and analysis in section 6. Finally, paper 
concludes with section 7.  

2   Preliminaries  

Here, we provide the system model followed by the motivations for our approach. 

2.1   Motivational Example 

Consider a real time system with two aperiodic tasks, τ  (0, 16, 4), τ  (5, 16, 1.5), 
where the triplet of attributes denotes arrival time , deadline  ( ) and worst case 
execution time at maximum speed . Assuming at time instance 0  , the 
stored energy 20.  The harvested power from time interval 0 to 25 is set to 0.5. 
System having four normalized speed level say (  0.25,  0.40,   =0.70 and  1.0 . the power consumption at corresponding speed level are 1joule, 1.75 joule, 
3.8 joule and 7joule  per unit time Energy overhead due to the speed/voltage 
switching are as follows: 1.8 μ , 2.1 μ , 2.6 μ ,  3.1 μ ,  1.5 μ , 1.9 μ  and 1.2 μ .  
Energy Aware Dynamic Voltage and Frequency Selection (Existing approach) 
Here, at time t=0 the total stored energy is 20. When first task τ  arrive at 
time t=0 it required 4 unit computation time at    speed level. The energy 
consumption of task τ  at    speed is 32 joule which is more than the available 
energy. Existing approach compute execute the some portion at lower speed and some 
portion run at maximum speed level to provide the time opportunity for future tasks. 
We can observe from the schedule system starts running task  τ  at speed level s   up 
to time t 12 and remaining computation time i.e. 1 unit at s   from time t 12 
to time t 13 and finish at time t = 13. Hence the energy consumption for the task   τ .  Econsumption(τ ) = task processing energy consumption plus energy overhead due to 
energy switching. Econsumption(τ ) = 12 1 1 7.5 3.1 23.1 joule. Thus 
response time of task τ  is 13. The harvested energy 0,13 6.5 and 020. Hence energy available at time t=13:  0 0,13  0,1313 20 6.5 19.5 3.1 3.4 . 
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The time t=13 to time t=16 the harvested energy 13,16 1.5 so the total 
available energy from time t= 13 to time t=16 is 4.9 joule leading to miss the deadline of 
task τ  because existing approach starts τ  at time t=13 at speed evel s  up to time t=14.5, 
while remaining computation time (0.4) unit executed at maximum speed levels  . For that 
it is required E τ 1.5 1.75 0.4 7.5 1.9 7.525 joule of energy 
where as only 4.9 joule of energy is available up to time t=16. So, deadline of τ  is  
violated due to the shortage of energy.  

On the other hand, if we compute a single speed in such away response time of 
task is same or less without going on maximum speed level. The power consumption 
increases exponentially at higher speed level as compare to lower speed level as well 
as energy save due to reducing the speed switching. This provides the better 
opportunity to insure the timing as well energy constraint of tasks. Thus, we proposed 
the modified dynamic voltage and speed algorithm that improve the acceptability 
domain by accepting more aperiodic tasks and minimize the energy consumption. 

Before discussing the proposed modified energy aware dynamic voltage and 
frequency selection algorithm, we describe the system model and assumptions in the 
next section.  

2.2   System Model 

This system deals with energy minimization of random arrival pattern aperiodic tasks 
and is able to operate at different speed level. System modelled with energy source, 
energy storage, energy drain, DVS processor and real time aperiodic tasks. 

Energy Source: 
Harvesting source of energy is dependent on environmental factors. Such as solar, 
wind etc. they are highly varying with time, if  is the rate of harvesting power per 
unit time in any interval [t1, t2]. So total energy harvested in time interval [t1, t2] is as 
follows: 1, 2 2 1                                    1                    

Energy Storage: 
Here, we assume a limited energy storage that may be charged up to its capacity C. If 
no tasks are executed and the stored energy has reaches its capacity leading to energy 
overflow. 0                                      (2) 

For executing the task, power   and the respective energy 1, 2 ) is 
drained from the storage to execute tasks. We have the following relation: 2 1  1, 2 1, 2       2  1 

Therefore, 
  1, 2  1  1, 2   2 1                               3                   

Energy Drain: 
Energy is the function of speed level  where, . The energy drain in 
time interval 1, 2  is given as: 
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     1, 2  21                                                     4
              

 

Where   is the power drain at speed level  . 
The other considerations are as follows: 
1. Real time system modeled with aperiodic tasks τ , τ , τ … τ . Each task τ  has 

the attributes,  is the arrival time,   is the worst-case execution time at 
maximum speed level , and deadline  ( ) are known only after its release. 

2. We assume that uni-processorr system.  
3. We consider Dynamic priority Scheduling algorithm Earliest deadline first (EDF). 

 

Fig. 2. Energy aware real time scheduling scenario 

Table 1. Performance measurement of example 1 

 
 
4. DVS processor can operate at  discrete voltage levels, i.e., , ,…  where each voltage level is associated with a corresponding speed from 
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the set , , … .The speed  is the lowest operating speed level 
whereas  is the maximum speed level.  

In this figure 2 the energy source harvest the energy from the environment and 
convert into electrical signal at particular rate of energy. This energy accumulated in 
the energy storage up to their capacity C; the stored energy at time t is denoted 
by .  When the processor executes the real-time task, it has drawn the energy 
from energy storage. If the energy storage is empty, the processor stops functioning. 

3   Contribution  

• We proposed energy constrained scheduling algorithm for aperiodic time 
critical tasks whose energy storage is recharged by environmental source. 

• We provide modified dynamic voltage and frequency algorithm to accept 
more number of tasks while elongate the operating time of battery. 

• We present theorem that ensure our existing  algorithm for aperiodic task 
leads to the same or lesser amount of energy consumption as compared to 
DVFSA. 

In this paper we proposed the modified energy aware dynamic voltage and speed 
selection algorithm (MEA-DVSA). We reduce the energy overhead as well as timing 
overhead due to the speed switching by utilizing the speed in such a way that response 
time of task is less than or equal to the existing approach even though on the cost of 
lesser energy consumption. 

4   Energy and Time Overhead 

Every time the processor’s speed level / supply voltage are switched from one 
speed/voltage level to other speed/voltage level. The change requires a certain amount 
of extra energy and time. That extra amount of energy and time is called energy 
overhead and time overhead respectively [13]. The energy overhead due to the speed 

/voltage switching form speed level (s  ) to speed level (s  ) is denoted by β  where as  α  indicate the timing overhead. 

 =Cr |   |  +Cs |    |                                  (5) 

=  |   |,  ||    |                           (6) 

Where, Cr denotes power rail capacitance, and Cs the total substrate and well 
capacitance. Since transition times for  and  are different, the two constants 
p  and p  are used to calculate both time overheads independently.   indicate 
the supply voltage whereas,  indicate the body bias voltage. The energy 

overhead β  ) due to speed switching from speed level (s  ) to speed level (s  ) is as 
same as for the speed switching from speed level (s  ) to speed level (s  ) i.e.                                                                                    7  
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5   Modified Energy Aware Dynamic Voltage and Speed Selection 

In this section we proposed a voltage and speed selection algorithm that reduces the 
energy as well as timing overhead incurred due to switching between speed levels.  

As from example 1 existing approach schedule the some portion of task on lower 
speed and some portion on maximum speed level to prevent stealing excessive time 
from future tasks. Due to going on maximum speed level energy consumption 
increases exponentially (energy consumption is a function of cubic of speed ) as well 
as energy consumption due to the speed switching that leading to miss the deadline 
due of future task due to the shortage of energy. So we will propose modified 
dynamic voltage and frequency selection algorithm that compute the speed of task 
with same or less response time with lesser energy consumption.  

Run tasks at maximum speed: when any task τ  arrived at any time t. its energy 
requirement at maximum speed level is less than the total available energy .  

Energy Minimization 

Run task at lower speed: when any task τ  arrived at any time t. its energy 
requirement at maximum speed level is greater than the total available energy . 
If we start execution at maximum speed that leading to operable Vs non operable time 
of processor. Tasks start execution at maximum speed until the available energy is 
zero. When the available energy is zero the system has to stop running the task and 
delay the task execution until it has a scavenged energy. That’s leading to miss the 
deadline of a task even though it may be feasible at lower speed level. 

Assume task τ  arrives with arrival time a  , worst case execution time at  and 
deadline d . The available stored energy is   am  and harvested energy from  a  to  d  is  a ,  a  d . We can calculate the system running time  at 
any speed level  as same as the existing author such that all available energy is 
completed depleted at power  until time instance    

=    ,                                           8
                          

 

When we slow down the speed of task τ ,  the execution time at any speed level s  
may be less than equal to its deadline and the energy consumption of task must be less 
than or equal to sum of available energy E a   as well as harvested energy  E a  , a  d  . Mathematically e s d a                                                            9                                        

 E a s E a    E a  , a  d               10              

So we can find the feasible speed s  s s s  under the constraint of 
equation 9 and equation 10. 

We compute the earliest possible starting running time of task τ  and as late as 
possible starting running time under constraint of equation 9 and equation 10 by 
equation 11 and 12. S τ max a  , a  d  Srun                        11                  
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S max a  , a  d  Srun                                12                  

Where Srun  is computed by equation 13. Srun =E a    ,                                              13
                             

 

 if  and  are same it indicates both are equal to  . i.e.                                                          14             

The equation 13 indicates system running time at maximum power is larger 
than  . Thus, the system has enough energy to run the task at maximum speed level. 

If  less than  it means the system have not enough energy between the 
time instances      to schedule the task τ  at maximum speed level. In 
existing approach [21] they execute the task initially at lower speed level ( ), if task 
is not finish up to  the remaining computation time executed at maximum speed 
level ( ). In our approach we slow down the speed of task and compute the speed 
level for task  τ  and execute the whole computation time at same computed speed 
level ( ).  

 Can be computed as follows:                        15                                                                    16                               

Where  is the remaining computation time.                                                                 17                         

Where  is the total required time to complete the task τ  at speed level  as well 
as speed level . Hence,   is computed by equation 11. 

  τi                                                           18                                   

Choose the speed level  if it is available otherwise chose the nearest speed 

level where   and energy drain at speed  in any interval (t1, 
t2) is less than or equal to 1, 2   1   1, 2 . 

Proposed modified energy aware dynamic voltage and speed selection algorithm 
(MEA-DVSA) is summarized as below. The effectiveness of proposed modified 
dynamic voltage and speed selection algorithm (MDVSA) compared to existing 
dynamic voltage and frequency selection (DVFSA) approach can be seen in example 
1. Here, same example 1 is scheduled by the proposed approach. We can observe 
from the schedule (figure 4) when τ  arrives at time 0 and it required 4 unit of 
computation time at maximum speed. The power consumption at maximum speed 
level is 8 joule per unit time. Thus, energy consumption of task τ  at maximum speed 
level is 32 joule while energy available at time instance t=0 is only 20. So it is not 
process at maximum speed level. Thus, execute the task at lower speed level. We 
compute the speed   for task τ  by equation 18. We get,  τ1 0.30, 
but this speed level is not available in the system thus,  we select the nearest speed 
level under the constraint of equation 9 and equation 10. So select speed level  0.40 to run the task τ . Thus, task τ  finish at time t=10. The energy 
consumption of task τ  τ1 10 1.75 17.5 joule.  the total stored 
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energy at time 10 is 10 20 5 17.5 7.5 joule. Thus, task  τ  run at 
maximum speed and finish at time  14  hence, remaining energy in the system at 
time 16 is 1.5 joule.  

 

Fig. 3. schedual of existing approach (EAM-DVSA) 

Whereas, only task τ  is feasible through existing approach [21]. The modified 
approach not only improves the acceptability domain by accepting more number of 
tasks it also reduces the response time.The effectiveness of proposed approach has 
been summarized in table 1. 

 
Theorem: For DVS enable processor, the modified energy aware dynamic voltage 
frequency scaling (MEA-DVSA) algorithm for aperiodic task leads to the same or 
lesser amount of energy consumption as compared to EA-DVFA.  

 
Proof: In both the approach we calculate earliest possible start time ( ) and as 
possible as late start time ( ) of task. Case1: when  

Both the approaches execute the task at maximum speed level ( ). Hence, the 
energy consumption for both approaches is same. 

Case2: when , scale down the speed. 
Start with lowest speed level  where  When   
Both the approach is able to execute the task at same reduced speed level . 
Case3: when , scale down the speed Start with lowest speed level 

 where,  . When   
Existing DVFSA start the execution of task at speed level   up to  and the 
remaining computation time are executed at maximum speed. 

So there is a speed switching even though there is no higher priority tasks. So the 
energy consumption of task is the amount of time task running at speed level ,  
remaining computation time executed at maximum speed level  and the energy 
consumption due to the speed/voltage switching. In proposed MEA-DVSA task 
executed at  throughout the execution. Energy consumption of task is the 
amount of time task running at .  i.e. only due to the speed level . 
Energy consumption is a function of cubic of speed level. So energy consumption of 
task by MEA-DVSA is lesser than existing EA-DVFA. In view of all the three cases 
we can say MEA-DVSA algorithm for aperiodic task leads to the same or lesser 
amount of energy consumption as compared to EA-DVFA. Hence, prove. In the view 
of above theorem we hence have the following corollary. 
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Corollary 1: let us consider a system is characterized by energy capacity ,  is the 
rate of harvesting energy through source Es an interval , . If our approach can 
not schedule the given task due to the shortage of energy then existing EA-DVFA is 
not able to schedule it.  

The next section deals with performance measurement of multi budget bandwidth 
preserving server through simulations. 

6   Simulation and Result Discussion 

In this section simulation of synthesized tasks are performed to evaluate the 
performance of the proposed window based lazy scheduling followed by the speed 

Algorithm  
1. Maintain a ready task queue Q 
3  
4.  
5.  
3. While (true) 
4.  
5. Calculate and for task  
6. if   then 
7. Execute task at maximum speed of 

processor or voltage. 
9 end if 
8. if (  
9. Slow down the speed 
10.  
11. While (  

{ 

  

End if 
} 

Go to level 11  
              if  

     t=ak   
                        then add task k to Q 
                         Goto step 1 
                            if t=fk   

                              then remove the task from Q 
                End if 
 
End 
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stretching approach to save energy. The processor is capable of voltage and frequency 
scaling. With five speed level 100 MHz, 200 MHz, 500MHz, 750MHz, and 1000 
MHz. We assumed Power consumption at corresponding speed level is 60mW, 
180Mw, 750Mw, 1800mW and 3200mW. Aperiodic tasks were generated by the 
exponential distribution using with inter arrival time (1/λ) and service time (1/μ) with 
parameters λ and μ.simulation is run for 10000 .Here, we compare the performance of 
proposed modified energy aware Dynamic voltage and speed algorithm refer MEA-
DVSA with existing energy aware Dynamic voltage and frequency algorithm referred 
as EA-DVFA [21]. The key parameters for performance measurment are remaning 
energy and acceptence ratio.   

In the following section we measure the effect of variation in aperiodic load on the 
average energy consumption and acceptense ratio of aperiodic task.  

Effect of load on average remaning energy 
The effect of load on the remaning  energy consumption can be seen from the figure 4. 
This compare the performance of EA-DVFA and MEA-DVSA. In this we set the 
storage capacity is to 2000. We observe from the figure 4 when the aperiodic load 
increses the remaining energy will decreases. When we varies aperiodic load from 10% 
to 90% we observe from the figure as load increase remaining energy of the system 
decreases. At lower aperiodic load (10% to 40%) our modified approach have 
significant saving in energy  almost store 15%  more energy ac compared to existing 
EA-DVFA [21] approach. This is due to the at lower aperiodic load our approch run the 
whole compation of task most of the time at slower speed and same speed level 
however, existing approach execute some portion at lower speed and remaning 
comptation time at maximum speed level even there is no any higher priority tasks.  

Effect of load on acceptence ratio 
The effect of load on the acceptence ratio of aperiodic tasks can be seen from the 
figure 5. Figure 5 compare the performance of EA-DVFA  and MEA-DVSA. In this 
we set the storage capacity is to 2000. We observe from the figure 6 when the 
aperiodic load increses the acceptence ratio will decreases. At lower aperiodic load 
(10% to 40%) our modified approach have accept 10% more aperiodic tasks as 
compared to existing EA-DVFA [21].  

 

 

Fig. 4. % Acceptence of aperiodic task 
 

Fig. 5. Average remaining energy 
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7   Conclusion 

In this paper we have presented a general scheduling algorithm that maximize the 
utility of harvested energy for real time embedded system with voltage scalable 
processor. The proposed approach judiciously decides operating speed that reducing 
the energy overhead as well as timing overhead due to the speed switching. The 
existing EA_DVFA switch the speed level of the task even though there is no any 
aperiodic task. 

The examples and simulation studies shows that the proposed scheduling algorithm 
(MEA-DVSA) improves the overall average remaining stored energy.  The average 
remaining stored energy of the system is approximately 5 % at aperiodic load varied 
from 70% to 90% while 20% more energy will be stored at lower aperiodic load 
varied from 10% to 50%.   When the aperiodic load is low say 10% to 50%  our 
praposed approach  accept 8 % more task than existing approach. However, at higher 
aperiodc load both approach performa almost same. Thus, extensive simulation and 
illustrative example shows that our proposed approach is capable of performing better 
in terms of average stored remaining energy of the system as well as acceptance ratio 
of aperiodic tasks.  
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Abstract. This paper deals with natural language interface which accepts a 
query in natural language and provide answers in the textual form. The paper 
presents an interface module that converts user's query given in natural 
language into a corresponding database command. The idea of using natural 
language instead of SQL has prompted the development of new type of 
processing method called Natural Language Interface to Database systems 
(NLIDB). This paper proposes a machine learning approach that replaces 
previously used approaches based mainly on semantic analysis. The learning 
interface learns the correct mapping of user's query to corresponding database 
command based on past data collected.  

Keywords: SQL, NLIDB, NLP, Semantic, Database.  

1   Introduction  

Nowadays there is lot of data that is maintained by organizations, companies and 
universities, but only the individuals who are familiar with data query methods can 
directly access that data. It is clear that if people can put their queries in natural 
language then, the process will continue faster and with higher quality. An 
important area in this direction is the application of natural language interface for 
databases (NLIDB). The NLIDB means that a user can use some natural language 
to create queries and also the answer is presented in the same language. The history 
of NLIDB goes back as early as 1960's [2]. The era of peak research activity on 
NLIDB was in the 1980's. In that time, the development of a domain and language 
independent NLIDB module seemed as a realistic task. The prototype projects 
showed that the building of a natural language interface is a much more complex task 
than it was expected.  

Over the last years, few approaches have emerged that are based on semantic 
analysis and grammar and to provide users with a friendly user interface to enable 
them to ask their queries in some natural language and respond the answers in the 
same language. Database semantics consists of two concepts; first concept is 
developed to function as a translation dictionary and second one to contain selection 
restriction constraints on domain classes. For a target database, the database 
semantics is semi-automatically obtained from a semantic data model. Based on this 
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database semantics, a conceptual NLDBI translation scheme is designed. Translating 
a natural language question into a database query suffers from translation ambiguity 
problem. In NLDBI, translation ambiguities occur when a linguistic term is 
associated with two or more domain classes. That is, a linguistic term has many 
translation equivalents in physical database structures. This problem must be seriously 
considered.  

We propose to apply the concepts of machine learning to automate the  
acquisition of linguistic knowledge and present al natural language interface for 
accessing the databases and let uses ask their queries in their native language.  

In our natural language interface architecture we apply the constraint on the 
linguistic analysis of the user query (input) to the lexical analysis phase. Instead of 
applying a semantic analysis we associate the input to the correct command class by 
using a machine learning classifier. Regarding the selection of appropriate machine 
learning algorithm, we do the comparative study of number of supervised learning 
algorithms.  

2   Related Work  

A natural language interface (NLI) is a system that allows a computer user  
uses his/her own language when interacting with a computer system. The system 
accepts an input (speech or text) in a natural language from a user, and transforms it 
into a formal language statement, in which it can be executed by its processor [16]. 
With an NLI, a user does not have to remember commands, or lost in a hierarchy of 
menus.  

Since the end of 1960s, there have been a larger number of research works 
introducing the theories and implementations of Natural Language Interface 
framework. The first type of framework is based on pattern matching, which is also 
the first technique applied to NLIDBs, and typical applications of this type of 
framework include SAVVY [15]. In this, the given input question is matched with the 
predefined set of pattern of questions and the possible interpretation is made. This can 
only interpret the questions defined earlier in the pattern. The second type is based on 
an intermediate representation language. The SQL generator transfers DRS 
expressions into SQL sentences. One typical example of this type like is 
MASQUE/SQL [1]. The intermediate language helps us to generate query. Its very 
difficult to generate SQL queries directly from natural languages however it become 
quite easier by firstly transforming it in to intermediate language and then from it in to 
final query language. The third one is based on syntax. The user inputs will be first 
translated into syntax tree by syntax analysis and parsing, and then it will be 
translated into SQL. A typical example of this approach is LUNAR [8]. Lunar, a 
natural language interface to a database containing chemical analyses of Apollo-11 
moon rocks by William Woods. It consist of components like parser, syntax analyzer 
.It also uses an intermediate form before converting it in to query. The intermediate 
form used here is syntax tree .Since here graphical intermediate form is used it makes 
it quite easier .The last one is based on semantic grammar. The user inputs will be 
translated into semantic tree by semantic analysis, then it will be translated into SQL, 
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and a typical example is PLANES [10].In short most of the previous work is based on 
the grammar and parsing. Consider the figure 1. To process a query, the first step is 
speech tagging; followed by word tagging. The second step is parsing the tagged 
sentence by a grammar. The grammar parser analyzes the query sentence according 
to the tag of each word and generates the grammar tree/s. Finally, the SQL translator 
processes the grammar tree to obtain the SQL query.  

N atural   
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Representation  
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Query  

 

 
 

Fig. 1. Query Generation Based on Parsing and Semantic Analysis  
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Fig. 2. Different components for developing Natural Language Analyzer (NLA)  

3   Proposed Work  

In our natural language interface architecture we apply the restrictions on the 
linguistic analysis of the user query (input) to the lexical analysis phase. Instead of 
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applying a semantic analysis we associate the input to the correct command class by 
using a machine learning classifier. Our interface architecture is shown in Fig.3. The 
architecture represents a database interface for the English language which can also 
be extended to other languages, that is it can be made multilingual interface. That is 
why, the first step is the detection of user input that is transformed into respective 
language-specific morphological and lexical analyzer. Morphological and lexical 
analysis analyse the individual words into their components and non words tokens are 
separated from the words and thus performs performs the tokenization of the input, 
i.e. the segmentation into individual words or tokens.  

 

Fig. 3. Natural Language interface architecture 



 A Natural Language Interface Based on Machine Learning Approach 553 

In the next step the input is transformed into a token feature list (TFL), which 
represents for each token its category, surface form, and semantic token form. For 
database interfaces, some values which are not known contained in the input may 
have some importance for the interpretation of a command. Therefore, we consider 
these values seprately and do their analysis in a analyzer which we call as unknown 
value analyzer (UVA). This analyzer checks unknown values data types and searches 
them up in the database to find out whether they represent identifiers of existing 
entities. In such a case, the entity type is indicated in the resulting UVA; otherwise we 
use the data type instead.  

TFL and UVA are provided as the input to the machine learning (ML) classifier. 
According to learned classification rules, it assigns a ranked list of command classes 
to the input sentence. In the last step the classifications are used for generating 
appropriate database commands.  

Thus, an elaborate semantic analysis is replaced by learning task of the user input. 
Several man-months is required for the design of the corresponding underlying rule 
base. A realistic real-life application, is represented by learning task. It differs from 
many other problems studied in machine learning research in a way that it consists of a 
large number of features and classes. Also, the command classes are very similar and 
even for human experts very difficult to distinguish. Now, we only make use of the 
semantic token forms contained in the TFL for the encoding of training data. Then we 
use English concepts as forms and map them to binary features, i.e. if the token form 
is a member of the TFL, we map certain feature to 1, and otherwise it equals 0. For 
the elements of the UVA we apply a more detailed encoding, which maps the type and 
the number to binary features.  

3.1   Algorithm  

Rule based learning represents a large category of model-based learning techniques 
in which the learned language is represented by a theory language that is richer than 
the language used for the description of the training data [9]. These learning methods 
construct explicit generalizations of training cases thus resulting in a large reduction 
of the size of the stored knowledge base and the cost of testing new test cases. Rule 
based learning aims at deriving a set of rules from the instances of the training set. 
Rules are learned one at a time. A rule is here defined as a conjunction of literals, 
which, if satisfied, assigns a class to a new case. For the case of binary features, the 
literals correspond to feature tests with positive (true) or negative(false) sign. Thus we 
are checking whether a new case possesses a certain feature (for positive tests) or not 
(for negative tests). The methods for deriving the rules originate from the field of 
inductive logic programming [7].  

One of the most prominent algorithms for rule-based learning is RIPPER [9], 
which learns for each class a set of rules by applying a separate-and-conquer strategy. 
We start with the case of two classes where we talk of positive and negative 
examples, then later generalize to K > 2 classes. Rules are added to explain positive 
examples such that if an instance is not covered by any rule, then it is classified as 
negative. So a rule when it matches is either correct (true positive), or it causes a 
false positive.The algorithm takes the instances of a certain class as target relation. It  
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type E.literal:  
properties:  
public:  

litf: feature, sign: 
bool;  

ROLL:  
differ(featurelist);  

end-type  
class E.literal  

public:  
differ(featurelist)  

begin  
 

differ(Flist) :-  
S == get_sign@self,  
S == true,  
F == get_litf@self,  

~is_in(F)@Flist;  
differ(Flist) :-  

S == get_sign@self,  
S == false,  
F == get_litf@self,  
is_in(F)@Flist;  

end  
end-class  
type E.rule:  

properties:  
public:  

rulenr: int,  
ruleclass: int;  

public [literal];  
ROLL:  

differ(featurelist);  
end-type  
class E.rule  

public:  
differ(featurelist)  

begin  
 

differ (Flist) :-  
is_in(L)@self,  

differ(Flist)@L;  
end  

end-class  
 

 

Fig. 4. ROCK and ROLL code for test of rules  
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iteratively learns a rule and removes those instances from the target relation that are 
covered by the rule. This is repeated until no instances are left in the target relation. 
A rule is grown by repeated specialization, adding literals until the rule does not 
cover any instances of other classes. In other words, the algorithm tries to find rules 
that possess some positive bindings, i.e. instances that belong to the target relation, 
but no negative bindings for instances of other classes. Therefore, the reason for 
adding a literal is to increase the relative proportion of positive bindings.  

We have implemented RIPPER, and besides this, we also developed the 
algorithm BIN rules with the following weighting function:  

Wf,s,c = b(f)+ .( b- - b(f)-) .Wf,s,c                                   

 In this formula, s indicates the sign of the feature test. The number of positive 
(negative) bindings after adding the literal for the test of feature f is written as b(f)+ b(f)- 
Finally, b- indicates the number of negative bindings before adding the literal  so that ( 
b- - b(f) ) calculates the reduction of negative bindings achieved by  adding the literal.  

We have implemented the test of rules as deductive ROLL method as shown in 
fig. 4. The invocation of the method is a query with the parameters fl for the feature 
list of the new case. The test returns false for those rules that are satisfied by the new 
case. The result of the query can then be assigned to the set of satisfied rules rs by 
using the command:  

rs := [{R}|~differ (!fl) @R];                      

3.2   Evaluation  

For evaluating the feasibility of the implemented machine-learning algorithm, we 
developed a English natural language interface based on 1500 input sentences that 
had been collected from users by means of questionnaires. The input sentences were 
then mapped to 50 command classes (30 for each class). The mapping was performed 
by elaborate semantic analysis; for the development of the underlying rule base we 
spent several man-months.  

Table 1. Characteristics of rule-based learning  

Rules  Literals  Max Length 
RIPPER  300  634  8 

BIN Rules  290  788  27  
 

  

Table 2. Test results for rule based learning  

ENGLISH  
Success rate    Top 5 

RIPPER  90%  96%  
BIN rules  93%  96%  
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As result of the encoding of the training set, we obtained the large number of 400 
features, 356 for the TFL and 44 for the UVA. For the evaluation we used as 
performance measures the success rate, i.e. the proportion of correctly classified test 
cases, and the top-5 rate. The latter indicates the proportion of cases where the correct 
classification is among the first three predicted classes. Table 1 shows RIPPER 
produces a more compact representation of learned knowledge than BIN rules. 
However, according to Table 2 BIN rules outperforms RIPPER for the ENGLISH 
language with respect to the success rate.  

4   Conclusion and Future Work  

By providing an expert system, we are encoding hidden mystery of natural language. 
Using query language for dealing with databases is always a professional and complex 
problem. This complexity causes the user’s usage of data existing in database limits to 
use definite reports there are in some pre implemented software’s. However, you can 
create this opportunity that each none professional user transfers his questions and 
requirements to computer in natural language and derives his desired data by natural 
language processing. Natural Language Processing can bring powerful enhancements to 
virtually any computer program interface. This paper proposes a machine learning 
approach that replaces previously used approaches based mainly on semantic analysis. 
The learning interface learns the correct mapping of user's input to corresponding 
database command based on collection of past data.  

Future research in this can be development of multilingual natural language 
interface architecture, which can be used for accessing online product catalogs and 
other e-commerce applications. By exploiting tools and methods from machine 
learning and natural language processing we can enhance exciting retrieval tools to 
take the linguistic context into account  
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Abstract. The world we live in is a complex socio-technical system and 
systematically thinking about, representing, modeling and analyzing these 
systems has been made possible by social network analysis approach. A lot of 
groups or communities do exist in the society but the terrorist network has been 
taken for study in this paper because they consist of networks of individuals that 
span countries, continents, the economic status, and form around specific 
ideology. In this paper we present a survey to study the terrorist network using 
the criminal network analysis which is based on dynamic network analysis, 
destabilizing covert networks, counter terrorism, key player, subgroup detection 
and criminal network analysis in homeland security. This paper will also 
discuss various open problems in this area. 

Keywords: Criminal Network Analysis (CNA), Social Network Analysis 
(SNA), and Terrorist network. 

1   Introduction 

The tragic events of September 11, 2001, attacks on the United States has made both 
citizens and authorities realize that knowledge about the structure of terrorist 
networks and how those networks operate will be a key factor in winning the so called 
“net war”, a lower-intensity battle by terrorists, criminals, and extremists with a 
networked organizational structure [1].  No longer can a structured battle be fought 
with military power, instead, the war against terrorism will be won with superior 
knowledge. Due to the changing nature of homeland security problems, a new type of 
intelligence is needed which is called as Social Network Analysis (SNA). The basis of 
social network analysis is that individual nodes are connected by complex yet 
understandable relationships that form networks. These networks are ubiquitous, with 
an underlying order and simple laws [2]. But a drawback with SNA is that it cannot 
be considered as a suitable data mining technique because it can discover the patterns 
from transparent structure and not from hidden structure like terrorist network where 
the nodes are embedded in a large population. Hence the knowledge discovery 
process to isolate overt cell from covert cell uses the crime data mining technique and 
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the hidden network is analyzed using Criminal Network Analysis (CAN). The 
terrorist network analysis treats the covert network as an undirected graph and un-
weighted graph. The nodes may be individuals, groups (terrorist cells), organizations, 
or terrorist camps. The ties may fall within a level of analysis (e.g. individual to 
individual ties) or may cross-levels of analysis (individual-to-group analysis) [3]. 

The rest of the paper is structured as follows: Section 2 presents a detailed survey 
of various problems in criminal network analysis. Section 3 outlines the future 
directions of social network analysis in covert networks. Finally, Section 4 concludes 
the paper with a summary. 

2   Social Engineering Approaches for Covert Networks 

In this section we shall discuss various methods of criminal network analysis for 
terrorist networks. 

2.1   Link Analysis 

CNA requires the ability to integrate information from multiple crime incidents where 
the relationships between crimes entities are established using link analysis [5]. 

Jennifer Schroeder, Jennifer Jie Xu, Hsinchun Chen and Michael Chau [5] 
establish association path linking using heuristic methods in knowledge engineering 
which constructs a knowledge base that develops an inference engine. This paper 
implements a system called as Crime Link Explorer based on a set of structured crime 
incidents from Tuscan police department. The system has proved that the heuristic 
weights reflect human judgment more accurately than simple co-occurrence weight 
because the earlier incorporates domain knowledge of crime investigators. 

Robert D. Duval, Kyle Christenseny, Arian Spahiuz [6] in their work have 
discussed about the problems associated to missing data and the resulting errors like 
node deletion, node addition, edge deletion and edge addition. The authors prefer to 
use the bootstrapping methodology which treats the existing network as a sample, and 
then performs resample from the network. The resample network reduces the size of 
the network and increases the density. But the problem in this methodology is the 
removal of a link to more heavily connected nodes, which reduces the total path 
distances to be counted, and result in decreased centrality. This method is being 
implemented for Jemaah Islamiyah network collected by Stuart Koschade and 9/11 
hijacker network collected by Valdis Krebs [31].  

Christopher C. Yang and Tobun D. Ng [7] discuss the challenges in analyzing 
relationships embedded inside the semantics of bloggers’ messages because weblog 
social network doesn’t use page ranking or indexing methods. The authors have 
developed a crawler called as Dark web, which does link, and content analysis to extract 
the web log sub-community. It has been experimented for terrorist social network to 
discover the threat levels based on the activeness of interaction within the community 
and content development.  Jennifer Jie Xu and Hsinchun Chen [8] improve the 
efficiency of the existing link analysis software that not only provides a visual 
representation of a criminal network but also uses shortest path algorithm to quickly 
complete the analysis task. The data set is got from Phoenix police department from 
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which the paths identified are meaningful 80% of the time and provides a complete 
solution to the problem of identifying the strongest criminal associations between two or 
more entities. 

Boongoen, T., Q. Shen, and C. Price [9] propose an unsupervised hybrid model to 
detect a false identity problem called as Connected-path that uses link analysis and 
text based measures in which multiple link properties are proficiently blended to 
refine the process of similarity estimation. Unlike the existing model, which needs 
prior linguistic knowledge, the proposed model is language-independent and 
knowledge-free, and so can be easily adapted to new problem domains. For 
demonstrating this technique a data set has been constructed with 919 real alias pair 
from terrorist related web pages and news stories.  

2.2   Node Discovery Problem 

Criminal network analysis’s other main objective is analyzing the covert networks to 
solve the node discovery problem. Yoshiharu Maeno and Yukio Ohsawa [10] uses the 
clustering and ranking procedure along with the expert investigator’s prior 
understanding to evaluate the activeness of communication and calculates likeliness 
of the suspicious inter-cluster relationships due to covert nodes between the clusters 
respectively. This process if done iteratively invents a hypothesis on the latent 
structure. This technique helps to reveal the 18 hijackers of 9/11 attacks and also the 
covert conspirators in the network.  

Yoshiharu Maeno [11] presents two methods to solve the node discovery problem. 
One is a heuristic method in which closeness measure is determined using Jaceard’s 
co-efficient and k-medoids is applied for classification of nodes. Along with these the 
ranking algorithm is also used to retrieve the suspicious surveillance logs. The next 
one is statistical inference method that employs the maximal likelihood estimation to 
infer the topology of the network, and applies an anomaly detection technique to 
retrieve the suspicious surveillance logs, which are not likely to realize without the 
covert nodes. The author uses a computationally synthesized network and global 
mujahedeen organization to generate the test dataset for which the performance 
evaluation is done.   

Nasrullah Memon and Henrik Legind Larsen [4] have developed a prototype called 
iMiner that incorporates several advanced techniques like automatically detecting 
cells from a network, identifying various roles in a network using newly developed 
dependence centrality along with the existing ones like degree centrality and 
eigenvector centrality which also develops a hierarchy of terrorist network, provides 
facilities for retrieval of information and its presentation in graph form, enable small 
sub graphs to be retrieved and add to the browsing canvas and may also assist law 
enforcement about the effect on the network after capturing or killing a terrorist in a 
network.  

Matthew J. Dombroski and Kathleen M. Carley [12] discuss about how the terrorist 
network structure of 9/11 is estimated, posed for “what if” scenarios to destabilize a 
network and predict its evolution over time using a tool called as NETEST that 
combines multiagent technology with hierarchical Bayesian inference models which 
produces network structure and informant accuracy and biased net models to examine 
and capture the biases that may exist in a specific network or set of networks. 
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Christopher E. Hutchins and Marge Benham-Hutchins [13] in this paper show how 
SNA tools like ORA, Automap stream the information and reduce the time taken for 
investigation by studying the person-to-person relationship and means for the criminal 
network in a dynamic environment. The author conducts the study on three networks, 
which imports the data sets from HIDTASIS, analyzing phone calls based on drug 
investigation and multimodal network of agents, resources, locations, events and roles. 

Matthew Dombroski, Paul Fischbeck and Kathleen M. Carley [14] discuss the 
possibilities of using the inherent structures observed in social networks to make 
predictions of networks using limited and missing information. The model is based on 
empirical network data exhibiting the structural properties of triad closure and 
adjacency. The model exploits these properties using an inference model to update 
adjacent dyads given information on a reference dyad. S. Appavu , R. Rajaram, M. 
Muthupandian, G. Athiappan, K.S. Kashmeera [15]  propose a decision tree based 
classification method to analyze the network by detecting e-mails that contain terrorism 
information. The proposed classification method is an incremental and user-feedback 
based extension of a decision tree induction algorithm named Ad Infinitum which uses a 
supervised learning technique with a set of labeled training example that builds a 
classifier with which we can predict the category of an unseen incoming e-mail.  

2.3   Dynamic Network Analysis 

Traditional analysis approaches, such as Social Network Analysis (SNA) and link 
analysis are limited in their ability to handle multiplex, multimode, large-scale 
dynamic data that are needed to characterize terror networks. Hence to solve this 
problem a modern technique called as Dynamic network analysis (DNA) is 
introduced which not only facilitates the collection, analysis and understanding of the 
network but also predicts the dynamic relationship and the impact of such dynamics 
on individual and group behavior. 

Kathleen M. Carley [16] discuss about the integrated CASOS dynamic network 
analysis toolkit which is an interoperable set of scalable software tools for coding, 
analyzing and forecasting behavior given relational or “network” data. These tools 
form a tool chain that enables analysts to move from raw texts to meta-networks to 
the identification of patterns in networks. This toolset contains the following tools: 
AutoMap is a semi-automated Network Texts Analysis (NTA) that extracts networks 
from texts using the distance based approach called windowing, ORA for analyzing 
the extracted networks having meta-matrix data and generates report that identifies 
key players and can also compare two different networks, and DyNet that is built over 
a Construct simulation engine for what-if reasoning about the networks. These tools 
were tested by collecting thousands of open source documents about terrorism and it’s 
being processed by Automap that constructs the database from which particular 
entities are studies and the resultant data are processed using ORA. 

Ian A. McCulloh and Kathleen M. Carley [17] discuss about social network change 
detection using statistical process control chart that detects when significant changes 
occur in the network and from the chart the various centrality factors are calculated 
for several consecutive time periods. The suspected time period when a change has 
occurred is studied using CUSUM statistics and in depth time period is considered for 
understanding the degree of change.  
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Kathleen M. Carley [18] in this paper proposes an approach to estimate 
vulnerabilities and the impact of eliminating those vulnerabilities in covert networks. 
Key features of this work include: using detailed network data to supplement high 
level views of organizations to create a composite image using network metrics and 
using multiagent simulation to predict change in the composite network view over 
time. Running the model in a Monte-Carlo fashion to determine the robustness of the 
results and examining the result by adding and dropping nodes and edges in the 
underlying networks handle uncertainty.  

2.4   Key-Player Identification and Sub-group Detection 

To perform any terrorist activity their need to be collaboration between the terrorist 
and these ties are framed around some nodes, which act as key nodes or leaders who 
control and command the activity of the group. There are lots of works done to study 
about how the network is affected if the key nodes are removed. These networks are 
divided into subgroups and understanding these structures helps to disrupt terrorist 
network and develop effective control strategies to combat terrorism. Hence key 
player identification and sub-group detection are some major problem in criminal 
network analysis. 

Stephen P. Borgatti [19] discuss about two problems in key player identification 
called as KPP1 which finds a set of k nodes if removed, would maximally disrupt 
communication among the remaining nodes which is solved using graph’s cohesion 
measure and secondly KPP2 finds a kp-set of order k that is maximally connected to 
all other nodes which quantify the extent to which a node’s ties reach into the 
network. Shou-de Lin and Hans Chalupsky [20] focus on finding abnormal instances 
in multirelational networks (MNR), which uses unsupervised framework to model 
semantic profile and detects the suspicious node with the abnormal semantic profile. 
The authors propose a novel explanation mechanism that facilitates verification of the 
discovered results by generating human-understandable natural language explanations 
describing the unique aspects of these nodes.  

Nasrullah Memon, Nicholas Harkiolakis and David L. Hicks [21] have introduced 
the investigative data mining technique to study terrorist networks using descriptive 
and predictive modeling based on centralities and applied it to the detection of high 
value individuals by studying the efficiency after removing some nodes, determining 
how many nodes are dependent on one node and if hidden hierarchy exists find the 
command structure. The authors have also demonstrated this newly introduced 
technique with a case study of 7/7 bombing plot. 

Nasrullah Memon, Abdul Rasool Qureshi, Uffe Kock Wiil, David L. Hicks [22] 
discusses about the software iMiner which uses the algorithms for subgroup detection 
using IDM and demonstrated them with an example of a fictitious terrorist network. 
The software iMiner can detect all terrorists who are directly or indirectly connected 
to a specified terrorist, they can detect paths that connect two specified terrorists, they 
can detect connections between groups of terrorists and they can uncover connections 
between the root (a node) and a destination (another node in terrorist cell). Yuval 
Elovici, Bracha Shapira, Mark Last, Omer Zaafrany and Menahem Friedman, Moti 
Schneider and Abraham Kandel [23] discuss about online tracking system called as 
Advanced Terrorist Detection System (ATDS) which determines the interest of a set 
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of users based on their web access and it performs the real time monitoring of the web 
traffic generated by the same set of users and alerts the system if any accessed 
information is not relevant to the groups interest. 

2.5   CNA for Homeland Security 

India is at the geographical center of a belt of terrorist, insurgent and separatist 
violence. Internally, India is faced with terrorist violence in Jammu and Kashmir, in 
the North East and the South. Militant organizations have links to external agencies, 
and these links can be surprisingly long [24]. It is necessary for the citizens and the 
authorities to understand the situation and learn how to face the problem using social 
network analysis techniques.   

Aparna Basu [24] derives a linkage map of terrorist organizations in India, which 
uses the methods of centrality and the co-occurrence of names of the terrorist 
organizations to determine the key players and the intensity of the links between 
them. The groupings affected by SNA based on textual links correctly displayed 
ideological and regional groupings of the terrorist organizations. Sudhir Saxena, K. 
Santhanam, Aparna Basu [25] has developed in-house Terrorism Tracker (or T2) 
which performs systematic search for information on terrorist events from open 
sources. This paper addresses organization-to-organization links of terrorist 
organizations operating in the Indian State of Jammu & Kashmir. The SNA software 
package, Visone, developed in Germany, has been used with the T2 generation of 
“co-occurrence” pairs where organizations are cited together in an event during the 
period 2000 – 2003. This output was converted into an adjacency matrix to form the 
input to Visone for analysis and generation of linkage graphs.   

2.6   Counterterrorism 

Uffe Kock Wiil, Nasrullah Memon and Jolanta Gniadek [26] present the Crime 
Fighter toolbox for counterterrorism which performs various processes like data 
acquition, knowledge management and information processing using a number of 
tools that are categorized as semi automatic tools which are web harvesting tool, data 
mining tool, data conversion tool, SNA tools, visualization tools and manual tools 
which are knowledge base tools and structure analysis tools. Clifford Weinstein, 
William Campbell, Brian Delaney, Gerald O’Leary [27] has developed the Counter-
Terror Social Network Analysis and Intent Recognition (CT-SNAIR) which focuses 
on development of automated techniques and tools for detection and tracking of 
dynamically-changing terrorist networks as well as recognition of capability and 
potential intent. The authors have also simulated the terrorist attack based on real 
information about past attacks and generating realistic background clutter traffic to 
enable experiments to estimate performance in the presence of a mix of data. They 
have developed a new Terror Attack Description Language (TADL) which is used as 
a basis for modeling and simulation of terrorist attacks.  

In order to destabilize and end the terrorist organizations we need to understand the 
how these networks evolved, the reason behind their origin and what makes them to 
grow even after removing the leading covert nodes. These are some serious is 
problems in criminal network analysis which have been studied. 
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Rebecca Goolsby [29] briefly examines how Al Qaeda evolved from an insurgency 
assistance group to a terrorist network of sophistication and global reach. It argues 
that Al Qaeda filled the needs of Islamist insurgencies and then developed into a 
complex system of networks by co-opting other groups, hijacking their agendas and 
transforming their ideologies. Al Qaeda thus has global aspects, which in a long run 
can withstand any disturbances, and local aspects, which are more vulnerable to 
discovery by local authorities and disruption. They tend to lack the training, 
professionalism, education and capacity to ensure strict security measures and 
discipline within their own ranks. Hsinchun Chen, Wingyan Chung, Jialun Qin, Edna 
Reid, Marc Sageman, Gabriel Weimann [30] discuss how terrorists share their 
ideology and communicate with members on the “Dark Web”—the reverse side of the 
Web used by terrorists. To improve understanding of terrorist activities from the web, 
the information is collected using searching, browsing and spidering. Then it’s filtered 
based on domain and linguistic knowledge. These are then analyzed as domestic and 
international terrorism based on the group profile, dynamics and relationships. It’s 
been applied for collecting and analyzing information of 39 Jihad web sites.  

2.7   Visualization 

Terrorist social network analysis is in general a manual process of collecting a large 
amount of information about the entities and their relationships, which are being 
maintained in a database. In order to reduce these overheads in data processing and 
collection, modern systems present the network in the form of graphs. The networks 
are represented as 2D and 3D graphs from which knowledge could be gained but the 
network was not analyzed. This poses as a challenge in visualization of terrorist 
networks. 

Christopher C. Yang, Nan Liu, and Marc Sageman [28] discuss about visualization 
techniques like fisheye views and fractal views of a network using a 2D graph which 
facilitates the exploration of complex networks by allowing a user to select one or 
more focus points and dynamically adjusting the graph layout and abstraction level to 
enhance the view of regions of interest. Combining the two techniques can effectively 
help an investigator to recognize patterns previously unreadable in the normal display 
due to the network complexity.  

3   Limitations and Future Directions 

The major limitation of this area is all the research work has been done under the 
assumption that the data collected is complete information but in real world the data 
are incomplete. It’s very difficult to collect the complete data about any terrorist 
activity. A lot of research has been done till now in which some of the following 
problems have not yet been addressed. In node discovery problem radial transmission 
is being always used. The hub-and-spoke model could also be implemented for 
influence transmission. Further study is also needed to solve the discovery of fake 
node and spoofing node. In DNA the behavioral impacts of social or political context 
and regional based specialties of the nodes are not represented in the graph. In CNA, 
the network could be formed not only between the persons but also between locations 
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and properties for which temporal patterns are needed to help us predict the trend and 
operations of a criminal enterprise. The expansions of such enterprises are to be 
studied based on cross-regional analysis. 

4   Conclusion 

In this paper we have presented various social network analysis methods like link 
analysis, DNA, CNA for homeland security, visualization, exploring network 
structure of various terrorist networks, counter terrorism, key player identification and 
sub-group detection for terrorist network.  
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Abstract. The semantic Web technology enables users to represent, share and 
discover heterogeneous data through formal ontologies. Semantic Web 
technologies also allow to link information thus moving from document centric 
idea of current Web to more fine grained semantic structures. The biological 
community requires more sophisticated methods to store, integrate and query 
their knowledge. This paper is focusing on Ontology construction of Natural 
Food Resources, Chemicals and Diseases. Semantics should be formally 
specified to provide a shared understanding of the implied relationships. 
Semantic Web Rule Language (SWRL) based on Description Logic (DL) is 
very useful for this formal specification of the ontologies. This enables the 
retrieval of user-specific semantic querying for topics of interest. This paper 
describes the works carried out on ontology-driven knowledge base and 
semantic querying of implicitly related sources from different domain.  

Keywords: Semantic Web, RDF (Resource Description Framework), OWL 
(Web Ontology Language), DL (Description Logic), SWRL (Semantic Web 
Rule Language).  

1   Introduction 

Semantic Web is increasingly used in the area of health informatics and bioinformatics 
to get the integrated knowledge. In general many of the chronic diseases are due to the 
chemical reactions of medicines or food habits in the physiological processes. The 
balanced intake of natural foods with rich in nutritional factor has impact on curing such 
kind of chronic diseases such as cancer, diabetes, asthma, and hypertension etc.,. 
However, for the normal person, the study of relationship among chemical reactions, 
nutritional factors of the food sources, prevention and disease curing methods are very 
difficult. And also for the experts finding the alternate methodology, or structure, or 
similar type of entities are not that much simpler process.  

The rise of the Internet has influenced the biologists, chemists, nutritionist and others 
to store and share their data. However, these distributed data are independent and often 
used in closed environment. Though the Web is rich of content, the users find difficulty 
on retrieving data from the large set, which consumes more human effort. If these data 
were to be linked, it would be possible for finding more inferences. The current Web is 
hampered with handling advanced applications such as processing, understanding and 
semantic interoperability of information contained in several Web documents. Semantic 
Web is the new generation Web that tries to represent information such that it can be 
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used by machines, not just for display purposes, but for automation, integration, and 
reuse across applications (Berners-Lee 2000). Semantic Web is considered to be able to 
solve all such problems presented by the current web. The semantic web will be able to 
solve the problems with  Ontologies. Ontologies are considered to be the basic building 
blocks of the Semantic Web.  

Ontology is considered as a formal description of the concepts and relationships. 
The independent nature of Ontologies allows agents to be able to provide intelligent 
services by combining data from different Ontologies. This is why Ontologies are so 
popular that they are considered to be the building blocks of semantic web. 
Ontologies are implemented using OWL (Web Ontology Language) and 
RDF(Resource Description Framework). 

Furthermore, semantic Web is about explicitly declaring the knowledge embedded 
in many Web based applications, integrating information in an intelligent way, 
providing semantic based access to the Internet, and extracting information from 
texts. 

1.1   Literature Study 

In [15], for foreseeable future, most data will continue to be stored in relational 
databases. To work with these data in ontology-based applications, tools and 
techniques that bridge the two models are required. Mapping all relational data to 
ontology instances is often not practical so dynamic data access approaches are 
typically employed, though these approaches can still suffer from scalability 
problems. The use of rules with these systems presents an opportunity to employ 
optimization techniques that can significantly reduce the amount of data transferred 
from databases. They express these data requirements by using extensions to OWL's 
rule language SWRL.  

In [13], The SWRLTab is a development environment for working with SWRL 
rules in Protégé-OWL. It supports the editing and execution of SWRL rules. It also 
provides mechanisms to allow interoperation with a variety of rule engines and the 
incorporation of user-defined libraries of methods that can be used in rules. Several 
built-in libraries are provided, include collections of mathematical, string, and 
temporal operators, in addition to operators than can be used to effectively turn 
SWRL into a query language. This language provides a simple but powerful means of 
extracting information from OWL ontologies.  

Our study focuses on developing semantic relationships to the domains of 
Chemical Compounds, Diseases and Natural Food sources for the better querying and 
linking of information. The paper is structured as follows: section 2 describes about 
the choice of ontology language; section 3 describes Knowledge Construction; section 
4 outlined about Description Logic and Rule Specification followed by querying the 
datasets in section 5.    

2   Semantic Web Layer 

Ontology is defined as explicit and formal specification of conceptualization. 
Ontology comprises a set of knowledge terms, including the vocabulary, the semantic 
interconnections, simple rules of inference and logic for some particular topic. 
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Ontologies applied to the Web are creating the semantic Web. The Semantic Web 
architecture lists the underlying machine understandable languages for knowledge 
representation: XML (Extensible Markup Language), RDF (Resource Description 
Framework), and OWL (Web Ontology Language).  

XML with XML namespace and XML schema definitions makes sure that there is 
a common syntax used in the semantic Web. When it comes to semantic 
interoperability, however, XML has disadvantages. Using XML, it is not possible to 
specify more relationships among the data. On top of XML is the RDF, for 
representing information about resources in a graph form.  RDF, follows binary 
predicates with the format <Subject, Predicate, Object> used to create the relationship 
in the form of triples. For example, “Adhatoda used to cure Fever”, <Adhatoda, 
usedToCure, Fever> is the triple form. RDF Schema (RDFS) defines the vocabulary 
of RDF model. It provides a mechanism to describe domain-specific properties and 
classes of resources to which those properties can be applied, using a set of basic 
modeling primitives (class, subclass-of, property, subproperty-of, domain, range, 
type). However, both RDF and RDFS are rather simple and still do not provide exact 
semantics of a domain. OWL is the next layer used in Semantic Web Architecture, is 
having more features compared to RDF. OWL is a set of XML elements and 
attributes, with well-defined meaning, that are used to define terms and their 
relationships (e.g. Class, equivalentProperty, intersectionOF, unionOF, etc.). 
Reasoning tasks like verification of ontology consistency, computing inferences and 
realizations can be easily executed with the OWL representation.  

 

Fig. 1. Class, Subclass, Individual and their Properties 

3   Construction of Knowledge Base 

In practice, ontologies are often developed using integrated, graphical, ontology 
authoring tools, such as Protégé, OILed and OntoEdit. Protégé facilitates extensible 
infrastructure and allows an easy construction of knowledge rich domain ontologies. 
Protégé tool is used to develop domain ontology and querying since it has adopted the 
recent recommendation of the W3C, i.e. OWL standard. Protégé is also a knowledge 
based editor and it is open source Java tool that allows the easy construction of 
Ontologies.  
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<!-- http://www.owl-ontologies.com/Ontology1271250586.owl#LemonPepper --> 
    <owl:NamedIndividual rdf:about="&Ontology1271250586;LemonPepper"> 
        <rdf:type rdf:resource="&Ontology1271250586;Plants"/> 
        <hasSodium rdf:datatype="&xsd;string">Low</hasSodium> 
    </owl:NamedIndividual> 
     
    <!-- http://www.owl-ontologies.com/Ontology1271250586.owl#Milk --> 
 
    <owl:NamedIndividual rdf:about="&Ontology1271250586;Milk"> 
        <rdf:type rdf:resource="&Ontology1271250586;DairyProducts"/> 
    </owl:NamedIndividual> 
     
    <!-- http://www.owl-ontologies.com/Ontology1271250586.owl#Mushroom --> 
 
    <owl:NamedIndividual rdf:about="&Ontology1271250586;Mushroom"> 
        <rdf:type rdf:resource="&Ontology1271250586;Herb"/> 
        <hasVitamin rdf:datatype="&xsd;string">Vitamin D</hasVitamin> 
        <containsChemicalCompound rdf:resource="&Ontology1271250586;VitaminD"/> 
    </owl:NamedIndividual> 
       <!-- http://www.owl-ontologies.com/Ontology1271250586.owl#OcimumSantum --> 
    <owl:NamedIndividual rdf:about="&Ontology1271250586;OcimumSantum"> 
        <rdf:type rdf:resource="&Ontology1271250586;Plants"/> 
        <isRelatedWith rdf:resource="&Ontology1271250586;fever"/> 
        <usedToCure rdf:resource="&Ontology1271250586;fever"/> 
    </owl:NamedIndividual> 
 

 

Fig. 2. Natural Food RDF/OWL Code 

 

Fig. 3. Part of Chemical Ontology 

The effort is taken to provide an explicit specification of the conceptual model. 
Ontologies are a means to formalize explicit knowledge related to a specific domain. 
The ontology development focuses on developing design hierarchy towards the 
explicit specification of relationships. Initially, the identified components of Natural 
Food, Disease and Chemical compound are represented in the form of class hierarchy 
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using protégé tool. Fig. 1. shows the class, subclass, Individual and their properties 
creation using Protégé software. Fig. 2. Shows the Natural Food RDF/OWL code.  
The partial graphical representation of Chemical ontology is shown in Fig 3.   

The hyperlinks are added to navigate among html pages. The hyperlink updating is 
possible only for smaller set of datasets. However, it results cumbersome for larger 
datasets. The semantic Web performance can be improved through linking of related 
entities from different datasets and establishing relationships automatically. 

The ontology representation in Protégé is mapped on different dimensions. 
Semantic link is used to connect different datasets. The semantic linking provides 
more meaningful navigational paths to the users. There are two different types links 
are used in semantic web. Explicit links are given by the developers to find the 
relationship among the entities. Implicit relationships among the data cannot be 
automatically identified by the machines; developers have to find the internal 
relationships to assist the machine. There is no methodology for specifying implicit 
relationships. This type of sharing and finding implicit information is more important 
and also critical.  

4   Description Logic 

Description Logic (DL) is the formal knowledge representation language and the 
subset of First Order Logic. A Description Logic used to represent  concepts, roles 
and individuals, and their relationships and is also used to write unambiguous 
statements. Attributive Language with Complement (ALC) is the simple form of DL 
has two parts: TBox and ABox. TBox (terminological box) is used to specify the class 
definition and the ABox (assertional box) is used to specify the relationships. Classes 
can be defined with many operations applied on it.  

(i) Diseases Ξ ЭcausedBy some Microbes 

(ii) Diseases Ξ ЭcausedBy some Chemicals 

(iii) Diseases Ξ ¥preventedBy only (Chemicals or NaturalFood) 

(iv) NaturalFood Ξ Эprevents some Diseases 

(i) shows that Diseases can be caused by some of the Microbes. (ii) specifies that 
Diseases caused by some of the Chemicals. (iii) instances of Diseases can be 
prevented by only by the instances of Chemicals or NaturalFood. (iv) NaturalFood 
instances are used to prevent some of the instances of Diseases. 

4.1   SWRL 

The Semantic Web Rule Language (SWRL) is an expressive OWL-based rule 
language. SWRL allows users to write their own rules for their domain knowledge to 
find more relationships between the classes, properties and individuals[9]. This can be 
expressed in terms of OWL concepts to provide more powerful deductive reasoning 
capabilities than OWL alone. Using Protégé software the SWRL rules can be included 
by adding the plug-in SWRL tab. SWRLRules tab can be activated by selecting 
Project -> configure -> SWRL tab [10].  
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5   Query the Dataset 

The semantic querying is made simple once the rules are specified using SWRL tab. 
The semantic querying helps the user to identify the related entities with ease.   

Diseases(?x) ^ hasTemperature(?x, "High") → sqwrl:select(?x) 

The above rule is used to identify all the Diseases with High Temperature. 

 

Fig. 4. List of all the Diseases 

 

Fig. 5. Related instances 
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NaturalFood(?x) ^  isRelatedWith(?x, ?y) ^ isRelatedWith(?y, ?x) ^  
prevents(?x, ?z) ^ prevents(?y, ?z) ^ Diseases(?z) → sqwrl:select(?x,?y,?z) 

This rule is used to find all the Natural Foods those are used to prevent a particular 
disease. Based on this rule one can identify the implied relationship among the 
Natural Food sources which are not directly related but is related through a disease. 

Diseases(?x) →  sqwrl:select(?x) ^ sqwrl:orderBy(?x) 

Fig. 4., Fig. 5. Shows the result of finding all the diseases and related instances 
based on the above mentioned rules. 

6   Conclusion 

In this paper, the usefulness of semantic representation and querying the data based 
on rule specification is given. Along with OWL, SWRL is used to specify the rules to 
find relationships. Thus this method is used to find explicit and implicit relationships 
among classes and individuals.  This approach can be extended with more entities and 
for complex relationships such as entities without having direct links.  
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Abstract. We present a tool which analyzes annotations on a document to infer 
collective sentiments of annotators. Annotations may include comments, notes, 
observation, explanation or question, help etc. Comments are used for 
evaluative purpose where as others are used either for summarization or for 
expansion. Further, these comments may be on another annotation, not on the 
original document and referred as meta-annotations. Collective sentiments of 
annotators are classified as positive, negative or neutral based on sentiments of 
words found in annotations. All annotations may not get equal weightage. If an 
annotation has higher number of meta-annotations on it, it is assigned higher 
weight.  If a comment is on another annotation and negates the sentiments of 
previous annotator, then the weightage of that annotation is either reduced or 
annotation is excluded from inference. Our tool computes collective sentiments 
of annotators in two steps. In first step, it computes sentiment scores of all 
annotations. In second steps, it computes weighted average of sentiment scores 
of annotation to obtain the collective sentiments. We demonstrate the use of 
tool on research papers. 

Keywords: sentiment analysis; opinion mining; classification; Annotation; 
sentiment words; sentiment scores. 

1   Introduction 

Several degree programs of universities academic institute have research component 
of varying duration from six months to four-five years. As a first activity in the 
research, students are advised to survey literature related to their domain of interest to 
define their proposed activity. They collect research papers and other publication 
either from web sites of professional societies like IEEE, ACM, and LNCS or from 
printed copy of journals available in their library. While going through these research 
publications, they write their notes, observations, remarks, questions etc either on the 
same document or on the separate sheet of paper. These comments/observation may 
be about entire paper or part of them. These observation/comments are very valuable 
knowledge resource not only for the current reader but also for future generation of 
students who are likely to work in the same area. However, at present these 
knowledge resources are not available to future generation as they are not available in 
electronic form and are not sharable. 
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Our work is motivated by desire to provide a tool which provides a facility to 
record their comments, notes, observation, and explanation etc. either on document or 
on another comments and evaluate the collective sentiments of the researchers over 
the document. These collective sentiments of annotators may be used as an indicator 
of quality or usefulness of the documents. 

We have developed a tool, KMAD [16], which provides facility to annotate either 
PDF documents or another annotation. It also creates knowledgebase consisting of 
annotations and metadata found in the document.  
    In this paper, we describe augmentations made in KMAD for the analysis of 
annotations found in the document to infer collective sentiments of annotators. The 
relationships between annotations are complex. Meta annotation, which is annotation 
over another annotation, may be comment on annotation which is of type comment, 
note, explanation, help etc. We only consider those annotation or Meta annotations 
which are of type comment. 

Collective sentiments of annotators are visualized either in terms of positive sense, 
or negative sense or neutral sense based on adjectives, adverbs, verbs etc using 
WordNet. These collective sentiments of annotators may be used as a characteristic 
features to judge the quality or usefulness of the document.  

Our tool uses SentiWordNet to assigns sentiment scores to each word found in 
annotations. Sentiments of words are assigned three sentiment scores: positivity, 
Negativity and objectivity with a word and lies in between the range of [0-1]. 

This paper is organized in seven sections. Section 2 presents the related work. 
Section 3 briefly describes the services provided by KMAD without augmentation. In 
Section 4, we describe sentiment analyzer. In section 5, we describe the augmented 
KMAD tool. In section 6, we present the design and implementation details of our 
application and last section 7 present the conclusion.  

2    Related Work 

Several research efforts have been made to analyze documents, comments, 
annotations on document and web sites to evaluate collective sentiments of readers or 
evaluators. [1] [2] considered contents of the documents for analysis of sentiments. 
They extracted the sentiment words consisting of adjectives and nouns using GI 
(General Inquirer) and WordNet. They assigned sentiment value to each extracted 
word based on number of times it appears in the whole document. They assigned 
sentiment polarity using sentiment lexicon database which include 2500 adjectives 
and 500 nouns where for each word, sentiment definition was defined in terms of 
(word, pos, sentiment category). Jiang Kim & Hovy and Weibe & Riloff [3, 4] 
analyzed the text file related to a given topic. They they used their own dictionary 
which included 5880 positive adjectives, 6233 negative adjectives, 2840 positive 
verbs and 3239 negative verbs instead of considering generalized ontology for 
extracting sentiment words. For unseen word, they assigned sentiment strength by 
computing probability of word based on count occurrences of word synonyms in the 
dictionary.  YANG et al [5] did analysis of online document of Chinese review based 
on topic. Topic of a review was identified using n-gram approach. Sentiment words 
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were extracted using four dictionaries such as Positive Word Dictionary, Negative 
Word Dictionary, A student Positive and Negative Word Dictionary and HowNet. 
Polarity values were assigned by computing average score based on term frequency of 
word. Positive and Negative value of words were assigned manually by annotators. 
[6, 7, 8, 9, 10] extracted the sentiment words consisting of adjectives or adverbs or 
adjective-adverb both. They proved that subjectivity of a sentence could be judged 
according to the adjectives/adverb in it. Polarity value for each word was assigned by 
calculating the probability based on term frequency of word.  

Several authors also did classification of document based on annotation.  
Emmanuel Nauer et al [11] did classification of the HTML document based on the 
annotation. The content of the document is annotated and similarity will be matched 
based on the domain Ontology. Michael G. Noll et al [12] did classification of the 
web document by analyzing the large set of real world data.  They interested to find 
out what kinds of documents are annotated more by the end-users. Anotrea Mazzei 
[13] did classification of extracted handwritten annotations on machine printed 
documents based on type of annotations such as underline annotation, highlighted 
annotation, annotations in margins and blank space, and annotation in between the 
lines or over the text. Steimle et al [15] developed a system CoScribe which provided 
facility to annotate and classify power point lectures slides based on four types of 
annotation such as important, to do, question and correction. Sandra Bringay et al [16] 
did classification of the electronic health record based on both informal and formal 
annotations for managing knowledge. They had designed a schema for formal 
annotation which includes author name, date time, place, document, target, annotation 
type. Annotation type consisted of comment, link between two documents, a message 
for a precise recipient, an annotation created in order to write a synthesis, a response 
to a annotation. Informal annotation was used by practitioners when they would like 
to give some brief history about the patients or disease.    

All the above works have contributed significantly in the field of sentiment 
analysis and classification of document in different domains. We have focused on 
research academy domain to analyze annotations on research papers to obtain the 
collective sentiments. Our sentiment words include adjectives, verbs, adverbs, nouns 
found in comments. We expect that it will give better result because we give bigger 
set of sentiment words. 

Our annotation schema has similarity and difference with the one used in [16]. Our 
comments reflect evaluative judgment of annotation whereas that of [16] summarizes 
the content. Our meta-annotation is very similar to [16].   

3   KMAD Tool 

We have developed a tool named KMAD [14] to annotate a PDF document. We have 
designed an annotation schema using DTD (Document Type Definition) to capture 
the information of annotation. These annotations contain Author, Type, 
Annotation_on, Comment, Date_Time as elements. Annotation_id , PDF_Paper_id , 
Comment_id as an attribute. The element Type may take either “note” or “comment” 
or “help” or “insert” or “paragraph” or “unknown” as values.  Note type indicates that  
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Fig. 1. Annotation Creation Process 

annotation summarizes the content whereas comment type indicates weather it is an 
evaluation or criticism of the content.  Our tool also captures the relationship between 
PDF documents and associated annotations and also between annotations and about 
annotations. 

It provides user friendly interface to upload a PDF document and to create 
annotation on document. Author can either visualize annotation along with document 
or only annotations. A snap shot for our tool is shown in Fig 1. 

Our application creates a relational database for annotations, PDF documents and 
relationship between them. It also keeps the record of each annotator. This database 
can be queried to find all annotations with a PDF document or to model the 
annotators. It also support search on PDF document based on any of the metadata or 
annotator_id.  

4   Sentiment Analyzer 

Our tool analyzes annotations to obtain the collective sentiments of annotators. It is a 
two step process. In first steps, it computes the average scores for all annotations. A 
detail of this process is given in Algorithm 1. In second steps, it computes the 
weighted average of score of annotation to infer the collective sentiments of author. A 
detail of this process is given in Algorithm 2. We have used SentiWordNet to assign 
polarity scores. Three scores are associated with each sentiment word in terms of 
positivity, negativity and objectivity. 

Algorithm 2 is used to find weighted average of sentiment score to infer the 
collective sentiments of annotator over the document. This algorithm takes input as 
sentiment score of each annotation and we also eliminate scores of annotation on 
which another annotation has contradicting sentiments.  
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Algorithm 1. Find the average score of each annotation found in PDF document 

Input:  List of sentiment words extracted from comments of annotation 
Output: Sentiment score 

1. for each sentiment word from List do 

2. Get polarity as well as sentiment scores using SentiWordNet. 

3. if word is preceded with negation word “Not” then, 

4. Interchange positive and negative sentiment scores of the word which comes 
after the Not.  

5. Record above sentiment scores of each word in Table  

4.  end if  

5.  end for 

6.  Get maximum polarity value of each word from the table to compute 
average score.  

7. if maximum polarity value is negativity then ,  

8. Make the score negative. 

9. Compute sentiment score such as S.S (sentiment Score) = add (maximum    
polarity value of each word)/ Total number of words found in comment.  

10.  Output S.S (Sentiment score).  

 

 
Algorithm 2. Find weighted average of sentiment score on PDF document 
Input: sentiment score, number of meta-annotation on annotation 
Output:  weighted average score of each comment of annotation 

1. for each sentiment score do 

2. if sentiment score is of annotation on annotation then, 

3. if sentiment score negates the previous sentiment score then, 

4. Exclude that sentiment score from the computation. 

5. else  

6. Compute weighted average of sentiment score = sentiment score * number of 
meta-annotation/total number of annotation on a document. 

7. end if ;end if 

8. end for 

9. if weighted average of sentiment score is positive then, 

10. Result “sentiment of collective annotator over the document is positive”. 

11. else 

12. Result “sentiment of collective annotator over the document is negative”. 

13. end if 
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We demonstrate our algorithm using example annotations on a document. These 
annotations are given as shown in Fig 2. 

Ann1: This article is quite well but 
not so good. 
Ann2: I am satisfy with this 
comment. 
Ann3: It is not a good one. 
Ann4: This is the best article. 
Ann5: It is good article but not 
best one. 
Ann6: It is bad one. 
Ann7: Not best one but quite well. 

Fig. 2. Annotations 

List of sentiment words found in annotations of document as shown in Table 1.  

Table 1. Words with associated sentiment scores and their maximum polarity 

 
 

Ann1 

Word Positive 
value 

Negative 
value 

Objective 
value 

Max(polarity 
value) 

Quite 0 0.625 0.375 -0.625 
Well 0.75 0 0.25 +0.75 
Not 0 0.625 0.375 -0.625 
Good 0.875 0.125 0 -0.875 

Ann2 Satisfy 0.5 0 0.5 +0.5 
 

Ann3 
 

Not 0 0.625 0.375 -0.625 
Good 0.875 0.125 0 -0.875 

Ann4 
 

Best 0.75 0 0.25 +0.75 

 
Ann5 

Good 0.875 0.125 0 +0.875 
Not 0 0.625 0.375 -0.625 
Best 0.75 0 0.25 -0.75 

Ann6 Bad 0 0.625 0.375 -0.625 
 
Ann7 

Not 0 0.625 0.375 -0.625 
Best 0.75 0 0.25 -0.75 
Quite 0 0.625 0.375 -0.625 
Well 0.75 0 0.25 +0.75 

 
 

Sentiment score of annotation 1= ((-0.625)+(0.75)+(-0.625)+(-0.875) /4) = -0.34375 

Similarly, Average score of annotation 2 = +0.75 
Total weighted average of sentiment score of document =  +0.29375  

So, if the above value is positive then, sentiment of document is positive, otherwise 
negative. Here, sentiment of collective annotator over document is positive. 
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5   Augmented KMAD Tool 

We describe augmentations made in KMAD tool for the analysis of the annotations. 
Fig 3 shows the Home Page of our tool. 

It provides five clickable buttons to perform different tasks. These tasks include 
new, view annotations either page wise or collectively, Metadata, Query, Sentiments. 

Our application extracts the sentiment words such as adjectives, adverbs or verbs 
from annotations found in the document to evaluate the collective sentiments of 
annotators. It also assigns sentiment scores to each sentiment words found in 
comments of annotations using SentiWordNet. 

Our application computes total weighted average of sentiment score of annotations 
found in PDF document to infer the collective sentiments of annotators as shown in 
Fig 4. It also allows authors to view list of annotation available on PDF document 
created by them either page wise or collectively. Our application also extracts the 
metadata such as Title, Author, keywords, summary, date-time using function of PDF 
BOX API. 

 
Fig. 3. Home Page 

 

Fig. 4. Collective sentiments over document 
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Fig. 5. Sentiment scores of annotations 

Our application allows authors to query about sentiment score or collective 
sentiments of annotator which is available on PDF document either on the basis of 
annotator-id or on the basis of file name as shown in Fig 5. 

6   Design and Implementation 

We have used three layer architecture for our augmented KMAD tool. The top most 
layer is the presentation layer, which manages all the interaction to end user. The 
middle layer is the application logic layer which includes all the functionalities such 
as annotation extractor module, sentiment word extractor module, SentiWordNet and 
WordNet which are used to manage knowledge resources. The bottom layer is the 
database layer and contains the database for document, document Metadata, 
Annotation, annotation relation and sentiment words.      

Our tool extracts the annotation using PDF BOX API such as getDocumentCatalog() 
for extracting the page information on which annotation has been done. Total number of 
pages in the PDF document and their count is listed using getAllPages() and size() 
function respectively. Extracts annotation field list available on a PDF document using 
getAnnotation() function. This function maintains the list of all annotation. If annotation 
field is of type “text”, then , for each annotation field in the annotation list extracts 
information of annotation field such as comment using getContents()function. It also 
removes stop words and performs stemming using one of the module and consider 
adjectives, nouns, adverbs and verbs based on POS tagging using WordNet. It assigns 
polarity values in terms of positive, negative and objective using SentiWordNet.  

Sentiment scores  lie in between the range of [0.0-1.0].  At the time of assignment 
of scores, our tool also takes care of negation words such as “Not”, “Never”. If these 
words are found before any other word (Adj), then it interchanges +ve and –ve 
polarity values of that word which comes after “Not”.   
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We have created a relational database as per ER diagram as shown in Fig 11. It shows 
the entity relationship between Document, Document metadata, Annotation, Annotation 
relation, Words and their associated sentiments. Our database contains five tables 
PDF_document, PDF_Annotation, Annotation_Annotation, Sentments_Words, 
Sentiments_Annotation.  

All the information extracted related to annotations and the relationship between 
annotations is available in a separate xml file. Our tool also stores all these 
information in relational database.  

7   Conclusion 

We have developed an augmented KMAD tool implemented using java server 
programming language to infer the collective sentiment of annotators and query 
knowledge base containing metadata, annotations and sentiments. We believe that it is 
helpful to research community. The relationship between the annotations is complex.  
We have only considered those annotations or meta annotation which is of type 
comment. In future we plan to consider more complex type relations. 
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Abstract. Recent studies on social networks are based on a characteristic which 
includes assortative mixing, high clustering, short average path lengths, broad 
degree distributions and the existence of community structure. Here, an 
application has been developed in the domain of ‘research collaboration’ which 
satisfies all the above characteristics, based on some existing social network 
models. In addition, this application facilitates interaction between various 
communities (research groups). This application gives very high clustering 
coefficient by retaining the asymptotically scale-free degree distribution. Here 
the community structure is raised from a mixture of random attachment and 
implicit preferential attachment. In addition to earlier works which only 
considered Neighbor of Initial Contact (NIC) as implicit preferential contact, 
we have considered Neighbor of Neighbor of Initial Contact (NNIC) also. This 
application supports the occurrence of a contact between two Initial contacts if 
the new vertex chooses more than one initial contacts. This ultimately will 
develop a complex research social network rather than the one that was taken as 
basic reference. 

Keywords: Social networks. Random initial contact. Neighbor of neighbor 
initial contact. Tertiary contact. Research collaboration. 

1   Introduction 

Recent days research collaborations becoming domain independent. For example 
stock market analyst is taking the help of computer simulator for future predictions. 
Thus there is a necessity of research collaboration between people in different 
research domains (different communities, in the language of social networking.) Here 
we develop a domain for collaborations in research communities which gives a 
possibility of interacting with a research person in a different community, yet 
retaining the community structure. Social networks are made of nodes that are tied by 
one or more specific types of relationships. The vertex represents individuals or 
organizations. Social networks have been intensively studied by Social scientists     
[3-4], for several decades in order to understand local phenomena such as local 
formation and their dynamics, as well as network wide process, like transmission of 
information, spreading disease, spreading rumor, sharing ideas etc. Various types of 
social networks, such as those related to professional collaboration [6-8], Internet 
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dating [9], and opinion formation among people have been studied. Social networks 
involve Financial, Cultural, Educational, Families, Relations and so on. Social 
networks create relationship between vertices; Social networks include Sociology, 
basic Mathematics and graph theory. The basic mathematics structure for a social 
network is a graph. The  main social network properties includes hierarchical 
community structure [10], small world property [11], power law distribution of nodes 
degree [19] and  the most basic is Barabasi Albert model of scale free networks [12]. 
The more online social network gains popularity, the more scientific community is 
attracted by the research opportunities that these new fields give. Most popular online 
social networks is Facebook, where user can add friends, send them messages, and 
update their personal profiles to notify friends about themselves. Essential 
characteristics for social networks are believed to include assortative mixing [13,14], 
high clustering, short average path lengths, broad degree distributions[15,16], and the 
existence of community structure. Growing community can be roughly speaking set 
of vertices with dense internal connection, such that the inter community connection 
are relatively sparse. 

Here we have considered an existing model [2] of social networks and developed it 
in way which is suitable for collaborations in academic communities. 
The model is as follows: 

The algorithm consists of two growth processes: (1) random attachment (2) 
implicit preferential attachment resulting from following edges from the randomly 
chosen initial contacts. 

The existing model lacks in the following two aspects: 

1. There   is no connection between initial to initial contacts, if more than one    
  initial contact is chosen. 

2. There is no connection between initial contact and its neighbor of neighbor  
  vertices.  

These two aspects we have considered in earlier model [1] from the earlier model we 
applied application for research collaboration. The advantage of our application can 
understand from the fallowing example and our earlier model can be applicable to the 
real-world applications. Let us consider a research person contacting a research 
person in a research group for his own purpose or research purpose and suppose that 
he/she didn’t get adequate support from that research person or from his neighbors, 
but he may get required support from some friend of friend for his/her initial contact. 
Then the only way a new person could get help is that his primary contact has to be 
updated or create a contact with his friend of friend for supporting his new contact 
and introduce his new contact to his friend of friend. The same thing will happen in 
our day to day life also. If a research person contacts us for some research purpose 
and we are unable to help him, we will try to help him by some contacts of our 
friends. The extreme case of this nature is that we may try to contact our friend of 
friend for this purpose. We have implemented the same thing in our application. In 
the old model [2], information about friends only used to be updated, where as in our 
application information about friend of friend also has been updated. Of course this 
application creates a complex research social network but, sharing of information or 
data will be very fast. This fulfills the actual purpose of research social networking in 
an efficient way with a faster growth rate by keeping the community structure as it is. 
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2   Network Growth Algorithm 

The algorithm includes three processes: (1) Random attachment (2) Implicit 
preferential contact with the neighbors of initial contact (3) In addition to the above 
we are proposing a contact between the initial contact to its Neighbor of Neighbor 
contact (tertiary ). The algorithm of the model is as follows [1,2] in this paper we 
consider vertices is as a research person. 

1) Start with a seed network of N vertices 

2) Pick on average mr ≥  1 random vertex as initial contacts 

3) Pick on average ms ≥  0 neighbors of each initial contact as  secondary   
    contact 

4) Pick on average mt ≥  1 neighbors of each secondary contact as  tertiary   
   contact                         

5) Connect the new vertex to the initial, secondary and tertiary contacts  
6) Repeat the steps 2-5 until the network has grown to desired size.   

V

i

J

K

 

Fig. 1. Growing process of community network: The new vertex ‘V’ initially connects to 
random initial contact (say i). Now i, updates its neighbor of neighbor contact list and hence 
connects to k. ‘V’ connects to ms number of neighbors (say k ) and mt number of neighbor of 
neighbors of i (say k). 

Below in Fig.2.Visualization of a research network graph with N=45. Number of 
each secondary contact from each initial contact n2nd~U[0,3) (uniformly distributed 
between 0 and 3), and initial contact is connecting its neighbor of neighbor vertices 
 

 

Fig. 2. Showing research social network graph with 45 researchers 
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U[1-2].  In this model we tried 45 sample research persons and prepared a strong 
growing research network. 

3   Vertex Degree Distribution 

We derive approximate value for the vertex degree distribution for growing network 
model mixing random initial contact, neighbor of neighbor initial contact and 
neighbor of initial contacts. Power law degree distribution with p (k) ~ kγ with 
exponent 2<γ<∞ have derived [17, 19]. In this model also the lower bound to the 
degree exponent γ is found to be 3, which is same as in the earlier model. 

The rate equation which describes how the degree of a vertex changes on average 
during one time step of the network growth is constructed. The degree of vertex vi 

grows in 3 processes:   

1) When a new vertex directly links to vi at any time t, there will be on   
average ~ t vertices. Here we are selecting mr out of them with a    
probability  mr /t. 

2) When a vertex links to vi as secondary contact, the selection will give rise to 
preferential attachment. These will be mr. ms in number.  

3) When a vertex links to vi as tertiary contact, this will also be a random 
preferential attachment. These will be 2mr ms mt in number. 

  
These three processes lead to following rate equation for the degree of vertex vi [1,2] 

=
E k m m +2m m m1 r s r s ti i = m + kr it t t 2(m +m m +2m m m )r r s r s t

∂

∂

⎛ ⎞
⎜ ⎟
⎝ ⎠

                    (1) 

Based on the average initial degree of a vertex is  

k = m + m m + 2 m m mr r s r s tin it  

Separating and integrating from ti to t, and from kinit to ki , we will get the following 
time evaluation for the vertex degrees 

1/A
1

k (t)=B -Ci ti

⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

                                                 (2) 

Where  

m +m m +2m m m 1r r s r s tA=2 ,B=A m + m m +m m m ,C=Amr r s r s rt
m m +2m m m 2r s r s t

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠  

 
 



 A Novel Social Network Model for Research Collaboration 589 

From time evolution of vertex ki (t), we can calculate the degrees of distribution p(k) 
by forming cumulative distribution F(k) and differentiating with respect to k. Since 
the mean field approximation[1,2] the degree ki(t) of a vertex vi increases 
monotonously from the time ti the vertex initially added to the network, the fraction of 
vertices whose degree is less than ki(t) at t is equivalent to the fraction of vertices that  
introduced after time ti. Since t is evenly distributed, this fraction is (t-ti)/2. These 
facts lead to the cumulative distribution [1] 

( ) ( ) ( ) ( )1
F k = P k k = P t t = t-ti i i it

≤ ≥% %                          (3) 

Solving for ( ) ( ), A
i i i i

A
t t k t B k C t

−= = +  from (2) and inserting it into (3), 

differentiating F(ki) with respect to ki, and replacing the notation ki by k in the 
equation, we get the probability density distribution for the degree k as 

( ) ( ) -2 -3AP k = A B k+ C m + 2m m
s s t

                       (4) 

Here A, B and C are as above. In the limit of large k, the distribution becomes a 
power law p (k) ~ k-γ with γ =3+2/ms, ms>0, leading to 3<γ<∞. Hence the lower bound 
to the degree exponent is 3. Although the lower bound for degree exponent is same as 
earlier model. The probability density distribution is larger compared to earlier model, 
where the denominator of the first term of degree exponent is larger compared to the 
earlier model. 

4   Clustering 

The clustering coefficient on vertex degree can also be found by the rate equation 
method [18]. Let us examine how the number of triangles Ei changes with time. The 
triangle around vi are mainly generated by three processes  

1. Vertex vi is chosen as one of the initial contact with probability mr/t and new 
vertex links to some of its neighbors as secondary contact, giving raise to a 
triangle. 

2. The vertex vi is chosen as secondary contact and the new vertex links to it as  
its primary or tertiary contact giving raise to a triangles. 

3. The vertex vi is chosen as tertiary contact and the new vertex links to it as its 
primary or secondary contact, giving raise to a triangles. 

These three process are described by the rate equation [1] 

=
E E k 5m m m1 r s ti i i= - m -m m -3m m m - kr r s r s t it t t t 2(m +m m +2m m m )tr r s r s t

∂

∂

⎛ ⎞
⎜ ⎟
⎝ ⎠

     (5) 

where second right-hand side obtained by applying Eq. (1) integrating both sides with 
respect to t, and using initial condition Ei(kinit, ti) =mr ms(1+3mt), we get the time 
evaluation of triangle around a vertex vi as   
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( ) ( ) a+bk a+bkt i iE t = a+bk ln + ln +Ei i initt b a+bki init

⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠

                 (6) 

Now making use of the previously found dependent of ki on ti for finding ci(k). 
solving for ln(t/ti)in terms of ki from (2), inserting into it into (6) to get Ei(ki), and 
dividing Ei(ki) by the maximum possible number of triangles, ki(ki-1)/2, we  arrive the 
clustering the coefficient 

( ) ( )
( )

2 E ki ic k =ii k k -1i i

                                           (7) 

For this equation detail explanation on refer ref [1] 
For large values of degree k, the clustering coefficient thus depend on k as          

c(k)~ln k/k. 
This has very large clustering coefficient compared to the earlier work where it was 

c(k)~1/k. 

5   Results  

Here a comparison has been made between the earlier model and current application 
by calculating the edge to vertex ratio and triangle to vertex ratio for 45 researchers. 
The results are given in Table: 1 .here one can see an enormous increase in secondary 
contacts. In addition tertiary contacts also have been added in earlier model and the 
earlier model applied in the application of research group, which leads to a faster and 
complex growth of research network.  

Table 1.  

5.1   Simulation Results  

The below results have been represented graphically by calculating the degree 
(number of contacts) of a node. This also is shows an enormous growth in degree of 
nodes. 

Data  on our 
proposed model Initial Contact 

(IC) 
Secondary Contacts 

(SC) 

Neighbor of  Neighbor 
IC 

       (NNIC) 

Vertices 2.55  5.77  4.12  

Triangles 0.4 5.30  5.34  
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Fig. 3. Comparison results of growing research community network: initial contacts are 
growing very slow rate compared to secondary contact i.e. ■ indicates initial contact,  ♦ 
indicates secondary contacts, and ▲ indicates neighbor of neighbor of initial contact connects 
to the vertex vi, Finally ● indicates degree of each vertices, when initial, secondary and tertiary 
contact connect to a vertex vi. Our research community network is growing very fast and 
complex when compared to existing model, vertices simulation results based on Table: 1. 

6   Conclusion 

In this paper, an application which reproduces very efficient research networks 
compared to real social networks has been developed. And also here, the lower  
bound to the degree exponent is the same. The probability distribution for the degree 
k is in agreement with the earlier result for mt =0. The clustering coefficient got an 
enormous raise in growth rate of   ln(ki )/ ki compared to the earlier result 1/ki for 
large values of the degree k. This is very useful in the case of research groups, which 
helps in faster information flow for research and an enormous growth in good 
research. Thus here an efficient but complex application of research social network 
has been developed which gives an enormous growth in probability distribution and 
clustering coefficient and edge to vertex ratio by retaining the community structure. 
This application can be used to develop a new kind of social networking among 
various research groups.  
 
Tool 
We have used C language, UciNet, NetDraw and Excel for creating graph and 
simulation. 
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Notations 
 

Notation Description 
mr Initial Contact 
ms Secondary Contact 
ki Degree of vertex i 
Ei Number of triangles at vertex i 

P(k) Probability density distribution of degree k 
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Abstract. The Semantic Web is not a separate Web but an extension of the 
current one, in which information is given well-defined meaning, better 
enabling computers and people to work in cooperation. E-learning is network-
enabled transfer of skills and knowledge. E-learning refers to using electronic 
application and processes to learn. E-learning applications and processes 
include web-based learning, computer-based learning, virtual classrooms and 
digital collaboration. E-learning offer obvious advantages for learners by 
making access to educational resources very fast, just-in- time and relevance, at 
any time or place. The Semantic Web technology has enabled by a set of 
suitable agents, which seems to be powerful enough to satisfy the e-learning 
requirements like fast, just- in-time and relevant learning. A new class of 
approach inspired by multi agent system and semantic web has been developed 
that can solve various problem of feedback between student and tutor. It 
includes personal agents of students and course tutors. Agents of students and 
tutors don't communicate directly. They send ontological information to 
informational agent that analyses them and returns the results to students and 
tutor. In this paper we derive a new approach, by building reference ontology 
and student domain ontology of physical layer and apply ontology comparison 
algorithm on them for evaluation of student. Comparison algorithm compares 
reference ontology and student ontology. By comparing reference ontology and 
student domain ontology student mistake can be analyzed. Analysis of student 
mistakes allows proposing them personalized recommendations. 

Keywords: Multiagent, Ontology, Semantic Web. 

1   Introduction 

Student evaluation in E-learning based on semantic web. Student evaluation is 
necessary for improvement of student skill and check the level of student. Teachers 
face many difficulties when working with Information and Communication 
Technology in education. Many of those problems are caused by the lack of 
conformity between the used technology and the educational requirements. E-
learning is not just concerned with providing easy access to learning resources, 
anytime, anywhere, via a repository of learning resources, but is also concerned with 
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supporting such features as the personal definition of learning goals, and the 
synchronous and asynchronous communication, and collaboration between learners 
and tutors. So, the aim of e- Learning is to replace old-fashioned learning process 
with efficient and on-demand process of learning, relevant to the user desires. The 
current WWW is a powerful tool for research and education, but its utility is 
hindered by the failure of the user to navigate easily the reputable sources for the 
information he requires. The semantic web is a vision to solve this problem. The new 
generation of the Web, the so-called Semantic Web, appears as a promising 
technology for implementing e- Learning. The Semantic Web constitutes an 
environment in which human and machine agents will communicate on a semantic 
basis.  It is about making the web more understandable by machine. It is also about 
building an appropriate infrastructure for intelligent agents to run around the web 
performing complex actions for their users. Furthermore, semantic web is about 
explicitly declaring the knowledge embedded in many web based applications, 
integrating information in an intelligent way, providing semantic-web based access to 
the internet, and extract information from text. Semantic web is about how to 
implement reliable, large-scale interoperation of web services, to make such services 
computer interpretable ,i.e, to create a web of machine understandable and   
interoperable services that intelligent agent can discover, execute, and compose 
automatically[4]. 

The term ontology has been widely used in recent years in the field of Artificial 
Intelligence, computer and information science especially in domains such as, 
cooperative information systems, intelligent information integration, information 
retrieval and extraction, knowledge representation, and database management 
systems. Ontology’s in the context of the semantic web are specifications of the 
conceptualization and corresponding vocabulary used to describe a domain. Any 
semantic on the web is based on an explicitly specified ontology, so 2 different 
semantic web applications can communicate by exchanging their ontology’s. 

The reminder of this paper is organized as follows. Section 2 describes about the 
ontology construction. About Student evaluation in e-learning system using ontology 
comparison algorithm is discussed in section 3. 

2   Ontology Analysis 

Ontological analysis is accomplished by examining the vocabulary that is used to 
discuss the characteristic objects and processes that compose the domain, developing 
rigorous definitions of the basic terms in that vocabulary, and characterizing the 
logical connections among those terms. The product of this analysis, ontology, is a 
domain vocabulary complete with a set of precise definitions, or axioms, that 
constrain the meanings of the terms sufficiently to enable consistent interpretation of 
the data that use that vocabulary [7]. 

An ontology includes a catalogue of terms used in a domain, the rules governing 
how those terms can be combined to make valid statements about situations in that 
domain, and the sanctioned inferences that can be made when such statements are 
used in that domain. In the context of ontology, a relation is a definite descriptor 
referring to an association in the real world; a term is a definite descriptor that refers 
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to an object or situation-like thing in the real world. Formal model of ontology O is 
ordered triple of finite sets O = < T, R, F > , where T - the domain terms of which is 
described by ontology O; R - finite set of the relations between terms of domain; F – 
the domain interpretation functions on the terms and the relations of ontology O. In 
process of ontology building students use relations from the fixed set that contains the 
most widely used relations: R={"is a subclass of", "is a part of", "is a synonym", "has 
attributes", "has elements"}. It simplifies the ontology building and analyses 
processes. 

 

Fig. 1. Ontology building process as a result of learning 

Main steps of ontology construction 

In ontology building students must perform three tasks: 

• Build the set of the domain terms; 
• capture the constraints that govern how those terms can be used to make 

descriptive statements about the domain; 
• Build a model that, when provided with a specific descriptive statement, can 

generate the "appropriate" additional descriptive statements. 

The students (as well as the tutor) have to execute four main steps to design the 
ontology of domain. 

2.1   Ontology Construction Algorithm 

1) Define the main classes and terms of domain and describe their meaning: 
• Define the set of class names T; 
• Define the set of relation names R; 
• For every class name define the set of attribute names At; 
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• For every attribute name name a∈At , t∈Τ define it type – INT, STRING, 
NUMBER ets. or other class of ontology; 

2) Construct the taxonomy of domain terms: 
• Define all pairs of classes 
< t1, t 2>, t1∈T , t 2 ∈T, r (t1, t 2)−>t1 “IS_A_Subclass_Of”t2, r∈ R; 
3) Define synonymy and other relations between these terms: 
• Define all pairs of classes 
< t1, t 2>, t1∈T , t 2∈T, r (t1, t 2)−>t1 “IS_Synonyme_Of”t2, r∈R; 
• Define all pairs of classes 
< t1, t 2>, t1∈T, t 2∈ T, r (t1, t 2)−>t1 “Related_With”t2, r∈ R; 
4) Describe the instances of constructed classes: 
• Define names of instances a; 
• Define meanings of all attributes of instance class 
  ∀ a ∈ t, t ∈ T 

2.2   Classification of Mistake Types in Student Ontologies 

Students will receive a mark depending on their mistakes. We consider that the 
students can make different types of mistakes. We distinguish amongst students’ 
mistakes in the following manner. Here, both semantic and terminological mistakes 
are considered. 

• Wrong direction in hierarchical relations. This is the case of stating that ‘‘A is a 
part of B” when the correct relation is ‘‘B is a part of A” as shown in fig 2. 

• Wrong instance classification. This is the case when instance a belong to class A 
in the reference taxonomy and the student states that instance a that belongs to class B 
as shown in fig 3. 

 

Fig. 2. Hierarchical Direction Class Error 
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Fig. 3. Instance classification error 

 

Fig. 4. Class name error 

• Wrong Relation. The student uses an improper relation but this one belongs to a 
group of hierarchical relations (for example, ‘‘A is a part of B” instead of ‘‘A is a 
subclass of B” as shown in fig 4. 

• Use of hierarchical relation instead of synonymic relation. This is the case of ‘‘A 
is a part of B” instead of ‘‘A is a synonym of B” as shown in fig 5. 
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Fig. 5. Hierarchical class errors 

3   System Design of E-Learning Based on Multiagent System 

Ontological representation of student domain skills can be automatically processed by 
intelligent software agents. It is appropriate to use software agents for e-learning 
because they work efficiently in dynamic heterogeneous distributed environment. One 
of the main properties of an intelligent agent is sociability. Agents are able to 
communicate between themselves. In that way they can engage in complex dialogues, 
in which they can negotiate, coordinate their actions and collaborate in the solution of 
a problem. A set of agents that communicate among themselves to solve problems by 
using cooperation, coordination and negotiation techniques compose a multi-agent 
system (MAS). 

 

Fig. 6. System design of E-learning using Multiagent system 
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Description of modules contain in system design:  

Tutor 
Tutor has to describe the main terms and concepts from which a course is to 
be constructed. Tutors have precise information about the learning difficulties 
of their students and tutors can make actions for students to overcome their 
learning flaws. Main task of tutor is to build reference ontology using ontology 
construction algorithm. 

Student 
Student has to build the domain ontology of learning material using ontology 
construction algorithm. 

Database (DB) 
It contains general information about students:  
Student name 
Student e-mail address  
Student registration detail  
Student learning style 

Knowledge Base (KB) 
In knowledge base the courses ontological information is stored. Reference 
ontology build by the tutor is send to the knowledge base via tutor personnel 
agent. 

Student personnel agent 
Each student is monitored by a student agent. Student agent contains the 
information related to the topics visited during the student’s e-Learning 
activities.Student personal agents allow the framework to find situations where a 
student makes mistakes of the same type in ontology’s of different courses. 

Tutor agent 
Tutor agents will provide the personalization of distributed learning processes. 
These agents will use the learning history for feedback between students and 
tutors. A tutor agent is associated with a set of students that are interested in the 
same topic. A tutor agent is associated with an e-Learning site in order to manage 
the Learning objects contained in the site. Tutor agent contains the global profiles 
of all the students associated with it. 

Informational agent 
Informational agent supports the communication process and facilitates the user 
interaction with both the DB (database) and the KB (knowledge base). Students 
and tutors personal agents do not communicate among them directly, but 
they send the ontological information to the Informational Agent. This 
informational agent then analyses the received information and returns the 
results to both, the students and the tutors. 

Comparison Algorithm 
This algorithm compares the student domain ontology and reference ontology 
and returns the result to the informational agent. 
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Reference ontology 
It is the ontology of course material of e-learning system. 

Domain ontology 
Domain   ontology   plays   central   role   as   a   resource structuring the learning 
content. Domain ontology is work as object of examining. It is ontology of 
learning material of student. 

This system works as follows. The reference ontology is sent to knowledge base by 
the tutor personal agent. Then, when a student forms the domain ontology in OWL 
format, her/his personal agent connects not with the course tutor personal agent but 
with the informational agent and sends this ontology for comparing it to the last 
version of the reference one. After the comparison, the informational agent sends 
these results to the student and tutor personal agent. If a student or tutor usually 
prefers certain learning or information presentation method then the personal agent 
accomplishes all these requirements in new courses without needing to receive direct 
instructions from the user. After that, the student would receive information in the 
appropriate way taking into account previous examination results. 

Thus, if a student, for example, makes the same mistakes in an ontology (s)he  
receives a notification about it suggesting to her/him to follow some links that lead 
to suitable course materials. The use of student personal agents allows the 
framework to find situations where a student makes mistakes of the same type in 
ontologies of different courses. (S)he then receives a notification about it and is 
informed about links with suitable logical course materials. Another important 
advantage of using multi-agent technology comes from having tutor personal 
agents. If the majority of students make the same mistakes the course tutor 
receives a notification this fact, so that (s)he can change suitable course materials. 

4   Comparisons of Ontologies 

This algorithm is based on some specific conditions. 
Student  has  to use  ontological  terms  for  classes  and subclasses only from 

the fixed set corresponding to terms of reference ontology, other terms are 
considered as mistakes; 

Student has to use relations between classes only from the fixed set corresponding 
to relations of reference ontology, other relations are considered as mistakes too; 

If student nevertheless use some term that doesn’t exist in reference ontology this 
term has to correspond to some term of reference ontology (student can use the 
incorrect name by mistake). 

The ontology comparison algorithm 
Ontology comparison algorithm compare the student ontology Os with reference 
ontology Oe made by tutor 

1. Define the sets of ontology terms Ts  and Te  . 
2. Classify terms from Ts  on three disjoint categories. 

Tn, Tu and Tw. Ts   = Tn  ∪ Tu  ∪T w 
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• Correctly defined terms 

Tn     ⊆ Te 

• Not accurately defined terms  
Tu    ⊄ Te  but 

∀ti   ∈Tn  ∃t j    ∈Te ,...,t ∈Te , t j∈Te , m = 1, k 

• Incorrectly defined terms  

Tu    ⊄ Te   
and ∀ti   ∉Tn ¬∃t j   ∈Te   

3. Define the sets of ontology relations Rs and Re . 
    4. Classify relations from Rs  on three disjoint categories: Rn, Ru  and Rw. 

Rs = Rn  ∪ R u  ∪ Rw     where 

• Correctly defined terms 

Rn   ⊆ Re 

• Not accurately defined terms 

Ru   ⊄ Re but 
∀ri   ∈Rn  ∃r j1    ∈Re ,...,rjm ∈ Re ,rjk ∈Re , m = 1, k 

• Incorrectly defined terms 

Ru     ⊄ Re   
and ∀ ri     ∉ R n ¬∃ r j     ∈ R e    

5   Analysis of the Use of Ontology Classes and Relations 

We do not consider the use of elements from Tw and relations from Rw. It is very 
important to take into account the type of relations – hierarchical or improper: A 
mistake coming from using ‘‘is a part” relation instead of ‘‘is a subclass” is much less 
significant than using ‘‘is a synonym” relation instead of ‘‘is a subclass” one. This 
step requires the definition of an evaluation function which provides a mark to the 
students by analyzing the similarity between the sets obtained by the teacher and by 
the student. In this work, the student receives a mark, written K, which is calculated 
as follows: K = (Kterm * mterm + Kref * mref + Ktype * mtype) / (mterm + mref + 
mtype), where Kterm is the % of concepts correctly identified in the student 
ontology; Krel is the % of relations correctly identified in the student ontol- ogy; 
Ktype is the % of types of relations correctly identified in the student ontology; 
mterm is the weight given by system/teacher to the identification of concepts; mrel is 
the weight given by system/teacher to the identification of  relations;  mtype  is  
the  weight  given by system/teacher to the identification of types of relations. 

Ontology comparison algorithm compares the reference ontology and student 
domain ontology. It compares mainly the classes, relations and type of relations. In 
first step of algorithm it defines classes of reference ontology as Ts and classes of 
student ontology as Te. In third step of algorithm divide the classes of student 
ontology into three disjoint set as correctly identified classes, not accurately defined 
classes and incorrectly defined classes. Same concept is used in step three and step 
four but it is for relations. in step five it calculate the percentage of student ontology 
correctness by considering only correctly  defined classes and not accurately defined 
classes. 
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6    Conclusion 

The main intension of system is to provide student evaluation in e-learning based 
semantic web using multiagent system. The Proposed approach is used to generate 
feedback for student for efficient assessment of student. Feedback generation is also 
possible through human tutor but it takes time. The Proposed approach provides 
automatic generation of feedback between student and tutor. It will improve the 
efficiency of e-learning system. 

Few improvements for this approach are possible. An issue that is not addressed 
here is individual marking and individual ranking of student. Also we improve this 
approach by ontology integration and provide knowledge sharing between students. 
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Abstract. In this paper we present an approach that will identify opinion of web 
users popularly expressed using short words or sms words. These words are 
pretty popular with diverse web users and are popular means for expressing 
their opinion on the web. The study of opinion from web arises to know the 
diversity of web users. The opinion expressed by web users may be on diverse 
topics such as politics, sports, products, movies etc. These opinions will be very 
useful to others such as, leaders of political parties, selection committees of 
various sports, business analysts and other stake holders of products, directors 
and producers of movies as well as to the other concerned web users. We use 
semantic based approach to find users opinion from short words or sms words 
apart of regular opinionated phrases. Our approach efficiently detects opinion 
from opinionated texts using extraction patterns and is found to be better than 
the other approaches on different data sets. 

Keywords: Artificial Intelligence, Sentiment Analysis, Opinion Mining. 

1   Introduction 

The rapid development of web and its related technologies have fueled the popularity of 
the web with all sections of society. The web has been used by many such as 
governments, business houses, industries, educational institutions etc., to reach the 
masses. The individual user’s are provided with an opportunity to obtain and share 
knowledge. 

Today many web users document their opinion on different platforms like 
discussions forums, opinionated sites, e-commerce sites, blogs, personal web pages 
etc., the opinion expressed may be in a single line or multiple lines in an opinionated 
text. For last few years, web has seen new forms of written communications, which 
are quite popular with vast section of the web users. One such form of written 
communication popular with web users is using short words. 

Short words also known as SMS language [8] [9] [10] are quite popular with web 
users. There are many arguments [8] [9] and counter arguments [10] about its use in 
communication and its impact on linguistic development of future generations. We 
believe these short words continue to exist and would conceal facts and opinions 
important to others. 
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For example, word like excellent is written in short words as xllent, xlent etc., the 
use of short words are found to be very popular as it conveys message at less time. 
The limitation is that there are no standards for short words, making it very difficult 
for processing. A few web users use one or more short words in their communication 
and opinionated text are no exceptions. Following are the examples of opinionated 
text with regular and short opinionated words collected from opinionated site review 
centre and retained in same form. 

Example 1. Well it is one of the most exciting phones to ever come out. I do think it 
might be behind the times compared to older phones from Nokia like the N95 etc but 
it is still a nice phone. 

Example 2. A gr8 TV for the dollar. Samsung has designed and produce a 5n TV. 
The picture quality is xllent with analog and high definition signal. Sound quality is 
gud to xllent. It has a wide angle of picture side vision. It is a very compact design 
for a TV of this size. Instructions are very xllent with simple setup. 

Example 1 conveys opinion of a web user with regular opinionated words. Similarly, 
example 2 conveys opinion of a web user using regular and short opinionated words. 
The words in bold represent regular opinionated words, those that are bold and 
underlined represent short opinionated words. The afore used short words like gr8, 5n, 
gud, xllent are commonly used to represent regular words great, fine, good and 
excellent.  

In this paper we focus on detecting opinions expressed by web users using short 
and regular opinion words only on products. The remainder of this paper is organized 
as follows: In Section 2 we give a brief description of related work. Then, in Section 
3, we discuss our methodology. In Section 4, the experimental results are discussed. 
Conclusion is discussed in Section 5. 

2   Related Work 

Opinion mining is a recent sub discipline of information retrieval which is not about 
the topic of a document, but with the opinion it expresses [1]. We have referred many 
literatures on opinion mining, due to space constraint only a few are below 
mentioned.  

Hatzivassiloglou and McKeown [15] have attempted to predict semantic 
orientation of adjectives by analyzing pairs of adjectives (i.e., adjective pair is 
adjectives conjoined by and, or, but, either-or, neither-nor) extracted from a large 
unlabelled document set. 

Turney [13] has obtained remarkable results on the sentiment classification of 
terms by considering the algebraic sum of the orientations of terms as representative 
of the orientation of the document.  

Wang and Araki [16] proposed a variation of the Semantic Orientation-PMI 
algorithm for Japanese for mining opinion in weblogs. They applied Turney method 
to Japanese webpage and found results slanting heavily towards positive opinion. 
They proposed balancing factor and neutral expression detection method and reported 
a well balanced result. 
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Kamps et al [11] have focused on the use of lexical relations defined in WordNet. 
They defined a graph on the adjectives contained in the intersection between the 
Turney’s seed set and WordNet, adding a link between two adjectives whenever 
WordNet indicate the presence of a synonymy relation between them. The authors 
defined a distance measure d (t1, t2) between terms t1 and t2, which amounts to the 
length of the shortest path that connects t1 and t2. The orientation of a term is then 
determined by its relative distance from the seed terms good and bad. 

Opinion observer [6] is the sentiment analysis system for analyzing and 
comparing opinions on the web. The product features are extracted from noun or noun 
phrases by the association miner. They use adjectives as opinion words and assign 
prior polarity of these by WordNet exploring method. The polarity of an opinion 
expression which is a sentence containing one or more feature terms and one or more 
opinion words is assigned a dominant orientation. The extracted features are stored in 
a database in the form of feature, number of positive expression and number of 
negative expression. 

Anil and Suresha [5] proposed an approach for detecting opinion from short 
words using short word lexicon. It involves in searching an opinionated text with 
entries of short word lexicon and translating short words with regular words in an 
opinionated text for opinion detection. 

Our work differs from the afore mentioned studies by finding opinion of a user 
from both regular and short opinionated words in an opinionated text. Our work uses 
adjectives as well as part-of-speech like verb, adverb etc., to capture opinionated 
words for efficient opinion detection. Also the use of extraction patterns eliminates 
searching and translation phases for opinion detection from short opinionated words. 

3   Methodology 

We collected nearly 2000 opinionated texts from sources such as web search engines 
like Google, Altavista, Exalead etc., opinionated sites like Amazon, CNet, review 
centre, bigadda, rediff etc., and from researchers [2][6] for experimentation. 

Our data sets comprised of predominantly of normal opinionated words with a 
few short words used for expressing opinions. We passed these data sets to group of 
10 engineering students of diverse disciplines to rephrase regular opinion words with 
their popular short opinion words, while retaining a copy of original data sets for 
further processing. We refer to original opinionated texts as Data Set 1 and rephrased 
opinionated texts as Data set 2. All opinionated texts, both original and rephrased, are 
subjected to a part of speech tagger. The tagger used is Monty Tagger [7]. The tagged 
opinionated texts are then subjected to extraction patterns to obtain opinionated 
phrases that are likely to contain user’s opinion. Table 1 shows a few extraction 
patterns used to find opinionated phrases, where JJ represent adjective, CD represent 
cardinal and NN/NNS, VB/VBD/VBN/VBG, RB/RBR/RBS represent different forms 
of noun, verb and ad-verb. 

An initial study undertaken by [4] showed that the extracted phrases also contain 
neutral phrases which can influence opinion of an opinionated text. In order to 
remove these neutral phrases we use Sentiment Product Lexicon (SPL) for capturing 
only subjective or opinionated phrases.  
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Table 1. Extraction patterns 

Slno. First Word Second Word Third Word 
    

1 JJ NN or NNS anything
2 RB,RBR or RBS JJ not NN nor NNS 
3 JJ JJ not NN nor NNS 
4 NN or NNS JJ not NN or NNS 
5 RB,RBR or RBS VB,VBD,VBN or VBG anything

6 NN, NNS or NNP NN or NNS or NNP anything
7 RB, RBR or RBZ VB or VBD or VBG or VBN anything
8 RB, RBR or RBZ CD anything
9 CD NN, NNS or NNP anything

 
Sentiment Product Lexicon is collection of General lexicon and Domain lexicon. 

General lexicon maintains a list of positive and negative words by collecting opinion 
words that are positive or negative from sources. Domain lexicon maintains a list of 
positive or negative words from the domain context. We found words like cool, 
revolutionary etc., appeared in negative list of General lexicon. These words were 
used to express positive opinion by web users. Hence we created a domain lexicon to 
have opinion words from the domain perspective. The details of construction of 
General lexicon and Domain lexicon are made available in [3]. 

To capture opinion from popular short words in opinionated texts, we collected 
220 short words that were analyzed by a group of 10 engineering students of diverse 
disciplines for identifying short words which conveys positive or negative opinion. 
Short words were added to the Domain lexicon, when there is 60% students 
agreement on the polarity of short words. 

We obtained 170 short opinionated words with 92 positive and 78 negative short 
words. The opinionated phrases from opinionated texts are subjected to Domain 
lexicon to identify the opinion of short words. Consider the text “ this is a gr8 phone”. 
Here gr8 is used to represent great. After part of speech tagging the text, we obtain 
this/DT is/VBZ a/DT gr8/CD phone/NN. Where DT,VBZ,CD and NN corresponds to 
determiner, verb, cardinal and noun. Application of extraction patterns from Table 1 
obtains gr8/CD phone/NN as opinionated phrases. We use SPL and a list of 
Intensifiers and diminishers to obtain a score that aids in finding opinion of web users. 

When an text with short opinionated words such as This is a gud phone. is passed 
to a tagger, we obtain the following tagged text This/DT is/VBZ a/DT gud/NN 
phone/NN ./.”. Application of extraction pattern from Table 1 will obtain gud/JJ 
phone/NN as opinionated phrase from the text. Similarly, an opinionated text such as 
This is a bad phone. with regular opinionated words is input to the tagger, we get the 
following tagged text This/DT is/VBZ a/DT bad/JJ phone/NN ./.. Application of 
extraction patterns from Table 1 will obtain bad/JJ phone/NN as opinionated phrase 
from the text. SPL is used to detect neutral phrases. We consider the extracted phrases 
or words namely word1 and word2 from an opinionated text as neutral if none of the 
extracted words are found in SPL.  

From the above example word1 is bad and word2 is phone. We find whether 
word2 is in positive or negative list of Domain lexicon. If word2 is present in any one 
of the list in Domain lexicon, polarity of the word will be similar to polarity of list in 
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which it is found. If it is not in positive or negative list of Domain lexicon, then 
positive and negative list of General lexicon is consulted to find the polarity of a 
word. 

If word2 is neither present in Domain lexicon nor in General lexicon, we assume 
word2 to have neutral polarity, in such a case we use word1 instead of word2, and 
find polarity of word1 similar to polarity of word2 afore discussed. If polarity is 
found, then polarity is for the phrase consisting of both word1 and word2. If polarity 
is not found, we assume both word1 and word2 to be neutral. If a word, either word1 
or word2 is present in both Domain lexicon and General lexicon, polarity of word will 
be similar to polarity of Domain lexicon. If word1 is a negator such as not, the 
polarity of word2 will be opposite to an earlier obtained polarity of word2. 

For example the phrase “not good”, here word1 is not and word2 is good. The 
polarity of word2 is positive, since word2 is prefixed by word1 i.e. not. The polarity 
of phrase is negative. We retain only those phrases that have a polarity and discard 
phrases that are neutral. We assign a score of +2 for positive phrases and -2 for 
negative phrases. we have used the values as discussed in [12]. 

The phrases obtained are subjected to a list of intensifiers and diminishers 
obtained from [14]. The objective is to assign a score to opinionated phrase based on 
occurrence of phrases that scales positive or negative opinion of the users. For 
example the opinionated text “this phone is good” is different from “this phone is too 
good”. Here the phrase too is intensifying positive opinion of the user. Similarly, in 
the text “This phone is barely good” the phrase barely is dimishing the positive 
opinion of the user. 

When the extraction patterns discussed in Table 1 are applied to the text “this 
phone is too good”, the opinionated phrase too good is obtained. The SPL also 
outputs the phrase too good as positive opinion phrase with score +2. We pass the 
positive phrase to a list of intensifiers and diminishers. 

Our intuition here is that, intensifiers or diminshers precede opinionated phrase. if 
the phrase is positive and preceded by an intensifier we add 1 to score of positive 
phrase(1+2). if the phrase is positive and preceded by an diminisher we subtract 1 to 
score of positive phrase(1-2). Similarly, if the phrase is negative and proceeded by an 
intensifier we add -1 to score of negative phrase (-1-2). if the phrase is negative and 
preceded by an diminisher we add 1 to score of negative phrase(1-2). Therefore the 
score for the phrase too good is 3(1+2) and score for phrase barely good is 1(-1+2). 
We are unable to provide more examples because of the page limit guidelines of the 
conference.  

We compute the average semantic orientation of the opinionated text by 
considering all scores of opinionated phrases as shown in Equation 1. We classify 
opinionated text as positive, if the average semantic orientation of opinionated text is 
greater than a threshold and negative when the average semantic orientation is less 
than a threshold. The threshold used here is 0. 

SO(OpinionatedText) =
1
n

n

∑
i=1

(OpinionatedPhrasei)
                    

(1)
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  Table 2. Results on Data Set 1   
   

 Slno. Approach Number of opinionated text Accuracy(%)  
      

 1   [16] 400 75  

 2   [2] 140 69.3  

 3   Our approach 400 79.5  

 4   [5] 400 79.5  

 5   Our approach 140 73.56  

 6   [5] 140 73.56  

 7   Our approach 250 89.86  

 8   [5] 250 89.86  

 9   Our approach 100 83.14  

 10   [5] 100 83.14  

 11   Our approach 34 87.87  

 12   [5] 34 87.87  

 13   Our approach 95 89.47  

 14   [5] 95 89.47  

 15   Our approach 45 95.55  

 16   [5] 45 95.55  

 17   Our approach 97 78.94  

 18   [5] 97 78.94  

 19   Our approach 33 96.67  

 20   [5] 33 96.67  

 

Fig. 1. Summary of Users Opinion on Data Set 1 
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Fig. 2. Summary of Users Opinion on Data Set 2 

4   Experiments and Results 

We use afore mentioned approach to find opinion from opinionated texts. Table 2 
provides result of our approach along with a few published results. Application of 
extraction patterns defined in [5] yields results similar to our approach on Data Set 1. 

When Opinionated texts from Data Set 2 are subjected to opinion detection, the 
extraction patterns defined in Table 1 provides better opinionated phrases, including 
regular and short words, than the patterns defined in [5]. For example, consider 
opinionated text “I am extremely happy with this product. It is grt player with xlent 
feature.” We obtain extremely happy as opinionated phrase with pattern defined in [5] 
without recognizing popular short words. We get extremely happy, grt player and 
xlent feature as opinionated phrases using extraction patterns defined in Table 1. 

Table 3 provides result of opinion detection from opinionated texts on Data Set 2. 
We achieve an increased accuracy of 5.83% than the other approach discussed in [5]. 
Another advantage of our approach is that, it eliminates searching for short words and 
later translation of short words to regular words. For example, In an opinionated text 
such as “It is grt player with xlent feature” short words like grt and xlent are 
translated to normal words with the help of short word lexicon in a few approaches. 
Our approach eliminates searching and translation phases, thereby significantly 
reducing the processing time to detect opinion. 

We compute the accuracy of our approach by considering true positives and true 
negatives divided by total number of opinionated texts. True positives represent 
number of opinionated texts classified correctly as positive. Similarly, true negatives 
represent number of opinionated texts classified correctly as negatives. Figure 1 and 2 
shows positive accuracy and negative accuracy of users opinion on Data Set 1 and 
Data Set 2. 
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Table 3. Result on Data Set 2

  
      

 Slno. Approaches Number of opinionated text Accuracy(%)  
      

 1   [5] 400 67.8  

 2   [5] 140 73.56  

 3   [5] 250 75.9  

 4   [5] 100 89.7  

 5   [5] 34 87.7  

 6   [5] 95 89.47  

 7   [5] 45 95.55  

 8   [5] 97 78.94  

 9   [5] 33 96.67  

 10   Our approach 400 85.6  

 11   Our approach 140 74.45  

 12   Our approach 250 88  

 13   Our approach 100 95.58  

 14   Our approach 34 96.9  

 15   Our approach 95 92.01  

 16   Our approach 45 97.62  

 17   Our approach 97 79.80  

 18   Our approach 33 97.87  

5   Conclusion 

We have discussed an approach that detects opinion of a web user from an 
opinionated text. Today opinions are expressed by the web users using regular words 
or short words. We find opinion of a web user from both regular and short word and 
later classifies opinion as positive or negative. Our approach achieves an increased 
accuracy of 5.83% on opinionated texts comprising of regular and short words. It 
efficiently detects opinion from opinionated texts using extraction patterns and is 
found to be better than the other approaches on different data sets. 
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Abstract. In this paper we investigate some of the most important variants of 
information retrieval. They are Cross-lingual Information Retrieval (CLIR) and 
Multilingual Information Retrieval (MLIR). CLIR deals with submitting queries 
in one language and retrieving documents in some other language other than 
query language. MLIR deals with submitting questions in one or more 
languages and retrieving documents in one or more diverse languages. With 
increasing globalized economy, the knack to find information in other 
languages is becoming a necessity. In short the paper tries to encapsulate the 
overall review of the research works in Indian and Foreign languages.  
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1   Introduction 

Information Retrieval [IR] is the act of storing, searching, and retrieving information 
that match a user’s request [3]. IR became popular with the start of the Internet, and it 
is increasingly relevant and researched. Now, almost all internet users use some type 
of modern IR system every day, whether it is a search engine (Google or Yahoo) or 
some specially developed system for digital libraries [46]. The variants of the IR are 
BLIR, CLIR and MLIR. In this paper we concentrate on CLIR and MLIR only. CLIR 
deals with submitting queries in one language and retrieving documents in some other 
language other than query language. MLIR deals with submitting questions in one or 
more languages and retrieving documents in one or more diverse languages. With 
gradually more globalized economy, the knack to find information in other languages 
is becoming a necessity. 

The rest of the paper is organized as the following. Section 2 introduces the most 
important IR methods, various works of CLIR are presented in Section 3, and in 
Section 4 MLIR system and review its previous research works are discussed, at last, 
we conclude in Section 5. 

2   IR Methods 

In classical IR search engines, both the query and the retrieved documents are in the 
same language. The classical IR regards the documents in foreign language as the 
unwanted “noise” [1]. These needs are introduced in new area of IR which takes into 
account all the documents received regardless of the languages being used. This is 
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where the bilingual, cross-lingual and multi-lingual IR plays a part. But to perform 
these variants of IR, a variety of translation methods are required. These are described 
in the following sub-sections. 

Translation can be done to the query, the document or both when any retrieval 
system involved with many languages. Query translation involves translating the 
query to the target language. Document translation translates the document into the 
source language (i.e. the language used for the query). There are various methods to 
translate query, document or both. There are three primary tools for translations are 
dictionaries, machine translation systems and parallel corpora. Query translation, 
typically, uses either dictionary based or corpus based translation. Document 
translation, for the most part, only uses machine translation.  

2.1   Dictionary Based 

A bilingual dictionary is a catalog of words in the query language and their 
translations in the document language. However, these dictionaries have translation 
probabilities assigned that allow for disambiguation and weighting it is an easiest 
method. Most of the researchers choose this tool. There are plenty of bilingual 
dictionaries are available in the literature both in Indian and Foreign languages [46]. 
The drawback of this method is specialized terms and phrases are often not replaced 
properly. 

2.2   Machine Translation 

In this method, a machine translation system is used to translate either the document 
or query. The main weaknesses of this method are translation text or words may be 
incorrect and computational expensive. This method is not adequate in situations 
where there is a large collection of documents or when searching for documents on 
the web. 

2.3   Parallel Corpora 

The final method of translation is corpus-based method that depends on parallel 
corpora in the two languages. When compared to dictionary based translation, corpus 
based translation typically gives much superior performance [5]. The drawback of this 
translation method is the creation of parallel corpora is convoluted and quite 
expensive and sometimes it can be extremely hard to find parallel corpora for certain 
languages or that are large enough to be of use [46]. 

The main problems with dictionary based and corpus based translation are 
coverage and quality. Poor quality dictionaries and corpora can greatly diminish the 
performance of a system [5]. Coverage relates to words that are not present in the 
dictionary or corpus. These words will have no translation, while in some languages 
that are related this is no problem in other language pairs such as Chinese and 
English this is a big problem [6]. Because of this there has been considerable 
research done on automatically or semi-automatically acquiring parallel corpora or 
bilingual lexicons [46]. 
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The above described methods are used for CLIR and MLIR systems. These two 
systems may use translation of all documents into a common language, automatic 
translation of the queries, or combination of both query and document translations. 

3   CLIR 

One variant of IR that has made a great deal of interest and has had many exciting 
advances made in it, is CLIR. The purpose of CLIR is to permit users to make queries 
in one source language and retrieve target documents in one or more other languages. 
The resulting target documents can then be translated into the source query language 
to permit the user to get to know about the information retrieved. For example, a user 
makes a query in English about “school” and receives documents back in Hindi about 
“ ” which is Hindi school. 

As stated above most systems in CLIR use some type of translation methods. Apart 
from translation methods, there exist few non-translation methods, such as cognate 
matching [2], latent semantic indexing [10], and relevance models [4]. The translation 
methods are frequently used because of the problem in CLIR in language translation. 
The most important and major areas of research in CLIR are: What should be 
translated, how it should be translated, and how to eliminate bad translations, and also 
an active topic is how to acquire large enough amounts of translation. 

3.1   CLIR Survey on Indian and Foreign Languages 

In [11], the task is to retrieve relevant documents from an English corpus in response 
to a query expressed in different Indian languages which includes Hindi, Tamil, 
Telugu, Bengali and Marathi.  A word alignment table have been used that was learnt 
by a Statistical Machine Translation (SMT) system trained on aligned parallel 
sentences, to map a query in source language into an equivalent query in the language 
of the target document collection. The relevant documents are then retrieved using a 
language modeling based retrieval algorithm. This work has been tested on CLEF 
2007 data collection. 

The most commonly used vocabulary in Indian language documents found on the 
web contains a number of words that have Sanskrit, Persian or English origin. In [12] 
approximate string matching techniques are used to exploit relatively large number of 
cognates among Indian languages, which are higher when compared to an Indian 
language and a non-Indian language.  

An approach to identify cognates was presented and made use of them for 
improving dictionary based CLIR where the query and documents both belong to two 
different Indian languages. Experiments using a Hindi document collection and a set 
of Telugu queries were conducted and reported the improvement due to cognate 
recognition and translation. 

The main objective of this work [13] is to analyze and evaluate the retrieval 
effectiveness of various indexing and search strategies based on test collections 
written in four different languages: English, French, German, and Italian. Data base 
merging strategies have been used. Experiments are done in CLEF 2000 corpora. 

This paper [14] describes an approach that employs user-assisted query translation 
to help searchers better understand the system’s operation. 



 A Review on the Variants of Information Retrieval 615 

[15] This paper explores the key issues in dictionary-based CLIR, develops unified 
frameworks for term selection and term translation. This framework helps to explain 
the relationships among existing techniques, and demonstrates the effect of  
those techniques using four contrasting languages for systematic experiments with 
uniform query translation architecture.  The other popular works on CLIR are given in 
table 1. 

Table 1. An overview of CLIR and MLIR research works in foreign languages 

 
 
 

Authors Languages Method/Technique Evaluation 
Initiatives 

Fujii, A., Ishikawa, 
T., 2001[19] 

J to E  and E to 
J 

Query translation and 
Document translation 

NTCIR -2 
Collection 

Jialun Qin, Yilu 
Zhou, Michael 
Chau, and Hsinchun 
Chen, 2003 [22] 

E to Ch Dictionary based  query 
translation 

TREC  
Collection 

David A. Hull, 
Gregory 
Grefenstette, 1996 
[29] 

E to F  Dictionary based  query 
translation 

Documents 
Collection 

Chen-Yu Su, Tien-
Chien Lin and Shih-
Hung Wu, 2007 
[30] 

Ch  to J and K Dictionary based  query 
translation 

 
NTCIR -6 

Paraic Sheridan, 
Jean Paul Ballerini, 
1996 [31] 

G to I Thesaurus-based query 
expansion  

Documents 
Collection 

Wen-Cheng Lin, 
Hsin-Hsi Chen, 
2003 [20] 

J to E and Ch Query translation NTCIR-3 

David A. Hull ,  
Gregory 
Grefenstette, 1996 
[32] 

E to F Dictionary based query 
translation 

Documents 
Collection 

Peter A. Chew and  
Ahmed Abdelali, 
2008 [33] 

E, R, S, F and A Latent  Semantic  Analysis Bible and Quran 
data 

Su Liu, 2001 [34] E to Ch Dictionary based  query 
translation 

TREC 
Collection 

Mizera-Pietraszko 
J, 2009 [35] 

E to F and F to 
E Meta data search Documents 

Collection 
Turdi Tohti, Winira 
Musajan, Askar 
Hamdulla, 2008 
[36] 

Uyghur, Kazak, 
Kyrgyz 

Query phase 
reconstruction, character 
coding 

Website data 
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Table 1. (continued) 

 
 
Table 1 describes the works in foreign languages which are involved in the 

CLIR/MLIR systems, the translation technique/method and finally the evaluation 
initiatives/web document collections used in the research work for experiments are 
enumerated.  

Similarly, Table 2 describes the works in Indian languages which are involved in 
the CLIR/MLIR systems, the translation technique/method and finally the evaluation 
initiatives/web document collections are used in the reviewed research work 
experiments are enumerated.   

4   MLIR 

MLIR facilitates the usage of queries in one language to access documents in different 
languages. In recent years, large amount of multilingual information is created and 

Marshall Ramsey, 
Thian-Huat Ong, 
Hsinchun Chen, 
1998 [37] 

Ch and J  
Dictionary-lookup, 
phonetic, radical, and 
mnemonic 

Training data 

Dong-Mo Zhang, 
Huan-Ye Sheng, 
Fang Li and Tian-
Fang Yao, 2002 
[38] 

E, G and Ch Case based reasoning and 
machine learning Documents 

Kazuyuki 
Yoshinaga, Takao 
Terano, Ning 
Zhong, 1999 [39] 

J and E 

Web Information 
Collector, Document 
classifier, Ontology 
generator and Search 
engine 

Web documents 

Hsin-Chang Yang, 
Chung-Hong Lee, 
2008 [45] 

E and Ch Parallel corpora Bilingual corpus 
documents 

Hassina Aliane, 
2006 [40] A, F and E Ontology based Approach 

(corpora) 

Trilingual 
corpus 
documents 

Chung-hsin Lin  
and Hsinchun  
Chen, 1996 [41] 

Ch and E Indexing and 
Classification approach 

Multilingual 
Databases 

Jeffrey A. Rydberg-
Cox, Lara Vetter, 
Stefan M. Rüger, 
Daniel Heesch [42] 

Greek, Latin 
and Old Norse Query translation Search engine 

results 

Shuang-Qing Yuan, 
Fang Li, and Huan- 
Ye Sheng, 2002 
[43] 

Ch and E 

Novel approach for 
finding terminology 
translations from 
hyperlinks 

Website Links 
(parallel or 
unparallel 
corpus) 

Akiko Aizawa, 
2002. [44] E and J  Evolutionary framework NTCIR-J1 
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disseminated. Due to this reason it attracts the attention of the researchers lately. In 
order to retrieve this multilingual information efficiently the adaptation of traditional 
IR systems has been considered. That is query translation and document translations 
have been used. The problem of MLIR is an extension of the general problem of 
monolingual IR [16]. 

MLIR can be thought of as a combination of machine translation and traditional 
monolingual IR. Most research has focused on locating and exploiting translation 
resources with which the user’s search requests or target documents (or both) are 
translated into the same language. 

A multilingual data collection is a set of documents that are written in different 
languages. There are two types of multilingual data collection. The first one contains 
several monolingual document collections. The second one consists of multilingual-
documents. The second type of multilingual data collection is written in more than 
two languages. Some multilingual-documents have a major language, i.e. most part of 
the document is written in the same language. 

4.1   MLIR Survey on Indian and Foreign Languages  

In this area, there is almost a nil figure available in Indian languages. It is also hardly 
available in foreign languages. The few available ones are presented as follows: Most 
systems in MLIR use some type of translation. While there exist non-translation 
methods, such as: Translation-free technique is based on an ontological representation 
of documents and queries. A multilingual ontology for documents/queries 
representation has been used [18]. 

Integrate query and document translation with monolingual retrieval to improve 
retrieval accuracy have been presented in [19], and perform clustering to improve 
browsing efficiency.  Finally, an entropy-driven technique has been used in evaluating 
clustering methods. 

Japanese/English cross-language (J-E and E-J) and multi-lingual (J-JE and E-JE) 
IR tasks are participated in NTCIR-2. In this paper, performance evaluation is done 
with respect to the NTCIR-2 collection. The paper [20] deals with Chinese, English 
and Japanese MLIR run and the merging problem in distributed MLIR is studied. In 
[21] MLIR based on knowledge representation model is given. This model permits to 
describe the semantics of document in a multilingual context. This model also, called 
semantic graph, is an extension of the Sowa’s model of conceptual graphs where 
different vocabularies’ are available. In [22] a multilingual English-Chinese Web 
portal in the business domain is developed and evaluated. This paper used a 
dictionary-based approach that has been adopted to combine phrasal translation, co-
occurrence analysis, and pre- and post-translation query expansion. 

Recently, a number of tracks and workshops have evolved to support research in 
this area. They are TREC (Text Retrieval Conference), CLEF (Cross Language 
Evaluation Forum) and the NTCIR (NII Test Collection for IR Systems). The  
NTCIR project is a yearly competition in Japan that covers many topics including 
CLIR. 
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Table 2. An Overview of CLIR and MLIR Research Works In Indian Languages 

Authors Languages Method/Technique Evaluation 
Initiatives 

Jagadeesh, J. and 
Kumaran, K , 2007 
[11] 

(H, Ta, Te, Be,  
Ma and E)  to E 

structural query translation, 
Language Modeling based 
retrieval algorithm 

CLEF 2007 

Ranbeer Makin, 
Nikita Pandey, 
Prasad Pingali, and 
Vasudeva 
Varma,2007 [12] 

Te to E 
Dictionary based query 
translation, String matching 

Documents 
Collection 

A. Kumaran, 
Jayant  and R. 
Haritsa, 2005 [23] 

E to (Ta and F) Semantic text matching 
Standard  
SQL:1999 
Constructs 

Prasad Pingali and 
Vasudeva Varma, 
2006 [24] 

(H and Te) to E 

Dictionary based query 
translation, Lucene search 
engine, vector based 
ranking model 

CLEF 2006 

Tune, K. K, 
Pingali, P., Varma, 
V., 2007 [25] 

Oromo to   E 
Dictionary based query 
translation, Approximate 
string matching  

CLEF 2006 

Sethuramalingam S 
and Vasudeva 
Varma, 2008 [26] 

E to H and H to E 

Dictionary based query 
translation, Mapping based 
approach for transliteration,  
Lucene’s BM25 algorithm 
for ranking 

FIRE-2008 

Manoj kumar 
Chinnakotla and 
Om P.Damani, 
2009 [27] 

E to (H, Te, Ta) Machine Transliteration NEWS 2009 

Anurag Seetha, 
Sujoy Dos and M. 
Kumar, 2007 [28] 

E to H 
Dictionary based query 
translation 

Documents 
Collection 

5   Conclusion 

CLIR and MLIR provide new paradigms in searching documents through numerous 
varieties of languages across the world and it can be the baseline for searching not 
only between two languages but also in multiple languages. These two represents 
some of the most active areas of research in IR. This paper describes these two 
important variants of IR, its challenges, current methods, drawbacks of these methods 
and the current evaluation tracks. Finally, this paper reviews not all but some of the 
latest research works in the area of CLIR and MLIR for both foreign and Indian 
languages. These two presented areas have made great progress and are important for 
the future. 
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Abstract. Cloud offers its services with the help of web services.  This paper 
addresses the problem of suitability assessment of a particular web service (WS) 
for cloud, that is whether a particular web service can be deployable over cloud or 
not. If not what are the requirements it needs to meet so that it can be effectively 
deployable over cloud.  We address this problem with the help of a mathematical 
model Turing machine with multiple tracks. Here turing machine with three tracks 
are considered each for SaaS, PaaS, and IaaS. The properties of web services and 
cloud services are considered as evaluation criteria for suitability assessment. 
Based on the acceptance of the input the deployment decision of web service over 
cloud is decided. If input is accepted, web service can be effectively deployed 
over cloud, otherwise it has to meet certain requirements to be effectively 
deployed over cloud, and those requirements are also identified. 

Keywords: Turing Machine with multiple moves, Suitability Assessment, 
Scalability, Reusability, Availability, Response Time. 

1   Introduction 

Cloud computing the new emerged technology of distributed computing systems 
changed the phase of entire business over internet and set a new trend. The dream of 
Software as a Service becomes true; cloud offers Software as a Service (SaaS), Platform 
as a Service (PaaS), and Infrastructure as a Service (IaaS).   For more details on cloud 
computing refer [3] [4] [13] [14] [15]. Cloud offers these services with the help of web 
services. Cloud and web services are related in two ways. 1. Cloud offers its Core 
Services as Web Services. 2. Business Services are provided over Cloud as Web Service 
[1] [6]. Both core and business services are charged based on utility. Hence, both can be 
coined as Utility Services. Core services refers to low level services that are owned by 
cloud and the users do not have access to them where as Business services refers to 
business applications that are deployed over cloud. Business services depend on core 
services for their execution. For example, suppose a user requires consuming a business 
service (SaaS) which also requires JDK software (PaaS) and processor and memory 
(IaaS) for execution. If the consumer of business application is not having those 
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resources and they are also need to be provided by the cloud by charging some amount, 
then some open challenges needed to be addressed [7].  

1. Interoperability between clouds if each service is provided by different cloud 
providers (Federated Cloud Computing) and  

2. Web Service suitability assessment for cloud that is whether a web service can 
be deployable over cloud.  

The same cloud can provide business and core services then the interoperability issue 
no more exist. If a service is composed and provided by different clouds, that is SaaS 
from one cloud, PaaS from one cloud and IaaS from other cloud, then interoperability 
is a major challenge and till now no protocol is designed to address interoperability 
issue. Every cloud will have its own API or adapters that need to be installed or 
consumed if anyone wants to use that cloud. Still there is a problem with decision 
making in the composition of services from different clouds, that is which 
composition is better, still work is going on to address the first challenge. 

This paper address the second challenge web service suitability assessment for 
Cloud computing. Whether the service is deployed and provided over a single cloud 
or a single cloud which acquires core services from other clouds, the service is needed 
to be assessed before deploying over cloud so that the performance of the cloud will 
not be affected and consumers get satisfied with the cloud service providers. Consider 
the following scenario, suppose a cloud consumer is consuming PaaS from a cloud A, 
and suppose he also requires IaaS which is not provided by that cloud A, and then the 
cloud A will take the responsibility of providing the IaaS to the consumer by lending 
from another cloud B, which is transparent to the consumer. It is no doubt that the 
cloud A offers maximum runtime scalability of platform services but it is depending 
on the other cloud B for providing infrastructure services. If this is the case, how a 
consumer is guaranteed that cloud A is providing maximum run time scalability of 
platform services which also requires runtime scalability of infrastructure services 
which is owned by the cloud B. This case is needed to be considered not only for 
scalability but also for various other properties.  

This problem is addressed here by developing a framework for suitability 
assessment of web service before deploying over the cloud. This framework can also 
be used as a test bed for the applications that are running on the cloud that is it can be 
used for restricting the user from accessing the resources based on the utilization of 
the cloud. At the peak time if a request comes for cloud service then with the help of 
test bed the entry decision of providing the service to the user can be predicted. Thus, 
the framework can be used as a test for deployment of a new service as well as for 
prediction of the provisioning of the provided services on cloud. 

Approach to Solution: 

The framework is developed in three stages; here we concentrates only on third stage. 

1. Evaluate the Web Services Properties. 
2. Evaluate the Cloud Properties. 
3. Evaluate the Web Service Suitability Assessment for Cloud Computing. 

The rest of the paper discuss about the literature review considering WSs and cloud 
separately, and how we are combine both for assessing WSs over Cloud. Followed by 
the description of problem and how solution is acquired. Then follows the description 
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of problem and how solution is acquired. Web Service properties in Cloud is 
measured in Measuring properties section. Mathematical Model for suitability 
assessment is discussed followed by simulation and conclusion. 

2   Literature Review 

More research is available on Web services and Cloud Computing as separate lanes, a 
very less combined research work is available as of now. Here a combined research is 
done for evaluating Web services in Cloud. In order to evaluate web service/cloud 
service properties a clear distinction need to be made between the Quality of Web 
Service/Cloud Service (QoWS/QoCS) and the Quality of Real Service (QoR). The 
Quality of the Web Service/Cloud Service refers to implementation properties 
whereas the Quality of the Service refers to properties of the Service itself. The QoR 
cannot be tractable because it varies according to user interest and type of selected 
service whereas QoWS/QoCS is tractable. Here we use QoWS/QoCS for evaluating 
web services suitability assessment for cloud computing. 

2.1   Evaluate the Web Service Properties 

The properties of web services shown in fig 1 are not measurable and composition of 
WSs may include core cloud services also (platform or infrastructure) when they are  
 

 

Fig. 1. Web Service Properties 
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provided over cloud. More details on composition or discoverability of WSs are 
discussed in [2] [11]. Evaluation of WS properties like Reliability, Scalability, 
Execution Price, Availability etc is discussed in [12] and the properties of web 
services are evaluated by using the existing formulae and the result is normalized by 
using Z – Score Normalization [16] and is given as an input to the third stage for 
evaluating web service suitability assessment for cloud. For more details on web 
services go through [5]. 

2.2   Evaluate the Cloud Properties 

Cloud properties that are measurable include Scalability (Elasticity), Virtualization 
[10], Reliability, Transactions, Response Time etc., and non measurable properties 
include Up Time, Security etc.  Since, the cloud computing research is still in initial 
stage and it’s a distributed environment, up to now no metrics are available to 
measure the properties of cloud [9]. More research work is going in evaluating the 
cloud properties; this paper uses some properties of cloud like Scalability and 
Availability for evaluating web services over cloud. Although, Virtualization is the 
major property, but measuring virtualization is not possible, because it varies with 
load on the system and user requests, hence other means of source is taken for 
consideration to make management decision. The main reason to evaluate cloud 
properties is web services properties depends on the cloud services (SAAS, PAAS 
and IAAS) when provided over cloud [3] [8]. 

2.3   Evaluate the Web Service Suitability Assessment for Cloud Computing  

Based on the understanding of web services and cloud up to now the new web service 
or an extended web service is evaluated for making deployment decision. Evaluation  
 

 

Fig. 2. Cloud Services represented by using Turing Machine 
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can be done in 3 ways, Measurement, Simulation and Mathematical Methods. This 
project concentrates on Mathematical Methods later we shift to Simulation and actual 
Measurement. Turing Machine with Multiple Tracks is used to evaluate the suitability 
assessment. The Fig 2 represents turing machine to check whether a web service can 
be deployable over cloud on not. Turing machine with multiple tracks is considered 
where it represents SaaS, PaaS, IaaS. Each track input evaluates cloud service 
properties. If the input is accepted and turing machine is in final state then the service 
can be deployable on cloud. We explain this with the help of an example. Consider a 
web service which consumes all kinds of services SaaS, PaaS, IaaS. 

this scenario can be easily mapped to the turing machine with multiple tracks and 
each track contains the cloud service properties. Suppose, if the head of SaaS moves 
one step right corresponding heads on PaaS and IaaS may or may not move. When the 
Turing Machine halts and all tracks are in final state and if the string is accepted then 
the web service can be deployable on cloud. 

3   Problem Descriptions 

To deploy existing services or new services over cloud we need to evaluate whether 
we can deploy it or not, so there is a need to develop framework which assess the 
service suitability for cloud computing. This framework should act as an evaluating 
criterion for deploying a WS over cloud and also for extending the existing WS. Here 
we have developed a framework which uses turing machine with multiple tracks. 

3.1   Key Concepts 

Web services provided over cloud may be composed of business services as well as 
cloud core services. Services that are required to be provided along with the basic 
services (actual services requested by the consumer) are called supplementary 
services. These supplementary services are also called reusable or agnostic services. 
Web service composition over cloud varies as the composition involves cloud 
services (SAAS, PAAS, and IAAS) also. 

3.2   Construction of Turing Machine 

The turing machine is designed in such a way that if the first symbol encountered is 1, 
then it will treat it as a value for SaaS, if the first symbol is 2, then PaaS and if the 
first symbol is 3 then IaaS. If it encounters 0 symbols, then the turing machine won’t 
accept the input symbols and the web service cannot be deployable over cloud. The 
language accepted by turing machine with multiple tracks is also accepted by turing 
machine with single track, but the design is difficult, that requires more restriction. 
Turing machine with multiple tracks is designed with turing machine with single track 
by dividing single track into multiple tracks. This paper makes use of turing machine 
with single track logically partitioned into multiple tracks to assess the web service 
suitability in cloud computing. The input to each track is the evaluated and 
normalized properties of web services over cloud. The properties of web services are 
evaluated and normalized to 0 or 1 for SaaS, similarly 0 or 2 for PaaS and 0 and 3 for 
IaaS and then the input is provided to turing machine. Control head moves right or 
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left according to logic. If the control head of SaaS moves right the control head of 
PaaS and IaaS also moves right. The input string is accepted when the turing machine 
reaches the final state and the service can be deployable otherwise not. Fig3 Explains 
about the turing machine for web service composed of one SaaS, one PaaS and one 
IaaS. This can be extended deeper with more WSs at each layer as shown in fig 2. We 
consider only Scalability and later it is extended to Reusability, Availability, and 
Response Time for evaluating deployment criteria. Each track of turing machine 
represents four properties Scalability, Reusability, Availability, Response Time 
normalized to 0 or 1, 2, 3. This approach can be extended to any number of properties 
which is also shown in Fig2. 

3.3   An Illustrating Example 

Consider a new WS that need to be deployed over cloud. NWS depends on other WSs 
for its successful execution, WS1 represents the actual business service that need to 
be provided over Cloud, and if the new WS requires search engine for its execution is 
provided by WS2 with the help of Policy-Oriented Model (SaaS) and policies for the 
WS is provided by another existing WS3 (SaaS), JDK by WS4 and Oracle by WS5 
(PaaS) for executing the NWS, WS6 provides the hardware resources (VM’s) for 
executing the NWS by using Resource-Oriented Model. NWS and is composed of 
other services not only at SaaS layer but also at PaaS as well as IaaS layer. 

NWS=WS1+WS2+WS3+WS4+WS5+WS6 

WS1 and WS2 depend on other WS4,WS5,WS6 for its successful deployment and 
execution. These properties are measured and normalized between 0 and 1 and is 
given as an input for turing machine, the turing machine takes the responsibility of 
suitability assessment. We illustrate this with the help of an example with a composite 
WS with 3 WSs one from SaaS, one from PaaS, one from IaaS, and the properties 
listed above. This requires turing machine with three tracks, WS=WS1+WS2+WS3 
WS1, WS2, WS3 each is given to single track and all these individual tracks are 
controlled by Master Control Logic based on output of tracks. 

Since the turing machine reaches the final state therefore the service can be 
deployable over cloud. If the first input symbol is 0, then the WS is not meeting 
scalability requirement and hence the WS cannot be deployable over cloud. 

States 1 2 3 X Y Z B 

q0 q1, X, R q2, Y, R q3, Z, R  q4, Y, R   

q1 q1, 1, R q2, Y, R   q1, Y, R   

q2  q2, 2, R q3, Z, L   q2, Z, R  

q3 q3, 1, L q3, 2, L q3, Z, R q0, X, R q3, Y, L 
q1,Y, R q3, Z, L q3, Y, L/ 

q6, B, R 
q4    q4, Y, R q5, Z, R  

q5      q5, Z, R q6, B, R 

q6        
 

Fig. 3. Turing machine Table for Admission Control of Cloud Services 
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4   Measuring Web Service Properties in Cloud 

Here we describe about how to measure WS properties in cloud, because the WS 
properties vary in cloud which depends on the cloud provider. Providing metrics for 
measuring properties of WS is beyond scope of this paper, but these metrics are 
calculated for giving input to turing machine. The concept of every WS depends on 
supplementary or supporting is used to measure some of these properties. 

4.1   Measuring Scalability 

Measuring Scalability of a particular web service depends on the number of available 
instances of the supporting services and how many supporting service instances 
required for that particular service. Scalability is measured as follows. Consider WSx 

is a particular web service that needs to be deployed over cloud and composition of 
the WSx is defined as 

WSx=WS1+WS2+WS3+ WS4+WS5+WS6+WS7+WS8+WS9+WS10. 

Here, WS1 and WS2 are the actual Web services that are required by the user or that 
needs to be deployed, WS5 and WS8 provides the necessary platform and infrastructure 
required for the execution of WS1 and WS2. Hence, WS1, WS2, WS5, WS8 form the 
actual user required service. For this service to execute it requires supporting services 
and also the necessary platform and infrastructure for those services. Therefore, a total 
of 10 services need to be provided. The services can be grouped as follows 
WS1+WS2+WS5+WS8, WS3+WS6+WS9 and WS4+WS7+WS10. Suppose at a 
particular instance the demand for a particular web service instance WSx is 500, then the 
web service instances availability is calculated as follows: 

Table 1. Scaling Factor and NSF for the Cloud 

Total number 
of Web 
services 

Available Web 
services 

Scaling 
Factor 

Normalized 
Scaled Factor 

1200 1200 0.58 0.82

1200 1200 0.58 0.82

100000 20000 0.19 0.32

20000 16000 0.77 1.46

1000 200 -0.30 -0.76

2000 1000 0.25 0.14

1400 400 -0.07 -1.08

22000 5000 0.20 0.29

20000 19000 0.92 2.70

900 300 -0.22 -1.50
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Now, these values will provide information about the scaling factor. WS3 = 0.19 
means 19% of the available services of total services are used, still it can scale up to 
81%.  WS5 = -0.3 means it is lagging 30% of scaling. But as the available and total 
services of the composed service may vary in number, these statistics are not correct 
for taking decision. Hence, all the values should be normalized to a common value 
and is calculated by applying Z – Score normalization to the existing values [16]. 

 

 

Here, mf = 0.304, Sf = 0.35 
Now, Z – Score Normalization is calculated as follows, 

 

Now, if any service is having negative value, then it is made equal to zero by 
adding equal number of another equivalent service/s. This new service again requires 
supporting services, this cycle will continue, first scaling is done for best fit, if not 
able to provide best fit then for better fit.  

Normalized Scaled Factor is used by Turing Machine to take admission control 
decision: 

A service having positive normalized scale value implies that they are enough in 
number to satisfy the user requests and is scalable. Problem comes with the services 
having negative normalized scale values. If all values are more than zero then the 
composed service is scalable, If not the turing machine will search for better fit, that is 
it will search for services that can make negative normalized scale factor to zero or 
more than zero. As a result one more turing machine tracks is created to match the 
Normalized Scaled Factor of these services, this process will continue and if the 
turing machine is not able to find the services then the service is not scalable and 
therefore service is not deployable. Fig 4 explains the working of turing machine, here 
WS5 Normalized Scaling Factor is -0.76, now a new Control Logic is created and that 
Control Logic will take the responsibility of replacing WS5 with alternate WS or 
composed service having ∑ NSF ≥ 0.76. If service is found then that service is added 
for better fit, if that composed service is also having NSF < 0 again new Control 
Logic is created this process is continued until no service is available. This is for 
scalability; this can be extended to other properties such as Response Time, 
Availability, Reliability, and Virtualization etc., Therefore, WS5 having NSF = -0.76 
is replaced by another combination of services having ∑ NSF = 1.97. When the NSF 
of all the services is greater than zero, then the master control logic shift the pointer 
one position right in all the tracks, and now control logic will be pointing to the 
Response Time in all the tracks including new tracks created for new services. Same 
process is repeated for Response Time but only for the services that are passed 
scalability test and no new services is created, means no new tracks are created. When 
the services pass all the tests then the composed cloud service can be deployable or 
can be provisioned over cloud, otherwise not possible.  
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Fig. 4. Turing Machine decision making based on Normalized Scaled Factor 

 

Fig. 5. Working of Master Control Logic 

Fig 5 shows how control logic creates control logic and sends the result back to 
take Admission Control or Provisioning decision. All these control logic are guided 
by master control logic. Master control logic takes the responsibility of controlling the 
multiple tracks of turing machine. It assigns each turing machine track to each service 
as shown in fig5. The control logic for a particular service has to take the 
responsibility of evaluating the service and the result is sent back to master control 
logic. Here, we considered two cloud properties for evaluation Scalability, Response 
Time. Formula for calculating scalability is already discussed; In the next section we 
discuss about Measuring Response Time. If the master control logic gets positive 
response from all the subordinate ctrl logic then that service is passed the test and can 
be deployable or provisioned.  

4.2   Measuring Response Time 

Response Time in a cloud is unavoidable property, since the service need to be provided 
from cloud to user it will take certain amount of time to get the service. Delay in 
Response Time may not be tolerated by the user. Hence, admission decision is needed to 
be based on Response Time also. Response time in cloud is calculated as follows. 
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Propagation Time: Whenever a cloud user or an organisation request for a service, first 
the service need to be transferred to that particular cloud server. Every cloud may have 
the data centres distributed across the globe but may not have that many number of 
cloud servers. Hence, the request first need to be transferred to the cloud server, and 
then based on the IP address of the request cloud server assigns resources from the 
nearest data centre to that host. The time taken for this communication can be termed 
as Propagation Time. As the request requires communication across the globe, this 
results in maximum amount of delay, other delay parameters may be proxy settings, 
delay at gateways, routers etc but they are minimum compared to communication. 

Virtual Machine Allocation Time: After forwarding the request to the nearest data 
centre, data centre takes the responsibility of allocation of Virtual Machines/ 
Appliances to the request. This will take certain amount of time, suppose if the data 
centre is not having the requested resource it need to get it from another data centre 
via cloud server. If that service is not at all available then it may get from another 
cloud. This time taken by the data centre to allocate resources to the user is called VM 
Allocation Time. 

Latency Time: It refers to the network usage time. It refers number of bytes 
transferred/bandwidth and delay time if no direct connection between data centre and 
the user.  

Execution Time: Execution Time of WS depends on the WS that is going to be 
deployed. Each composed WS can be treated as a single virtual appliance, whenever 
user requests for a service in cloud, the cloud takes the responsibility of providing all 
the supporting services and all these services are composed to a single WS and a 
constructor of this service is executed as a single virtual appliance. The supplementary 
services may be hardware resources, operating systems, and database tables etc; this 
property of cloud is called Virtualization which is transparency to the user.  

5   Conclusion 

Here we have proposed how the web services suitability can be assessed for 
deploying over cloud computing and is verified by using turing machine with multiple 
tracks to take admission control decisions in terms of scalability and response time. 
This approach can be applied to other properties as well to assess the entire cloud 
environment. We are trying to evaluate our proposed system in practical using 
eucalyptus, Linux.  
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Abstract. The Service Integration has become a critical issue as organizations 
find a greater need to consistently interact with their partners and share their 
business logics to carry out the necessities.  To accurately and efficiently extract 
and integrate the required service logic from the rapidly expanding Business 
Services, developers need to empathize the whole service and must decide on 
proper approach to merge them which are complex and time-consuming tasks. 
So the present focus is to have a mechanized system which analyzes the 
business logics and conveys proper mode to integrate them. One such a model 
proposed in this paper examines the business logics individually and suggests 
proper structure to integrate them.  One of the innovative concepts of proposed 
model is Property Evaluation System which scrutinizes the service logics and 
generates Business Logic Property Schema (BLPS) for the required services. 
BLPS holds necessary information to recognize the correct structure for 
integrating the service logics. At the time of integration, System consumes this 
BLPS schema and suggests the feasible ways to integrate the service logics. 
Also if the service logics are attempted to integrate in invalid structure, system 
will throw exception with necessary information. This helps developers to 
ascertain the efficient structure to integrate the services with least effort.  

Keywords: Business Services, Service Integration, Business Logic Property 
Evaluation System, Enterprise Service Bus, Computability and Traceability 
Evaluation. 

1   Introduction 

With the trend in economic globalization and enormous development in information 
technology, the demand for information and logic sharing has become more serious 
which urges the companies to collaborate closely with their business partners to gain 
access to needed information and business logic. Over the past decade, the companies 
have been using various technologies and products in an attempt to support 
collaboration. These solutions vary from basic point-to-point connection approach 
such as EDI, expensive ERP systems such as Rossetanet, ebXML, etc.  The current 
technologies semi-automatically integrate the services and it needs manual 
intervention in number of areas. It requires developers to analyze the service to 
identify possible way for integration. It is a complex task which needs developers to 
understand both service and identify better way for integration. Also the present 
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technologies does not consider how to composite of services and how to describe the 
service contracts. We proposed Business Logic model to face these brutal challenge 
and complexities. 

The proposed model enables the automation of service integration by coordinating 
sequences of tasks and supports sophisticated exception management. The proposed 
Business Logic Model uses property evaluator method to evaluate the service to 
ascertain correct structure for integration. It analyses at which level service fulfills 
particular property in functionality level and also as per contract, accordingly 
develops flow diagram as it reflects property evaluation outcome. Then BLP 
(Business Logic Property) schema is generated from this diagram holding necessary 
information for integration. While integration, System utilizes this BLP schema to 
identify proper structure for integration and to spot various actions can be carried out 
with the service. With this flocked information from BLP schema, it integrates the 
service automatically. If services are integrated as violating contract or with invalid 
structure, the system will throw exception with necessary information. End-to-end 
security is provided by annotating service descriptions with security objectives used 
to generate convenient Quality of Protection Agreements between partners. 
Conversely, agreements are processed by a dedicated matching module with respect 
to security requirements stated by the SLA. In addition to this, we need a mechanism 
to monitor the resource while sharing to adapt the modifications made by the 
developers. Source control Management tracks the modification and facilitates impact 
analysis between the existing and modified services that ensures computability 
criteria. The source control management system allows us to see the historical 
background behind the changes made to the business logic of the web services. This 
helps the developers to see where the changes have been progressively made and 
include or remove the change as per the need.  Thus this would be a powerful and 
easiest model for developers to integrate the services.  Here we demonstrated service 
integration with BLP schema generation for banking application using  Netbeans IDE. 

2   Related Works 

In this section, we discuss various research work and different solutions exist in the 
market for service integration. Zuoren Jiang proposed a model called ‘Multi-layer 
Structure for Dynamic Service Integration (MSFDSI)’ in SOA which adds authorized 
institution and a service integration & analysis adapter to achieve the service 
authorization, service analysis and dynamic service integration.  Service integration & 
analysis adapter analyses and search the service that can meet the service requestor’s 
requests according to service contracts stated by authorized institution [1]. W.J.Yan 
proposed B2B integration approach for SME which provides a feasible and cost-
effective B2Bi solution for SMEs by leveraging the characteristics of Web Services. It 
utilizes pull and push mechanisms for effective information exchange and sharing 
between trading partners. This approach has been incorporated in a B2Bi Gateway 
which enables SMEs to participate in business-to-business collaboration by making 
use of Web Services [2]. Liyi Zhang proposed a model called WSMX (Web Service 
Modeling execution), a software system that enables the creation and execution of 
Semantic Web Services based on the Web Service Modeling Ontology (WSMO) for 
enterprise application integration. It improves Service discovery, simplifies change 
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management and supports semi-automatic service composition and enhanced 
interoperability between services [3]. Thomas Haselwanter presented a model based 
on the WSMX was build to tackle heterogeneities in RosettaNet messages by using 
the axiomatised knowledge and rules. It supports communication between partners, 
data and process mediation using WSMX integration middleware[4]. Jianwei Yin 
proposed an ESB framework for large scale Service Integration, JTangSynergy adopts 
several mechanisms for providing effective and efficient dependability. It enables 
automated recovery from component failures and robust execution of composite 
services by checking service compatibility [5]. 

Gulnoza Ziyaeva proposed framework to enable the content-based intelligent 
routing path construction and message routing in ESB which defines the routing 
tables and mechanisms of message routings and facilitate the service selection based 
on message content [6]. Soo Ho Chang proposed a framework for dynamic 
composition on Enterprise Service Bus which consists of four elements; Invocation 
Listener, Service Router, Service Discoverer, and Interface Adapter. This framework 
enables the runtime discovery and composition of published services without altering 
the client side applications [7]. Liu Ying presents a unified service composition 
framework to support business level service composition. An intelligent service 
composer based on this unified service composition framework is developed to enable 
business level service composition by business people under the help of some 
advanced technologies, including intelligent service components searching, automatic 
service compliance checking, and template-based service adaptation [8].  In addition, 
Companies use different solutions exist in the market for Business to business 
application framework, including EDI, RosettaNet, ebXML etc. EDI: A seminal event 
in B2B evolution was the development of electronic data interchange (EDI), whereby 
trading partners established standard formats for the exchange of electronic 
documents to facilitate electronic transactions. Trading partnerships between two 
firms using EDI are well defined and is used for automated replenishment and 
efficient supply chains[9]. RosettaNet: The RosettaNet consortium develops XML-
based business standards for supply chain management in the information technology 
and electronic component industries. It defines the business processes and provides 
the technical specifications for data interchange. RosettaNet standards comprise 
Dictionary, RNIF (RosettaNet Implementation Framework) and PIP (Partner Interface 
Process)[10][11]. ebXML: The electronic business XML (ebXML) provides a 
complete framework for setting up B2B collaborations. It is a set of documents, with 
several prototype completed, enabling businesses of any size to do business 
electronically with anyone else.  The ebXML specifications cover almost the entire 
B2B collaboration process: collaboration Protocol Profile (CPP), Collaboration 
Protocol Agreement (CPA), Business Process Specification Schemas (BPSS), 
Messaging, Registry/repository and a core Component [12].  Above works paves way 
to semi-automatically integrate the services across enterprise. But still there is no 
mechanism to monitor the services while sharing and to routinely guide the 
developers to integrate according to SLA. Here we demonstrated service integration 
with BLP schema generation for banking application using  Netbeans IDE. 
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3   Business Logic Model 

Figure 1 depicts detailed architecture and illustrates how enterprises integrate their 
services dynamically. Let Enterprise A sends request to share Enterprise B’s service, 
Message broker receives and validates the request, identifies required services from 
service registry by applying set of rules and delivers the necessary information 
regarding the identified services to communication handler. Communication handler 
calls integration bus to deliver the created service proxy to the requestor. Integration 
bus, a key component of SOA, supports asynchronous messaging, document 
exchange and above all provides powerful platform for connecting different 
applications together enabling seamless integration between components.  Before 
delivering the service proxy to the requestor, it assesses the security issue by firing the 
trigger to the Functional analyzer. 
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Fig. 1. Detailed Architecture of Dynamic Web Service Integration 
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Functionality analyzer analyzes Service Level Agreement (SLA) and policy 
defined between the two enterprises, identifies the list of constraints for integrating 
the service. Through this it scrutinizes the security gap between approved security 
policies and created service proxy and transmits the result to integration bus. 
Subsequently, integration bus handovers the proxy to the requestor. When requestor 
attempts to integrate the service, Property evaluation, heart of this model, validates 
integrating service with various constraints listed out by Functional analyzer to 
achieve the interoperability goals such as union, substitution, composition, finiteness, 
enhancement and configuration, etc..,. We will see the process of property evaluation 
detailly in next section. Evaluation metrics holds set of formulas to measure the 
activities and performance of service integration in order to achieve the 
interoperability goals efficiently. Business logic and rules are shared in such a way 
integration policy and interoperability goals are satisfied.  Service integration allows 
sharing the service according to the specified evaluation metrics and integration 
policy through the created service proxy.  

Message handler sends needed information about the service logic to the requestor. 
Work flow decider evaluates the performance of service integration through 
formulated metrics and sends the result to Exception handler.  Runtime manager 
monitors the service logic while integrating with theirs, if at any case service 
integration violates the integration policy or deviates the interoperability goals, it calls 
exception handler. Exception handler handles and resolves the exception in such a 
way metric evaluated is also improved. Runtime manger invokes dynamic builder to 
build the newly integrated service dynamically and deploys the service in server. It 
monitors the service whenever changes have been done and redeploys dynamically. 
Source Manager monitors all these activities and adds necessary information to 
configuration and audit log. 

4   Property Evaluation for Service Integration 

4.1   Computability 

Computability is an essential criterion in web service which determines whether the 
modified service is computable with in time limit. 

Example The requirement is to create a service, e-payment to calculate total price 
for the list of purchased items and to transact the calculated amount. In the existing 
shopping application, we have billing service which computes total cost for the 
purchased items and transaction service in banking application transacts the amount. 
By integrating these two services, required new service e-payment can be developed. 
Here integration should be done in such a way that the processing time of the 
integrated service bounded within a time limit. 

logic1 
BL1: public string billing(){ 
BF1:      String username=username.get(); 

String password=password.get(); 
DRf1:  String sql="select * from shopping where 

username=”+username+” and  password="+password; 
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ResultSet rs=st.executeQuery(sql); 
CRr1:    if(rs.next()){ 
BFr1:   double amount=calculateamount(); 

String accno=accountno.get(); 
BFr2  String accno1=123456; 
BFf1:   String result=”Amount to be paid=”+amount; 
P1:       return result; 

}} 
logic 2 
BL2:  public string transact(){ 
BF21    String accno=accno.get(); 

String accno1=accno1.get(); 
String amount=amount.get(); 

BF22   String transid1=transid.set(); 
DRf1 Statement st=con.createStatement(); 

ResultSet rs=st.executeQuery("select Balance from 
bank where Accountno=’"+ accno+’’”); 

DRr1  double balance=rs.getDouble("Balance"); 
CRr1 if( (balance-amount)>1000 ){ 
DRrr1   st.executeUpdate("update bank set balance= balance- 
"+amount+" where Accountno='”+accno+”'";); 
 DRrr2   st.executeUpdate(update bank set balance= 
balance+"+amount+" where Accountno='”+accno1+”'"); 
BFf1     String transid=” Amount”+amount+”transferred 
from”+accno+” to ”+accno1; 
BFr2      String result= “Ur transaction id is ”+transid1+” 
Ur transaction completed successfully”; 
P2 return result; 
} 
 
Solution : Integrated logic 
BL1 public string ebilling(){ 

BFl1     String username=username.get(); 
String password=password.get(); 

DRfl1: String sql="select * from shopping where 
username=”+username+” and    
 password="+password; 

ResultSet rs=st.executeQuery(sql); 
CRlfr1 if(rs.next()){ 
BFlfrr1  double amount=calculateamount(); 

String accno=accountno.get(); 
String accno1=123456; 

BFlfrr1 transact(accno,amt,accno1);} 
BL2      public String transact(String accno, double amt, 
String accno1){ 
BFl1     String transid1=transid.get(); 
DRlf1ResultSet rs=st.executeQuery("select Balance from bank 
where Accountno=’"+  

accno+’’”); 
DRlfr1   double balance=rs.getDouble("Balance"); 
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CRlfrr1 if( (balance-amount)>1000 ){ 
DRlfrrr1String sql="update bank set balance= balance- 
"+amount+" where  
 Accountno='”+accno+”'";  

st.executeUpdate(sql); 
DRlfrrrr1 sql="update bank set balance= balance+"+amount+" 
where Accountno='”+accno1+”'";  

 st.executeUpdate(sql); 
Plfrrrr1String transid=” Amount”+amount+”transferred 
from”+accno+” to ”+accno1; 
Plfrrr2String result= “Ur transaction id is ”+transid1+” Ur 
transaction completed successfully”; 
} 

Logic Flow Diagram 
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billing {get}     transaction {get,set}     billing {get}  
get  {r:select}     get { r:select}     get  {r:select} 
r:select {r:cmp}   r:select {r:cmp}     r:select {r:cmp} 
r:cmp {compute} r:cmp {r:update1,r:update2} r:cmp {compute} 
compute {store}   {r:update1, r:update2} {store} compute {store} 
store {return}     store {return}        store  {transaction} 
            transaction {set,get} 

       get=compute   
       get { r:select} 

             r:select {r:cmp} 
             r:cmp {[r:update1, r:update2]} 
             {r:update1, r:update2} {store} 
             store {return} 
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Integrated Service 

 

4.2   Traceability 

Traceability in general is ‘ability to chronologically interrelate the uniquely 
identifiable entities in a way that matters’. It verifies the flow, assesses the risk, 
checks completeness and helps to improve the quality by tracing each and every step 
of the service. 
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Input 1 

 
 
Input 2 

 

Service Integration Solution (BLP Schema) 
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Example: In the previous case, integrated service might fail due to transaction 
failure or erroneous calculation of price. So it is necessary to trace the service and 
verify the transaction status at the end of every transaction. Transaction id gives 
necessary information of that transaction such as credit, debit, time, etc. So it is 
enough to trace the transaction id to verify the whole service. 

5   Implementation Methodology 

E-payment service is developed by integrating existing billing service and transaction 
service in banking application as discussed above. Computability and traceability 
properties are verified as discussed in last section. BPEL diagram of newly developed 
service is depicted in Fig 2.  

 

Fig. 2. Service Integration using BLP schema 

6   Conclusion 

The proposed model provides a powerful platform to share service logic dynamically and 
securely in such way interoperability between the services is managed. This paper evaluates 
the services to be integrated with properties such as computability and traceability and 
integrates in efficient way. Also, this model progressively monitors the changes made in the 
source code and points out whether the changes made affect the computability and 
traceability criterias of the web services. Examples given in this paper explains how 
properties are evaluated for various situations. This would be a standard platform for 
service providers to share their resources dynamically and securely. 
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Abstract. The business logic of a system plays a major role in this ever 
changing age defined by global competition, rampant change, faster flow of 
information and communication, increasing business complexity. Business 
parties have to react to several different competitors by promoting the business 
process management to the standard level by incorporating the higher-end 
technology solution such as service oriented business communication and 
business rule management automation. They realize that it is important to react 
to the changes faster since the reaction time needs are decreasing every 
moment. Business Logic Evaluation Model (BLEM) are the proposed solution 
targeting business logic automation and facilitating business experts to write 
sophisticated business rules and complex calculations without costly custom 
programming. BLEM is powerful enough to handle service manageability 
issues by analyzing and evaluating the computability and traceability and other 
criteria of modified business logic at run time. The web service and QOS grows 
expensively based on the reliability of the service. Hence the service provider of 
today things that reliability is the major factor and any problem in the reliability 
of the service should overcome then and there in order to achieve the expected 
level of reliability. In our paper we propose business logic evaluation model for 
web service reliability analysis using Finite State Machine (FSM). If any 
change occurs in the business logic the FSM will automatically measure the 
reliability. 

Keywords: Business Process Management, Business Automation, Business 
Logic Model, Service Oriented Architecture. 

1   Introduction 

The Business Logic Management system (BLMS) brings about best results if we 
select a BLMS that is able to reconcile the business methodology of that system. The 
BLMS has the following features which makes it a better system. BLMS is fully 
scalable, it can be integrated, and it separates the business logic from the clients who 
deplete that information. This result in intense levels of code reuse and portability as 
well as it enables applications to be upgraded without affecting testing and 
functioning of business logic. It allows the non- technical people to create and alter 
very detailed levels of business logic without calling for the assistance of the IT 
Department, by providing a point-and-click or GUI interface that endows the user to 
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manage the logic using easily apprehensible symbols. The system supports a test 
environment that permits the business analyst or non technical user to test logic 
changes before deploying the modifications in a live environment. This is the only 
means to ascertain that changes do not negatively impact business logic integrity or 
compromise the production system. In support of this test environment, the BLMS 
has a realistic debugging process that is graphical and easy to understand. The 
debugger provides a method for adjusting parameters and data, in real time, so that 
the business analyst can create realistic test cases and validate each one as they are 
executed.   

The BLMS is modular. Each module can be easily integrated with existing 
modules so that the applications can acquire added functionality as the need arises. 
Those modules provide built-in support for the core requirements of any advanced 
business system which includes the ability to automate decision making using a rule-
based process, a monitoring engine that lets us configure any number of check points, 
support for integral workflow and BPM (Business Process Management) capabilities 
and the ability to communicate with other systems. 

BLMS transparently communicates with the information consumers want without 
forcing those consumers to know anything about the underlying technology of the 
BLMS including the language it was written in, the version of the compiler used, or 
the type and structure of any associated databases. In essence, the BLMS is capable of 
putting up a “black box” interface where the consumer simply sends a query and 
receives the data back in a format that it can interpret.  It is capable of supporting web 
services and other current technologies like HTML, XML, SOAP, etc.  The IT 
Department does not have to hold out an excessive learning when implementing the 
BLMS. They have to build a complete documentation and actual code examples to 
make the transition to a logic-based system easier and to accelerate the 
implementation and deployment process. It includes accession to a full SDK 
(Software Developers Kit) that enables developers to easily create and integrate their 
own custom components into the BLMS without negatively impacting the system’s 
usability, security or stability. Thus, the goal of implementing BLMS is to allow the 
organization to ultimately reduce the cost by automating tasks that used to require 
large human intervention. Let us have a detailed look at the essential component of a 
BLMS namely the Business Rule Management System and the Business Logic 
Evaluation Model for the automation of services. 

2   Literary Survey 

Web services used primarily as a means for businesses to communicate with each 
other and with clients, Web services allow organizations to communicate data without 
intimate knowledge of each other's IT systems behind the firewall. Unlike traditional 
client/server models, such as a Web server/Web page system, Web services do not 
provide the user with a GUI. Web services instead share business logic, data and 
processes through a programmatic interface across a network. The applications 
interface, not the users. Developers can then add the Web service to a GUI (such as a 
Web page or an executable program) to offer specific functionality to users. Web 
services allow different applications from different sources to communicate with each 
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other without time-consuming custom coding, and because all communication is in 
XML, Web services are not tied to any one operating system or programming 
language. For example, Java can talk with Perl, Windows applications can talk with 
UNIX applications. This is made possible by using technologies such as Jini, UPnP, 
SLP, etc.  

Slim Trabelsi and Yves Roudier proposed a scalable solution to enabling secure 
and decentralized discovery protocols. It also deals how to extend the WS-Discovery 
Web Service protocol with these mechanisms [1]. Colin Atkinson and Philipp Bostan 
proposed the brokerage aspect of the web service vision but it is difficult to involve in 
setting up and maintaining useful repositories of web services. So they describe a 
pragmatic approach to web service brokerage based on automated indexing and 
discuss the required technological foundations [2]. Janette Hicks and Weiyi Meng 
proposed a current discovery research through use of the Google Web service, UDDI 
category searching and private registry. They found WSDL documents for a given 
domain name, parse the desired service document to obtain invocation formats, and 
automatically invoke the Web service to support enhancements of HTML-dependent 
search tools by providing access to data inaccessible through surface HTML 
interfaces [3]. ZHANG Changyou and ZHU Dongfeng invented a web service 
discovery mechanism on unstructured P2P network. The web services are clustered 
into communities through functional properties and several query packets will be 
proliferated and spread through the community. Each service in this community will 
be evaluated through non-functional properties. The service clustering and experience 
exchanging enhanced the efficiency in discovery [4]. Henry Song and Doreen Cheng 
examine better approaches of using general-purpose search engines to discover  
Web Services. They used Yahoo and Google search engine and the queries were fired 
to each search engine daily and the top 100 search results returned from every search 
are collected and analyzed. The results show that for both search engines, embedding 
a WSDL specification in a Web page that provides semantic description of the  
service [5]. 

A QoS-oriented Optimization Model for Web Service Group proposed by 
Xiaopeng Deng and Chunxiao Xing defines functionality satisfaction degree, 
performance satisfaction degree, cost satisfaction degree and trust satisfaction degree 
as the QoS parameters of a Web service. The Web service optimization model is 
described formally. simulation cases prove that the proposed model is effective and 
can be used for Web service selection from its group [6]. Zibin Zheng, Hao Ma, 
Michael R. Lyu, and Irwin King  came up with a Collaborative Filtering Based Web 
Service Recommender System which includes a user-contribution mechanism for 
Web service QoS information collection and an effective and novel hybrid 
collaborative filtering algorithm for Web service QoS value prediction. The 
comprehensive experimental analysis shows that WSRec achieves better prediction 
accuracy than other approaches [7]. Hao Yang, Junliang Chen, Xiangwu Meng and 
Ying Zhang put forth  a Dynamic Agent based Web Service Invocation Infrastructure 
which presents a Web service invocation infrastructure based on software agents [8]. 
Youngkon Lee set forth Web Services Registry implementation for Processing 
Quality of Service. He proposed  the design principle for integrating quality 
management on Web service registry developed in UDDI specification and Web 
service quality management system (WSQMS). For representing Web service quality 
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information, the WSQDL(Web Service Quality Description Language), which 
published by WSQM technical committee in OASIS is adopted. In more detail, this 
paper also presents the scheme to compose the classification scheme for quality data 
and to modify the necessary data structure of the registry [9]. 

3    Business Logic Evaluation Model  

Figure 1 depicts Business Logic Evaluation Model with a Business Logic Analyzer 
dissects the business logic into the rule source and function source that constitutes the 
logic. The rule source bears a collection of rules. The rule sets from rule source are 
analyzed by the rule bound analyzer. The function source contains all the functions of 
the business logic. The function sets from function source are analyzed by the 
function bound analyzer. The finite state machine simulator evaluates certain 
properties like computability and traceability whereas the PBF (Primitive Business 
Function) valuates properties such as configurability and customizability. The change 
monitor takes charge of Manageability and decidability. The property evaluator 
appraises the Business Logic with the interoperable goals such as Computability, 
Traceability, Decidability and Manageability and other goals such as Configurability, 
Customizability, Serviceability and Extensibility. After being done with the property 
evaluation the BL schema is generated from the schema generator. 

 
 

Fig. 1. Business Logic Evaluation Model 
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3.1   Computability 

Computability refers to feasibility of the modification anticipated. Whenever the 
request is issued, it is being edited by the analyst as a rule in order to bring in action 
the change request using the rule editor. If the request can be edited as rule using the 
editor, it means it is computable. And hence computability of a request is determined 
to be true or false based on whether it can be formed as rule by the editor or not. 
Therefore rule editor should consider all intricacies of the business product in its 
construct to effectively able to represent all computable rules. Thus the functional 
QoS parameter, computability is identified. It is enhanced by the construction of a 
functionally complete rule editor. 

There are also other kinds of computability’s defined, partial and complete 
computability. Say a rule includes a set of actions. If all the requirements of the action 
are satisfied it is said to be completely computable. If few of the requirements of the 
action are satisfied it is said to be partially computable. Say an action is composed of 
a data retrieval statement. If the specified database, table, fields are available, it is said 
to be computable. So in the editor we have also the space to specify actions 
constituted by a rule and we can calculate computability to provide more insight into 
computability of the rule. 

3.2   Traceability 

Rule traceability refers to tracing of similar rules which were solved before and issue 
of using its execution plan in solving current issue.  Some errors may occur during 
runtime. The complaint is given by the user in general English and tries to edit it as 
rule using editor. In case of the same error occurring at two different locations, he 
may give the complaint in different way. If we manage to store the thread control 
block of that session then it is easy to identify similar change requests whose origin is 
due to the same internal operating state of the service. If the request happens to match 
and the issue was solved, we flag the present request as repeating request and indicate 
that the issue was not solved completely. If it happens to match partially, say 
parameters alone, we can make use of execution plan of the change request solved 
before.   

3.3   Decidability 

A rule or logic is said to be decidable if they are completely computable. (Each 
business logic system has both syntactic component which determines the notion of 
provability and the semantic component which determines the notion of logical 
validity). A rule or logic which is partially computable is sometimes said to be semi 
decidable. If we ascertain the rule is completely computable or partially computable 
we can determine the rule is decidable or semi decidable. This property is 
particularly useful in program verification, in the verification of reactive, real  
time or hybrid systems, as well as in databases and ontology. It is therefore 
important to identify such decidable fragments and design efficient decision 
procedures for them.  
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3.4   Manageability 

Manageability is defined as a set of capabilities for discovering the existence, 
availability, performance, and usage, as well as the control and configuration of 
business logic within the Web services architecture. This implies that business logic 
can be managed using Web services technologies.  

3.5   Configurability  

The Configuration provides the functional capability to manage the collection of 
properties whose values may influence the behavior of a resource. Such deterministic 
behavior includes cost in terms of code size of business logic, slower algorithms, and 
so on. Hence these issues have to be managed to have a better configurability. 

3.6   Customizability  

Customizable solutions may be appropriate for customers whose needs and 
expectations change from time to time. Here the business analyst is given with 
customizing options so that he can change the logic according to the user’s need.  

3.7   Serviceability  

Serviceability refers to the ability to identify exceptions or faults, debug or isolate 
faults to root cause analysis, and provide software maintenance in pursuit of solving a 
problem and restoring the problem in the logic. Incorporating serviceability 
facilitating features typically results in more efficient maintenance and reduces 
operational costs and maintains business continuity. 

3.8   Reliability Analysis 

Numerous web services are evolving today. Selecting the quality web service is a 
tedious process and one of the predominant QoS factor is reliability. Reliability is the 
ability of a system to keep operating over time. Software reliability is “the probability 
that the software will be functioning without failures under a given environmental 
condition during a specified period of time”. A reliability evaluation framework 
model is designed. The Reliability depends on user profile. A module in a web service 
is defined to perform a particular function .Non executed part of codes have no 
influence on output. Little used modules might be less important for reliability of the 
system. Reliability of a module is the probability that the module performs the 
function correctly. A module passes result to next module.It is logical independent for 
design, programming and testing. 

Availability 

Determine whether your users need reliability [non-performance has the greatest 
impact] or availability [downtime has the greatest impact] or both 
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from any node say n. Probability factor values are decided based on the probability 
that the node performs function correctly and it varies between 0 and 1. In any service 
if majority of statements are directing to failure states i.e. F that service will be less 
reliable. Program runs correct only if the correct sequence of functions are executed 
and every function executed gives the correct result i.e C. Any service is said to be 
more reliable when modules of that service terminates in correct output C. Let us take 
an example of a program and evaluate its reliability using this model.  

#include<stdio.h> 
void main() 
{ 
 int b,p,q,r,x; 
 printf("enter the no: of rows : "); 
 scanf("%d",&r); 
 printf("\n pascals triangle :\n\n"); 
 b=1; 
 q=0; 
  while(q<r) 
   { 
   for(p=30-3*q;p>0;p--) 
    printf(" "); 
   for(x=0;x<=q;x++) 
    { 
    if(x==0||q==0) 
     b=1; 
    else 
     b=(b*(q-x+1)/x); 
     printf("%6d",b); 
    } 
   printf("\n"); 
   q++; 
   } 
  getch(); 
} 
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The reliability evaluation model for this program is given in the above figure. The 
nodes represent the loops such as while, for followed by if – else statement. The 
sequence of the program is depicted in the above graph. Their transition represents 
probability that they will enter the next node. To the node F are the reliability factors 
(1-Ri) that the loop may have fault and to the node C are the reliability factors of 
correctness of the output. This program is reliable since the reliability factors of 
correctness sum to be higher than that of the fault. Thus these factors prove the 
program to be highly reliable. 

4   Conclusion 

In this paper we addressed actual need of reliability for an efficient web service. 
Reliability testing produces failures, particularly when the tests are accelerated with 
extra loads, and this may be troublesome to have in the records for future lawsuits.  
Thus it is often to everyone’s advantage to perform reliability test under code names 
to protect against the broad rules of legal discovery.  The reliability tests will 
determine a product’s longevity and failure-free performance.  This requires data 
recording and data integrity.  Since web service and QOS grows expensively based on 
the reliability of the service. We have proposed business logic evaluation model for 
web service reliability analysis using Finite State Machine (FSM). If any changes 
occur in the business logic of the service the FSM will automatically measure the 
reliability for the corresponding service. 
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Abstract. Search result summarization aims at providing the users with the 
summary of the contents of single or multiple web pages based on the search 
query. This paper proposes a novel idea of generating a comparative summary 
from a set of URLs from the search result. User selects a set of web page links 
from the search result produced by search engine. Comparative summary of 
these selected web sites is generated. This method makes use of HTML/XML 
DOM tree structure of these web pages. HTML documents are segmented into 
different concept blocks. Sentence score of each concept block is computed 
according to the query keywords. As per the required compression ratio, the 
important sentences from the concept blocks of different web pages are 
extracted to compose the comparative summary on the fly. The comparative 
summary of the contents of a set of web pages would help the users in quick 
decision making.  

Keywords: Summarization, concept segmentation, query based summary. 

1   Introduction 

The WWW grows rapidly and caters to a diversified levels and categories of users.  
Web search engines play a major role in information retrieval and provide thousands 
of results for a query. Users still have to spend lot of time to read the contents of 
different results from the set to locate the required information. It is not feasible for 
the user to open each link in the result set to find out its relevance. The performance 
improvement of the search engines has become the most important research area to 
satisfy the needs and expectations of diversified target users. 

A small summary generated from the content of web page would be helpful for the 
users to get an instant feel about the content without going through the entire content. 
People can have a concise overview in short time. This can greatly enhance the 
retrieval efficiency. Automatic summary aims to extract some important sentences 
from original documents to represent the content of the article. 

Automatic summary produced by current search engines contains first few 
sentences of the web page or the set of sentences containing the query key words. 
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Using this information, users have to decide which of the listed documents in the 
search result will be most likely to satisfy their information need.  

This paper proposes a summarization technique, which extracts query relevant 
important sentences from a set of selected web pages to generate a comparative 
summary which would be beneficial for the users to make informed decisions. 

The remainder of this paper is organized as follows: Section 2 provides the 
motivating examples for this work, Section 3 discusses about the related research 
works that have been done in this field and Section 4 describes concept based 
segmentation process guided by the webpage’s DOM tree structure. In section 5, we 
present the framework for the selection based comparative summarization system 
using concept based segmentation. Section 6 gives experimentation results and 
performance measures and in section 7, the paper is concluded with a light on further 
improvement to this system. 

2   Motivating Example 

Real time decision makers collect all related material and information before they 
come to the conclusion. For example, to know about the placement activities done in 
various Engineering College, the user collects placement details of various 
Engineering Colleges using search engines like Google, prepares a comparative 
statement manually to find out the best option for admission.  

The proposed system generates the comparative summary from the set of URLs 
selected by user from the search result based on the specified feature set. The 
comparative summary contains the text relevant to placement and training, 
infrastructure details, result details and fee structures from the selected URLs. This 
would definitely be helpful to get instant comparative statement. 

Another example could be the comparison between the services offered by various 
Banks. Set of Banks can be selected from the list of Bank web sites and comparative 
summary based on feature keywords like home loan, term deposit, etc would be 
helpful for users to make quick decisions. 

3   Related Works 

Summarization in general can be categorized into two types as extraction based and 
abstraction based methods. Extractive summary is created by extracting important 
sentences from the original content, based on some statistical measures like TFxIDF, 
SimWithFirst[6],etc. Abstractive summary is created by rewriting sentences on 
understanding the entire content of the original article by applying NLP techniques. 
The later technique is more computationally intensive for large data-sets. 

Concept based automatic summarization directly extracts the sentences, which are 
related to the main concept of the original document while the query sensitive 
summarization extracts sentences according to user queries, so as to fit the interests of 
users. In multi-document summarization the sentences are selected across different 
documents by considering the concept and diversity of contents in all documents. 

Query based summarization system to create a new composed page containing all 
the query key words was proposed in[2]. Composed page was created by extracting 
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and stitching together the relevant pieces from a particular URL in search result and 
all its linked documents but not other relevant documents of user’s interest. 

Segmented topic blocks from HTML DOM tree were utilized to generate summary 
in [9] by applying a statistical method similar to TFxIDF to measure the importance 
of sentences and MMR to reduce redundancy. This system focused on the summary 
of single document. 

SimWithFirst (Similarity With First Sentence) and MEAD (Combination of 
Centroid, Position, and Length Features) called CPSL features were used for both 
single and multi document text summarization in[6]. Both these techniques show 
better performance for short document summarization but not suitable for large ones. 

Document Graph structure for sentences was used in[3] for text summarization. 
Similarity scores between the query and each sentence in the graph are computed. 
Document graph construction is an overhead for the summarization process. 

Balanced hierarchical structure[4] was utilized to organize the news documents 
based on event topics to generate event based summarization. This method focused on 
news and event summarization.  

This research work focuses on the novel idea of generating the aggregation of 
document summaries. This   document summarization makes use of concept based 
segmentation of DOM tree structure of web pages. This comparative summary is 
composed of the query sensitive important sentences extracted from concept blocks of 
different web pages which would be helpful for decision making. 

4   Concept Based Segmentation 

In general, web page summarization derives from text summarization techniques, 
while it is a great challenge to summarize Web pages automatically and effectively. 
Because Web pages differ from traditional text documents in both structure and 
content. Web pages often have diverse contents such as bullets, images and links.  

Web documents may contain diversified subjects and information. Normally, the 
contents of same subjects will be grouped within the same tag. This system utilizes 
the Document Object Model (DOM) to analyze the content of the web page. The leaf 
nodes of DOM tree contain the actual content and the parent nodes generally contain 
higher level topics or section headings.   

4.1   Concept Based Segmentation Process 

Figure 1 depicts the concept based segmentation using DOM tree structure. The 
rectangular nodes represent the HTML tags and the circular nodes represent the 
information content within the tag. These circular nodes from left to right constitute a 
coherent semantic string of the content[9]. 

The DOM trees of the user selected URLs  are processed to generate the summary. 
Leaf nodes are considered as micro blocks which are the basic building blocks of the 
summary. Adjacent micro blocks of the same parent tag are merged to form the topic 
blocks.  
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Fig. 1. Concept based segmentation 

Each sentence in the topic block is labeled automatically based on the PropBank 
notations [10]. These sentences are labeled by a semantic role labeler that determines 
the words which contribute to the sentence semantics associated with their semantic 
roles in the sentence. ASSERT software which is a publicly distributed semantic 
labeling tool, is used for this purpose. Each word that has a semantic role in the 
sentence, is called a concept[1][9]. Concepts can be either words or phrases and are 
totally dependent on the semantic structure of the sentence. List of concept words for 
these topic blocks are identified.  

Concept based similarity between the topic blocks are measured using the concept 
lists to identify the similar topics. Topic blocks having similarity above the threshold 
value α, are combined to form the concept block. Topic blocks having content about 
the same concept (for example placement and training in a college web site) will be 
similar to each other. Topic blocks containing information about placement (concept 
word) are merged to form one concept block (placement block having placement 
details of all departments in the college).  

The concept block formation could be done offline for all web documents in the 
repository. These concept blocks contain related information content scattered 
throughout the document. The set of sentences in each of these concept blocks are 
actually present is different parts of the document.   

Since DOM nodes are processed, the time taken for processing is less when 
compared to other vector based and document graph[8] based models. The processing 
time required to build the document graph is avoided in this approach.  

4.2   Concept Based Segmentation Algorithm 

The conceptual term frequency is an important factor in calculating the concept-based 
similarity measure between topic blocks. The more frequent the concept appears in 
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the verb argument structures[1] of a sentence, the more conceptually similar the topic 
blocks are. Concept based segmentation algorithm is described below: 

Input : Web document di. 
Output : Set of concept blocks{Cb1,..Cbn} of di,  
 Concept list of di, L={C1,..Cm} 

Concept list of topic block tbi, Ctbi ={ck1,..ckm}, k=1..n 

Step1: Mark all leaf nodes as individual micro blocks in the DOM tree. 
Step2: Extend the border of the micro block to include all leaf nodes of the same tag 
to form a topic block so as to have a set of topic blocks TB={tb1, tb2, …tbn}, TB⊂di. 
Step3: Build concept list for all topic blocks TB ={tb1, tb2, …tbn}. 

Topic block tbi is a set of sentences, tbi={si1, si2, ..sin1}, si⊂ tbi. 
Sentence si is a string of concepts, si={ci1,ci2 . . . cim}, ci ⊂ si, if ci is a substring of si 
Concept ci is a string of words, ci = {wi1,wi2, . . .wik },  
      where k: number of words in concept ci. 
      m: number of concepts generated from the verb argument structures in sentences 
      n1: total number of sentences in tbi 

    3.1: Ctbi, L are empty lists. 
  3.2: Build concept list of each sentence in tbi 

3.2.1: si is a new sentence in tbi 

3.2.2: Build concepts list Ci from si, Ci ={c1,c2,..cm} 

3.2.3: Update concept list Ctbi of tbi and L of di 
 3.2.3.1: for each concept ci ⊂ Ci do 
 3.2.3.2: for each cj⊂ L, do 
 3.2.3.3: if (ci == cj) then 
 3.2.3.4:     update ctfi of ci // increment conceptual term frequency 
   3.2.3.5: else add new concept to Ctbi, L // added to both L and Ctbi 
   3.2.3.6: end if 
   3.2.3.7: end for 

        3.2.3.8: end for 
    3.3: Output the concepts list Ctbi 

     3.4: Output the concepts list L of document di. 

Step4:  The concept based similarity between topic blocks are measured by (1) . 
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          t : set of common conceptual terms between tb1, tb2          
       ctfweighti1,ctfweighti2 : Weight of concept ci with respect to topic blocks tb1,  

                 tb2 normalized by the frequency vectors of tb1, tb2,calculated as in (2) 

         

( )∑ =

=
m

k k

i
i

ctf

ctf
ctfweight

1

2

                                                            
(2)

 



660 C. Pasupathi, R. Baskaran, and S. Karunakaran 

Step5: Merge the topic blocks having concept based similarity measure above the 
predefined threshold α. 

 Concept block Cbk={set of topic blocks tbi}| 

∀tbi, tbj∈Cbk, sim(tbi, tbj)> α,  tbi⊂TB, tbj⊂TB, k=1..n 

Step6: Output Concept blocks Cb1,Cb2,..Cbn 

The concept blocks of each URLs selected by the user are identified. Concept 
blocks of all URLs in the repository can be identified during preprocessing stage 
itself. This will reduce the computation complexity at run time. 

The next section describes about generating the comparative summary on the fly at 
run time using these concept blocks of the web document. 

5   Comparative Summary Generation 

The architecture of the comparative summarization system is given in Figure.2. User 
enters the generic query string (eg. Engineering College) through the search engine 
query interface. Search engine identifies the relevant pages and present the search 
result in rank order. Then the specific feature keywords based on which comparative 
summary is to be generated and the set of URLs are obtained from the user. 

The selected HTML files of the URLs are cleaned by removing unwanted HTML 
tags (like META tag, ALIGN tag, etc.) which do not contribute much for further 
processing. Concept blocks of these URLs which were already formed during 
preprocessing are utilized to generate the summary.  

 The relevance of the concept blocks Cbi to the feature keywords f is measured by 
means of similarity between the feature keyword string[7] and the concept list of each 
of the concept blocks Cbi.. 
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Where, 
Simf (f, Cbi)  : Similarity between feature keyword string f and Concept block Cbi 

t  : set of common terms between f and Concept list of Cbi 

Ctfit : frequency of term t in Cbi 

The range of Simf (f, Cbi)  value lies between 0 and 1, and the similarity increases as 
this value increases. The concept block with maximum similarity is considered as the 
superset of the summary to be generated.  

The significance of each sentence in this concept block with respect to the query 
string is measured. The sentences are considered in the descending order of their 
score. According to the ratio of summarization required or the number of sentences 
required, the sentences are extracted from these concept blocks to compose the 
HTML page for comparative summary. 
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Fig. 2. Framework of comparative summarization system 

5.1   Sentence Weight Calculation  

Content of these concept blocks are ranked with respect to the query string and the 
feature keywords, using (4). Sentence weight calculation considers the number of 
occurrences of feature keywords and their distance and frequency, location of the 
sentence, tag in which the text appears in the document, uppercase words,etc. 
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Where,  
W(ki )  :Weight of certain feature word ki in sentence si  
Len(si )  :number of words contained in the sentence. 

 
Wtag  :weight determined by the tag to which the  sentence belongs 
   BOLD, UNDERLINE, ITALICS,  CAPTION, PARAGRAPH TITLE : 3 
  COLOR CHANGE :2 
Wl  :weight determined by the location of  the Sentence with respect to the parent  

  node, set to 1 to the left most node and 0.5 to the right most node of a parent 
D :average distance between feature words α , β and γ :adjusting parameters. 
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The sentences having frequent occurrences of the feature keywords and enclosed in 
special tags are given preference. Location based weight is assigned according to the 
location of the sentence within its immediate parent node. The top scoring sentences 
are extracted and arranged based on the hierarchical structure of the individual 
documents. The title or first sentence of the immediate parent of the extracted 
sentence, is chosen as subtitles for a set of leaf node contents. (for example, IT, CSE, 
ECE in our example). Hence the resulting summary will contain the SECTION-wise 
summary sentences of a set of URLs chosen by the user for immediate comparison. 
This is applicable to various decision making situations which require analysis of 
various parameters from various sources. 

6   Experimentation Results 

The experimentation of this work was carried out with the real time dataset containing 
randomly collected 200 web documents from internet related to the educational 
institutions, algorithms, banking and household items.  

Normally, the summarization systems are evaluated using intrinsic approach or 
extrinsic approach [5]. Intrinsic approach directly analyzes the quality of the 
automatic summary through comparing it with the abstract extracted by hand or 
generated from other different automatic system. Extrinsic approach is a task-oriented 
approach, which measures the abstract quality according to its contribution. 

Intrinsic approach was utilized to conduct the experiment of this system. Users 
including one engineering student, three naïve users and one expert level user were 
involved in the experimentation process.  

The evaluation feedback collected from the experimentation is listed in table 1. 

Table 1. Evaluation feedback measure 

User# Query 1 Feature Keywords Feed back 
in 5 point 

scale
#1 Engineering College, 

Chennai
Placement, Recruiters 4

#2 Optimization 
Algorithms

Efficiency, Time Complexity 3.5

#3 Theme Park, Chennai Entry Fee, Games 4.2
#4 Banks Home loan rate, services 3.5
#5 Washing Machine Brands, cost, offers, warranty 3.3  

The query result user interface of the system is given in Fig. 3 through which the 
user selects the URLs and enter feature words for comparative summary generation. 
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Fig. 3. Query result and URL selection interface 

 

Fig. 4. Comparative summary 

Summary extracted from these selected URLs are presented to the user as a 
comparative summary given in Fig 4. This system produces the comparison 
information required for real time decision making dynamically. The average user 
satisfaction index is 3.7. 
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Since DOM tree structure of the web documents are utilized to process the content 
and generate the summary the time complexity involved is very less when compared 
to systems making use of vector space model and document graph model. 

7   Conclusion and Future Work 

This system focused on generating comparative summary from a set of URLs selected 
by the user. Concept based segmentation is used to identify the relevant block of 
content in the document and top scoring sentences are extracted, composed and 
displayed to the user. This summary would definitely be helpful for the users to get 
the immediate summary and for decision making.  

The impact of usage of key words association, document graph model of 
documents on this system and advanced text clustering techniques for summary 
generation can be done as a future expansion to this system.  
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Abstract. The need for adaptability in software is growing, driven in part by the 
emergence of autonomic computing. In many cases, it is desirable to enhance 
existing programs with adaptive behavior, enabling them to execute effectively 
in dynamic environments. Existing web service invocation and adaptation 
mechanisms are limited only to the scope of web service choreography in terms 
of web service selection. Such a scope hardly leaves ground for a participating 
service in a choreographed flow to re-adjust itself in terms of changed non 
functional expectations. In this paper we used Aspect oriented programming 
(AOP) to invoke Web Services (WS) and Representational State Transfer 
(REST) web services and to enable dynamic adaptation in existing programs. 
We propose an approach to implement dynamic adaptability especially in 
Aspect weaving at the time invoking web services and REST web service. We 
have used AspectJ; Java based language to create aspects in Eclipse supported 
framework.  

Keywords: Dynamic Adaptation, Web Services, RESTful Web Services, 
Aspect Oriented Programming (AOP), and AspectJ. 

1   Introduction 

A software application is adaptable if it can change its behavior dynamically (at run 
time) in response to transient changes in its execution environment or to permanent 
changes in its requirements. Recent interest in designing adaptable software is driven 
in part by the demand for autonomic computing. Autonomic computing [1] refers to 
self-managed, and potentially self-healing, systems that require only high-level 
human guidance. Autonomic computing is critical to managing the myriad of sensors 
and other small devices at the wireless edge, but also in managing large-scale 
computing centers and protecting critical infrastructure (e.g., financial networks, 
transportation systems, power grids) from hardware component failures, network 
outages, and security attacks. Developing and maintaining adaptable software are 
nontrivial tasks. An adaptable application comprises functional code that implements 
the business logic of the application and supports its imperative behavior, and 
adaptive code that implements the adaptation logic of the application and supports its 
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adaptive behavior. The difficulty in developing and maintaining adaptable 
applications is largely due to an inherent property of the adaptive code, that is, the 
adaptive code tends to crosscut the functional code. Example crosscutting concerns 
include QoS, mobility, fault tolerance, recovery, security, self auditing, and energy 
consumption. Even more challenging than developing new adaptable applications is 
enhancing existing applications, such that they execute effectively in new, dynamic 
environments not envisioned during their design and development. For example, 
many non-adaptive applications are being ported to mobile computing environments, 
where they require dynamic adaptation. Many different styles can be used to integrate 
enterprise applications. The choice between relying on a shared database, using 
batched file transfer, calling remote procedures, or exchanging asynchronous 
messages over a message bus is a major architectural decision, which influences the 
requirements for the underlying middleware platform and the properties of the 
integrated system. The “Big”1 Web services technology stack [2] (SOAP, WSDL, 
WS-Addressing, WS-Reliable Messaging, Security, etc.) delivers interoperability for 
both the Remote Procedure Call (RPC) and messaging integration styles. More 
recently, an alternative solution has been brought forward to implement remote 
procedure calls across the Web: so-called RESTful Web services [11] are gaining 
increased attention not only because of their usage in the Application Programming 
Interface (API) of many Web 2.0 services, but also because of the presumed 
simplicity of publishing and consuming a RESTfulWeb service. Key architectural 
decisions in distributed system design, such as the choice of integration style and 
technology, should be based on technical arguments and a fair comparison of concrete 
capabilities delivered by each alternative. Our experience with this system have been 
proved that use of AspectJ[15] language helps to modularize the crosscutting 
concerns and improved the productivity, reusability, dynamic adaptability, 
maintainability and code independence in our aim of invoking Web Services and 
REstful web services using AOP.  

Our paper is organized as follows. We review related work in section 2. Section 3 
describes REstful web services Technologies. Section 4 describes the AOP paradigm 
and the need for a distributed framework to address the problem. In Section 5, we 
propose the solution framework with a case study. Try to show the Efficiency of AOP 
by CPU Profiling in section 6. Section 7, Try to show the affect of ‘Aspects’ on 
application through Eclipse’s Aspect Visualizer. We conclude the paper in section 8 
with possible future directions. 

2   Related Work 

There are a number of publications reporting the possible applications of aspect 
oriented programming and web services with AOP. Cibrán and Verheecke propose a 
method for modularizing Web services management with AOP [5]. Charfi have 
approached this problem from a different direction [6]. They have proposed an 
extension to the BPEL language, which they called aspect-oriented BPEL 
(AO4BPEL). Their language brings in modular and dynamic adaptability to BPEL, 
since mid-flight adaptations can be implemented via advices in AO4BPEL. SOAP vs. 
REST [9] has been an ongoing discussion for some time on the blogosphere and has 
also recently gained attention in the academic community. None of the existing work 
employs a structured and detailed comparison method based on architectural 
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decisions. For example, the ECOWS 2005 keynote [8] focused on the reconciliation 
of WS-* with REST, whereas [9] gives a comparison of the two approaches from the 
point of view of their application to workflow systems. A good discussion on whether 
the Web (and in particular RESTfulWeb services) can fulfill the requirements of 
enterprise computing can be found in a recent W3C workshop [10]. A comparison of 
RESTfulWeb services and so-called “Big Web Services” is also found in Chapter 10 
of [11].  

In it, a critical look to the WS-* stack is given in terms of how it does not fit with 
the “resource-oriented” paradigm of the Web. The chapter also attempts to show how 
simpler RESTful techniques can be used to replace the corresponding WS-* 
technologies. The distinction between “resource-oriented” and “service-oriented” 
architectures was first introduced by [17]. Unfortunately, the book does not provide a 
clear definition of the terms services and resources, and its technology comparison is 
not based on measurable, objective criteria such as software quality attributes, design 
and development effort, technical risk, and QoS characteristics. Even if HTTP is a 
synchronous protocol, the comparison presented in [18] argues that RESTful calls are 
asynchronous from an application layer perspective. Thus, REST can be seen as 
favorable solution for simple integration scenarios. Additional architectural concerns 
such as the URL design and payload format are not discussed. In [20] we applied 
architectural decision modeling concepts to another complex design issue in SOA, 
that of designing transactional workflows. A framework for the comparison of pre-
Web services middleware infrastructures (i.e., CORBA vs. J2EE vs. COM+) has been 
introduced in [19].  

In this paper, we present experimental study of aspect oriented programming to 
invoke web services and Restful Web Services.   

3   Web Services Technologies 

3.1   RESTful Web Services 

In this section we outline the main characteristics of REST focusing on the current 
interpretation used to define “RESTful” Web services. For more information we refer 
the reader to [11].  
The REST architectural style is based on four principles: 

• Resource identification through URI. A RESTful Web service exposes a set of 
resources which identify the targets of the interaction with its clients. 
Resources are identified by URIs [14], which provides a global addressing 
space for resource and service discovery. 

• Uniform interface. Resources are manipulated using a fixed set of four create, 
read, update, delete operations: PUT, GET, POST, and DELETE. PUT creates 
a new resource, which can be then deleted using DELETE. GET retrieves the 
current state of a resource in some representation. POST transfers a new state 
onto a resource. 

• Self-descriptive messages. Resources are decoupled from their representation 
so that their content can be accessed in a variety of formats (e.g., HTML, 
XML, plain text, PDF, JPEG, etc.). Metadata about the resource is available 
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and used, for example, to control caching, detect transmission errors, negotiate 
the appropriate representation format, and perform authentication or access 
control. 

• Stateful interactions through hyperlinks. Every interaction with a resource is 
stateless, i.e., request messages are self-contained. Stateful interactions are 
based on the concept of explicit state transfer. Several techniques exist to 
exchange state, e.g., URI rewriting, cookies, and hidden form fields. State can 
be embedded in response messages to point to valid future states of the 
interaction. 

 

 

Fig. 1. Traditional REstful Web Service Invocation 

4   Aspect Oriented Programming 

Aspect-oriented programming (AOP) [4] has been proposed as a technique for 
improving separation of concerns in software AOP builds on previous technologies, 
including procedural programming and object-oriented programming that have 
already made significant improvements in software modularity. 

The central idea of AOP is that while the hierarchical modularity mechanisms of 
object-oriented languages are extremely useful, they are inherently unable to 
modularize all concerns of interest in complex systems. Instead, we believe that in the 
implementation of any complex system, there will be concerns that inherently 
crosscut the natural modularity of the rest of the implementation. AOP does for 
crosscutting concerns what OOP has done for object encapsulation and inheritance. It 
provides language mechanisms that explicitly capture crosscutting structure as shown 
in Fig. 2.  
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Fig. 2. Weaving of Aspect on source code 

This makes it possible to program crosscutting concerns in a modular way, and 
achieve the usual benefits of improved modularity: simpler code that is easier to 
develop and maintain, and that has greater potential for reuse. We call a well 
modularized crosscutting concern an aspect.  

5   Case Study 

5.1   Invoking Web Services Using Aspect Oriented Programming 

//aspect code to cross cut specified class and invoke web 
services 
public aspect Additionws   { 
//cross cut Celsius to Fahrenheit method 
pointcut ctof(Addws ad,double a):call(public double 
Addws.ctof(..))  
&& target(ad) 
&& args(a); 

//cross cut Fahrenheit to celsius method 
pointcut ftoc(Addws ad,double a):call(public double 
Addws.ftoc(..))  
&& target(ad) 
&& args(a); 

//invoking Celsius to Fahrenheit web service   
before (Addws ad, double a):ctof(ad,a) { 
try{String 
endpoint="http://localhost:8088/webservices/services/
TemperatureConversion"; 
Service  service = new Service(); 
Call     call    = (Call)service.createCall(); 
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call.setTargetEndpointAddress(new 
java.net.URL(endpoint)); 
call.setOperationName(new                                                
QName("http://localhost:8088/webservices/services/","
cToF")); 
String ret =(String)call.invoke(new Object[] { a } ); 
double result=Double.parseDouble(ret); 
System.out.println("Sent"+a+"got result="+ result);} 
catch (Exception e) { System.out.println(e);}} 

//invoking Fahrenheit to Celsius web service 
before (Addws ad, double a):ftoc(ad,a){ 
try{String 
endpoint="http://localhost:8088/webservices/services/
TemperatureConversion"; 
Service  service = new Service(); 
Call     call    = (Call) service.createCall(); 
call.setTargetEndpointAddress(new 
java.net.URL(endpoint)); 
call.setOperationName(new QName 
("http://localhost:8088/webservices/services/", 
"fToC")); 
String ret=(String)call.invoke(new Object[]{a}); 
double res=Double.parseDouble(ret); 
System.out.println("Sent "+a+" got result="+ res); } 
catch (Exception e) {System.out.println(e) 
}}} 

 

In the above code, two web services (Celsius to Fahrenheit and Fahrenheit to Celsius) 
are calling by Additionws which is Aspect Oriented Program. Here aspect will cross 
cut two methods of Addws. User can select desired Operation from Addws class; he 
has to give input parameters to specified method, all the methods in Addws class will 
cross cut by Additionws. So, parameters directly passed to Additionws and then 
execute related advice i.e., before advice in all pointcuts.  Web services are invoking 
in every before advice, execute successfully if desired web service available. Finally 
send input parameters to web services, get result value and then print resultant value 
to client.  

Everyone can cross cut their methods in AOP and then pass their parameters to 
web services and get response via AOP. Hence, we are saying that AOP supports 
reusability and web services supports distributed environments. 

In Fig. 3, as we explained above Aspect code will weave into Base code and then 
Aspect weaver produces Modified code. From that available modified code we can 
call web services. 
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Fig. 3. Invoking Aspect Oriented Web Services 

 

Everyone can use that Aspect code and then it will call web services from aspect 
code at run time. If particular web service not available, we can change address of 
web service at runtime also. Here we can say that AOP support dynamic adaptation 
[15] at run time. 

5.2   Invocation of RESTful Web Services Using Aspect Oriented Programming 

public aspect RestAspetct  { 
pointcut read():call(public void Test.read(..)); 
before():read(){ 
System.out.println("welcome to restfull world"); 
ClientConfig config = new DefaultClientConfig(); 
Client client = Client.create(config); 
WebResource service = client.resource(getBaseURI()); 
// Fluent interfaces 
System.out.println(service.path("rest").path("hello").a
ccept(MediaType.TEXT_PLAIN).get(ClientResponse.class).t
oString());// Get plain text 
System.out.println(service.path("rest").path("hello").a
ccept(MediaType.TEXT_PLAIN).get(String.class)); 
// Get XML 
System.out.println(service.path("rest").path("hello").a
ccept(MediaType.TEXT_XML).get(String.class)); 
// The HTML 
System.out.println(service.path("rest").path("hello").a
ccept(MediaType.TEXT_HTML).get(String.class));} 
private static URI getBaseURI() { 
return 
UriBuilder.fromUri("http://localhost:8088/MyREstworld")
.build();}} 
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In the above code, we are invoking Restful Web service which is located at local 
server (http://localhost:8088/MyREstworld/rest/hello). We can call this Restful web 
service using traditional java code, but if we follow traditional way we cannot provide 
dynamic adaptability, reusability to our application. So, here we are using Aspect 
Oriented Programming to provide/support dynamic adaptability and reusability. 

RestAspect is an AOP code; it will cross cut read method of Test class.  The client 
write base code and run that code, here aspect weaver will link aspect code and base 
code together and then generate a class file which is referred as modified code as 
shown in Fig.4. Here hello Restful web service will support 3different formats to 
display data on the browser those are plain text, XML and HTML. Client can send 
request in any format; this service will give response to the user. Like Web Services, 
no need specify wsdl and soap formats to send request and to get response. 

 

Fig. 4. Invocation of Restful Web Services using AOP 

Everyone can use this aspect code by cross cutting their methods in pointcuts and 
dynamically change Rest full web service end point in before advice as mentioned in 
above code. Hence we strongly say that AOP always supports reusability and 
dynamic adaptability [16]. We practically proved above all things using Eclipse 
platform. 

6   Efficiency of AOP by CPU Profiling 

The comparison of the differences between AOP and OOP shows results that 
indicates influence of application quality, especially performance. To demonstrate this 
Web Service invocation is applied and the CPU profiling data is collected from IDE. 
It took 4.81 ms to execute the program without AOP and 3.96 ms to execute when 
AOP is applied. 

Here, we have observed practically that execution time analysis comparison of 
Web Services and RESTful web services invocation without AOP and With AOP by 
run the above code seven times shows in Fig 5. Both resulted the same memory 
usage. 
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Fig. 5. Execution time analysis of Web Service invocation without and with AOP 

7   Conclusion 

Aspect Oriented Programming supports reuse of existing programs in new, dynamic 
environments even though the specific characteristics of such new environments were 
not necessarily anticipated during the original design of the programs. In particular, 
many existing programs, not designed to be adaptable, are being ported to dynamic 
wireless environments, or hardened in other ways to support autonomic computing. 
We describe an approach how aspect oriented software development (AOSD) is 
useful to resolve the tangled concerns, reusability and dynamic adaptation specifically 
for Aspect Weaving in Web Services and Restful Web Services Invocation. The 
solution extends the existing web services infrastructure to a distributed aspect 
infrastructure. We demonstrate the use of AspectJ in distributed environment, which 
is java based tool to encapsulate the crosscutting concerns like distribution, tracing, 
profiling and exception handling. In future, we will implement autonomic web 
services using aspect oriented programming and we will also address how Agent 
based java program communicates with aspect oriented java program with web 
services. 
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Abstract. Web services have gained popularity today for enabling universal 
interoperability among applications. In many scenarios, allowing software 
agents to access and control Web Services is important and hence the 
integration between these two platforms. In this paper, we focus on technical 
aspects of an integration framework of Web Services and Jade agent platform 
using Aspect Oriented Programming. Agent creates a service and publishes 
their services in UDDI as Web service. We are communicating with agents 
using Aspect Oriented Programming to access their services via Web Service 
Integration Gateway (WSIG). We propose an approach that Aspect weaving 
during invocation of Agent services using AOP. We have used AspectJ; Java 
based language to create aspects in Eclipse supported framework, and JADE: is 
a frame work to create and publish Agent services as web services using WSIG. 

Keywords: Aspect Oriented Programming, Agent Oriented Programming, 
Software Agent, Web services, FIPA, and AspectJ. 

1   Introduction 

A software application is adaptable, reusable and distributed if it can change its 
behavior dynamically (at run time) in response to transient changes in its execution 
environment or to permanent changes in its requirements and everyone can use 
application functionalities among the world. Developing and maintaining adaptable, 
reusable and distributed software are nontrivial task. An adaptable application 
comprises functional code that implements the business logic of the application and 
supports its imperative behavior, and adaptive code that implements the adaptation 
logic of the application and supports its adaptive behavior. The difficulty in 
developing and maintaining adaptable applications is largely due to an inherent 
property of the adaptive code, that is, the adaptive code tends to crosscut the 
functional code. Example crosscutting concerns include QoS, mobility, fault 
tolerance, recovery, security, self auditing, and energy consumption. Even more 
challenging than developing new adaptable applications is enhancing existing 
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applications, such that they execute effectively in new, dynamic environments not 
envisioned during their design and development. For example, many non-adaptive 
applications are being ported to mobile computing environments, where they require 
dynamic adaptation. 

This paper reports on the results of preliminary work conducted by members of the 
IEEE FIPA Agents and Web Services Integration (AWSI) Working Group. This 
group was formed shortly after the creation of IEEE FIPA with the remit to specify 
the minimum infrastructure required to facilitate interaction between FIPA compliant 
agents with W3C compliant Web services. The purpose of this paper is to both inform 
the community of progress and invocation of particular service using outside 
technologies. Here we are using Aspect Oriented Programming (AOP) to invoke 
Agent Service. Our experience with this system have been proved that use of 
AspectJ[14] language helps to modularize the crosscutting concerns and improved the 
productivity, reusability, dynamic adaptability, maintainability and code 
independence in our invoking Agent services using AOP via WSIG.  

Our paper is organized as follows. We review related work in section 2. Section 3 
we describe Agent Service Technology. Section 4 describes the AOP paradigm and 
the need for a distributed framework to address the problem. In Section 5, we propose 
the solution framework with a case study. Try to show the Efficiency of AOP by CPU 
Profiling in section 6. Section 7, Try to show the affect of ‘Aspects’ on application 
through Eclipse’s Aspect Visualizer. We conclude the paper in section 8 with possible 
future directions. 

2   Related Work 

The agent paradigm assumes interaction between agents and services, of which web 
services are specific instances. This paper addresses how this interaction can be 
structured. Integration of web services with agent applications can be considered at 
two levels: semantic level and management level. Independently, both Greenwood et 
al. [5] and Shafiq et al. [11] introduce a web service gateway as a (FIPA compliant) 
solution to web service integration, connecting agents and web services transparently. 
The operation is fully automatic, allowing web services to invoke agent services and 
vice versa by translating message encodings and service descriptions between the two 
technologies. The gateways provides service directory transformation (directory 
facilitator–UDDI), service description transformation (agent description–WSDL), and 
communication protocol transformation (ACL–SOAP). An enhanced version of the 
web service gateway of Greenwood et al. [5] allows agents and web clients to invoke 
atomic services and composition patterns.  

WS2JDADE [6] provides a similar framework for agent–web service integration, 
but also includes facilities to deploy and control web services as agent services at 
runtime for deployment flexibility and active service discovery. So to presents a web 
service based message transport service (WSMTS) [7]. The message transport service 
enables agents to interact through the web with web services and other agents. 
WSMTS is a FIPA compliant communication framework where messages are 
grounded using web services standards (e.g., SOAP, WS-Addressing, etc.). The 
WSMTS not only allows for web service accessibility as with the other proposals, but 
provides the possibility to perform complex interaction patterns using SOAP between 
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agents and other agents or Web Services. Dan et al. [16] present a framework for 
differentiated levels of service through automated management and SLAs. Machiraju 
et al. [20] introduce architecture for federated service management, which targets 
management of web services that interact across administrative domains (and 
involves multiple stakeholders). The potential of web service gateways for consumer 
side web service management has, however, not yet fully explored. Sahai et al. [18] 
have also identified this problem: customer side measurement has been neglected 
relying solely on measurements on the server side. In their article, they propose an 
automated and distributed SLA monitoring engine to obtain measurements from 
multiple sites to guarantee SLAs.  Ma et al. [19] designed a Web Service Offerings 
Infrastructure (WSOI) by extending Apache Axis.  

3   Agent Service Technology 

From 1997 until present FIPA has produced a set of specifications [7] describing 
various aspects related to the lifecycle support of software agents. 

3.1   FIPA Agent Technology 

FIPA specifies the FIPA-ACL (Agent Communication Language) language which is 
used to express messages and allows the specific message content to be expressed 
using different content languages such as FIPA-SL or FIPA-KIF. FIPA-ACL is 
grounded in speech act theory resulting in typed messages which represent the action, 
or performative, the message performs. 

 FIPA-ACL defines 22 of these performatives, otherwise known as communicative 
acts, with some of the most commonly used being inform, request, agree, not 
understood, and refuse. These capture the essence of most forms of basic 
communication. It is stated in the FIPA standards that to be fully compliant an agent 
must be able to receive any FIPA-ACL communicative act message and at the very 
least respond with a not-understood message if the received message cannot be 
processed. Additionally, based on these communicative acts FIPA defines a set of 
interaction protocols, each consisting of a sequence of communicative acts to 
coordinate multi-message actions, such the contract net for establishing agreements 
and several types of auctions.  A critical choice to be made by this integration work is 
which of these per formatives should be supported within the context of agent to Web 
service interactions. As Web services conforming to the WSA stack are essentially 
invokable remote procedures that may return a response, the minimum subset of 
performatives would consist of Request and Inform used within the context of the 
FIPA Request interaction protocol.  

3.2   JADE WSIG 

The JADE Web Services Integration Gateway [4], WSIG, is an open source add-on 
for the FIPA 2000 compliant JADE platform. The WSIG supports registration and 
discovery of WSA Web services by JADE agents, registration and discovery of JADE 
Agents and agent services by Web service clients, automatic and bi-directional cross-
translation of UDDI directory entries into DF directory entries and vice versa, 
invocation of Web services by JADE agents, and invocation of JADE Agent services 
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by Web services. Fig. 1 shows the WSIG, adds a specialized Gateway Agent to a 
JADE Main Container which acts as the interface point between the agent system and 
third party Web service technology including a UDDI repository and Axis Web 
server. 

The DF of the hosting JADE agent platform and a third party UDDI directory 
expose the standard actions of register, deregister, modify and search. All register, 
deregister and modify actions performed on either repository are automatically 
echoed onto the counterpart repository, i.e., if an agent service is de-registered from 
the platform DF, the Gateway Agent will ensure that the corresponding tModel is 
removed from the UDDI repository. This ensures that the two repositories remain 
consistent. The WSIG Gateway Agent is responsible for 

• Receiving and translating agent service registrations from the DF into 
corresponding WSDL descriptions and registering these with the UDDI 
repository as tModels. This also applies to de-registrations and modifications;  

• Receiving and translating Web service operation registrations from the UDDI 
repository into corresponding ACL descriptions and registering these with the 
DF. This also applies to de-registrations and modifications; 

• Receiving and processing Web service invocation requests received from 
JADE agents. This includes retrieving the appropriate tModel from the UDDI 
repository, translating the invocation message into SOAP and sending it to the 
specified Web service. Any response from the Web service will be translated 
back into ACL and sent to the originating JADE agent; 

• Receiving and processing agent service invocation requests received from 
Web service clients. Processing includes retrieving the appropriate tModel 
from the UDDI repository, translating the invocation message into ACL and 
sending it to the specified agent. Any response from the agent will be 
translated back into SOAP and sent to the originating Web service.  

 

 

Fig. 1. Web Service Integration Gateway 
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To invoke a Web service, a JADE agent first seeks its service description in the JADE 
DF, and then sends an invocation request to the Gateway Agent. To invoke a JADE 
agent service a Web service first seeks its service description in the UDDI (or 
otherwise, be provided the description), and then sends an invocation request to the 
Gateway Agent via the Axis Web server. The JADE WSIG requires no alteration to 
existing FIPA of WSA-related specifications. 

4   Aspect Oriented Programming 

Aspect-oriented programming (AOP) [1] has been proposed as a technique for 
improving separation of concerns in software AOP builds on previous technologies, 
including procedural programming and object-oriented programming that have 
already made significant improvements in software modularity. 

The central idea of AOP is that while the hierarchical modularity mechanisms of 
object-oriented languages are extremely useful, they are inherently unable to 
modularize all concerns of interest in complex systems. Instead, we believe that in the 
implementation of any complex system, there will be concerns that inherently 
crosscut the natural modularity of the rest of the implementation. AOP does for 
crosscutting concerns what OOP has done for object encapsulation and inheritance. It 
provides language mechanisms that explicitly capture crosscutting structure as shown 
in Fig. 2.  

This makes it possible to program crosscutting concerns in a modular way, and 
achieve the usual benefits of improved modularity: simpler code that is easier to 
develop and maintain, and that has greater potential for reuse. We call a well 
modularized crosscutting concern an aspect.  

 

  

Fig. 2. Weaving of Aspect on source code 

5   Case Study 

Invocation of Agent Service Using AOP 
public aspect AgentWs  { 
//cross cut multiplication method of Addws class 
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pointcut mul(Addws ad,float a,float b):call(public float 
Addws.mul(..))  

&& target(ad)  
&& args(a,b); 

//Invoking Multiplication service of Agent 
before (Addws ad, float a,float b):mul(ad,a,b){ 
try{System.out.println("entering to call Agent 
services"); 
String 
endpoint="http://localhost:8088/wsig/ws/MathFunctions?wsd
l";  
Service service = new Service(); 
Call call = (Call) service.createCall();     
call.setTargetEndpointAddress( new java.net.URL(endpoint) 
);call.setOperationName("multiplication"); 

System.out.println("entered into webservices"); 
call.setOperationName(new 
QName("http://localhost:8088/wsig/ws/MathFunctions/","mul
tiplication"));      

String ret =(String)call.invoke( new Object[] { a,b} ); 
float res=Float.parseFloat(ret); 
System.out.println("Sent "+a+","+b+" got result="+ 

res);} 
catch (Exception e) { 
System.out.println("Exception cured:\n"+e); 
}}} 

In the above code, we are invoking Agent Web service which is located at local server 
(http://localhost:8088/wsig/ws/MathFunctions?wsdl). We can call this web service 
using traditional java code, but if we follow traditional way we cannot provide 
dynamic adaptability, reusability to our application. So, here we are using Aspect 
Oriented Programming to provide/support dynamic adaptability and reusability. 

 
                              Fig. 3. Invocation of Agent Service using AOP via WSIG 

Aspect Code 

Base Code 

 Aspect 
Weaver  

Modified 
Code 

Invoking 
Agent  Service  

Client             
WSIG 



 A Novel Way of Invoking Agent Services Using Aspect Oriented Programming 681 

AgentWs is an AOP code; it will cross cut mul method of Addws class.  The client 
write base code and run that code, here aspect weaver will link aspect code and base 
code together and then generate a class file which is referred as modified code as 
shown in Fig.3.  

Here WSIG will provide communication between AOP and AgentOP. Client can 
send request for Agent service in traditional way. Aspect code will call for Agent 
service via WSIG. WSIG will search for requested services is available or not in 
UDDI. If desired service found then send the request to Directory Facilitator (DF). DF 
will search for agent who provides specified service. If agent found then send client 
request details. Agent will process the request and send response to DF vice versa. 
Everyone can use this aspect code by cross cutting their methods in pointcuts and 
dynamically change Agent service end point in before advice as mentioned in above 
code. Hence we strongly say that AOP always supports reusability and dynamic 
adaptability [13]. We proved practically above all things in Eclipse platform. 

6   Efficiency of AOP by CPU Profiling 

In some cases, flexibility and reusability of the design comes with the price of 
decreased efficiency. At the same time, performance is often a key quality attribute of 
distributed applications. It is therefore beneficial to investigate whether AOP may 
influence performance of applications. The comparison of the differences between 
AOP and OOP shows results that indicates influence of application quality, especially 
performance. To demonstrate this Agent Service calling is applied and the CPU 
profiling data is collected. It took 4.81 ms to execute the program without AOP and 
3.16 ms to execute when AOP is applied. 

6.1   Profiling Statistics before Applying AOP 

The main method execution took 4.81 ms with 1 invocation. The below figure 4 
shows that the complete details of the invocations and time spent by the processor in 
each time. 

6.2   Profiling Statistics after Applying AOP 

The main method execution took 3.16 ms with 1 invocation of each method defined. 
The below figure 4 shows that the complete details of the invocations and the time 
spent by the processor in each method. By comparing these two call tree graphs we 
can say that the code having the AOP cross cutting is more efficient in terms of 
computation power usage. These both resulted has the same for memory usage.  

Here, we have observed practically that execution time analysis comparison of 
JADE Agent Service invocation without AOP and With AOP by run the above code 
seven times shows in Fig 4. Both result the same memory usage. 
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Fig. 4. Execution time analysis for Web Service Calling without AOP and with AOP 

7   Eclipse’s Aspect Visualiser 

Aspect Visualiser is an extensible plugin that can be used to visualize anything that 
can be represented by bars and stripes. It began as the Aspect Visualiser, which was a 
part of the popular AspectJ Development Tools (AJDT) plug-in. It was originally 
created to visualize how aspects were affecting classes in a project. As in Fig. 5 we 
have shown the member view of distribution, tracing, and profiling aspects with class 
AgentWs in Addws class. Here bars represent classes and aspects in AOP code and 
black colored stripes represent advised join points in the execution flow of AOP code, 
which were matched with defined pointcuts in various aspects. 

 

Fig. 5. Aspect Visualizer member view 
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8   Conclusion 

Aspect Oriented Programming supports reuse of existing programs in new, dynamic 
environments even though the specific characteristics of such new environments were 
not necessarily anticipated during the original design of the programs. In this paper 
we are using Aspect Oriented Programming to invoke Agent services via WSIG. Any 
Program can reuse this aspect code to invoke Agent service. Practically we proved the 
reusable concept in the above case study. The interoperability of the web service 
gateway with web service management frameworks as described by Dan et al. [16] 
and Machiraju et al. [20] will be further studied. Also the inclusion of the other two 
transormation (directory facilitator–UDDI and agent description–WSDL) is future 
work. Finally, a more in-depth study into the web services offerings language 
(WSOL) and the WSAgreements will be performed. 
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Abstract. Security has become one major concern in wireless networking, with 
the risk of hampering or delaying the migration of value-critical services 
towards wireless platforms (e.g., ecommerce, e-banking). Securing wireless 
networks poses unique research challenge. In this paper, we survey the state-of-
the-art approach to providing security for wireless networking paradigm, 
namely 3G Cellular WWAN. We identify the security threats as well as 
examine the current solutions. We further discuss open issues and identify 
future directions. 

Keywords: 3G, security, DoS, WLAN, TCP/IP, UMTS. 

1   Introduction 

The 3G networks are the next-generation wireless telecommunication networks that 
target wide area wireless data services for global subscribers. Several 3G networks 
became operational since 2003. In recent years, wireless networking has been 
experiencing an explosive growth. Wireless networks offer attractive flexibility and 
coverage to both network operators and users. Ubiquitous network coverage, for both 
local and wide areas, can be provided without the excessive costs of deploying and 
maintaining the wires. Mobility support is another salient feature of wireless 
networks, which grants the users not only “anytime, anywhere” network access but 
also the freedom of roaming while networking. Recent advances in wireless 
communication technology have offered ever increasing data rates. In this article we 
focus on popular wireless networking paradigm, namely 3G Cellular networks. To 
protect the data delivery functionality of Network, we focus on the following two 
security goals: 

• Information Security, i.e., to provide confidentiality, integrity, authentication, and 
non-repudiation for two entities that communicate with each other. 

• Network Security, i.e., to protect the networking system as a whole and sustain its 
capability to provide connectivity between communicating entities. 
 
Although most of the security threats against the TCP/IP stack in a wired network are 
equally applicable to an IP-based wireless network, the latter possesses a number of 
unique vulnerabilities which make it more challenging to secure: 

• Open Wireless Access Medium: The security threats of message eavesdropping and 
injection are universe in any network; however they are particularly severe in wireless 
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networks due to the open wireless medium. With off-the shelf hardware’s and little 
efforts, an attacker can intercept and inject traffic through a wireless channel. There is 
no physical barrier to separate the attacker from the network, as is the case in wired 
networks. 

• Limited Bandwidth: Wireless networks are particularly vulnerable to Denial-of-
Service (DoS) attacks due to their limited bandwidth and in-band signaling. Although 
the wireless channel capacity is continually increasing, the spatial contention problem 
poses a fundamental limit on network capacity. One can deploy redundant fibers, but 
everyone must share the same wireless spectrum. 

• System Complexity: Generally wireless networks are far more complex than their 
wired counterparts due to the special needs for mobility support and efficient channel 
utilization. Each piece of complexity added into the system can incur potential 
security vulnerability, especially in a system with a large user population and a 
complex infrastructure, such as 3G networks. Due to the open wireless medium, 
wireless networks require explicit mechanisms to control the membership; the 
absence of a stringent admission control mechanism may open the door for potential 
security threats. Recent years have witnessed a lot of efforts on wireless security in 
both academia and industry, with the outcome of a rich body of proposed solutions. In 
this article we assess security threats and summarize representative proposal in the 
context of 3G networks. 

2   Security of 3G Networks 

In this section we examine the security threats and countermeasures in 3G networks. 
We first describe the general things of 2G and 3G networks, and then discuss the 
security threats. Finally we summarize the existing security mechanisms in UMTS, 
and outline the ongoing work. 

1. From 2G to 3G  

Public wide-area wireless networks are now migrating from the second-generation 
systems (2G), developed for low-bandwidth circuit-switched (CS) services, towards 
third-generation (3G) systems, designed to support higher data rates and packet-
switched (PS) services. Several 3G systems are being developed evolving from 
different 2G roots and with different radio technologies. Despite lack of mutual 
compatibility, all 3G systems share the same fundamental structure and 
functionalities, therefore most of the security concepts presented here are common to 
all 3G platforms [01], [02]. Also we will focus here on the Universal Mobile 
Telecommunication System (UMTS) for sake of simplicity. 

During the migration path from GSM to UMTS, an intermediate phase is General 
Packet Radio Service (GPRS). With GPRS, the existing GSM Radio Access Network 
(RAN) is augmented with packet-switching capabilities for data services, and a new 
packet-switched core network (PS-CN) is added in parallel to the legacy circuit-
switched core network (CS-CN) to carry data traffic. Along with the evolved 
GSM/GPRS RAN, PS-CN will eventually connect to the new UMTS Radio Access 
Network (UTRAN) based on WCDMA.  

The information servers play an important role in the control procedures of 
2.5G/3G systems. Among them, the Home Location Register (HLR) maintains all 
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subscriber information’s, including location tracking at the SGSN level, while the 
Authentication Center (AuC) is responsible for the subscriber authentication. The 
signaling procedure involve communication between the SGSN/GGSN and 
HLR/AuC. Additionally, a numbers of other IP-based servers (e.g., DNS, DHCP, 
RADIUS, proxies, etc.) find place within PS-CN for control and management 
procedures [03]. 

In 2G/3G networks, each active Mobile Station (MS) embeds two components that 
are physically and logically distinct: a software/hardware terminal (i.e., a cellphone, 
smartphone, PDA, palmtop, laptop), and a Subscriber Identity Module (SIM), which 
is a tamper-resistant smart-card storing a unique identifier (the IMSI) and associated 
secret keys. The UMTS SIM (USIM) is endowed with internal processing, and the 
cryptographic algorithms involved in authentication are executed directly in it since it 
is the USIM, not the terminal, to be authenticated. The USIM is issued by the network 
operator. Its secret keys are known to the home AuC, and a trust relationship is in 
place between the USIM and the AuC. This makes the administrative separation 
between the terminals and the network less sharp than in other networks such as 
WLANs. 

2   Security Threats 

a) Threats to Information Security: USIM is typically associated to a single 
subscriber, eavesdropping the signaling messages may reveal the subscriber’s identity 
and physical location, which harms the user privacy beyond the content of the data 
communication. 

b) Threats to Network Security: The IP-based 3G networks and terminals are 
vulnerable to all traditional attacks against the TCP/IP stack. There are specific 
attacks associated to the intimate nature of a cellular wireless network (e.g., signaling 
attacks) -  

i) Attacks from external wired networks, typically from the Internet (Gi interface) 
ii) Attacks from other interconnected CNs (Gp interface) 
iii) Attacks from the user plane of the RAN 
iv) Attacks from the signaling plane of the RAN 

A successful attack on an internal element of CN might have a dramatic impact on a 
large portion of the network. For example, the attacker can simply inject massive 
unsolicited traffic towards the terminals. This threat is more severe in 3G networks 
than in wired networks because: 

• The per-cell radio capacity is scarce and shared. Massive traffic to one terminals 
impacts the services of other users in the same cell, representing a sort of “soft DoS” 
attack. 

• Massive traffic might induce an additional overload on the control plane. For 
example, with mobile-terminated services, an incoming packet towards an attached 
terminal triggers a paging procedure over a vast area, which is iterated a few times if 
the terminal does not respond. 
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• The 3G users are typically billed per-volume, thus unsolicited traffic causes 
billing problems resulting in a lower level of perceived service reliability. Such “over-
billing attacks” apply to any network implementing volume based billing. 

Attacks from the user plane of the RAN might be critical since the terminals 
communicate with internal CN elements with IP-based protocol stack, like GGSN, 
proxies, WAP server, etc. From it, the intruder can attempt to gain access to even 
more critical elements (e.g., AAA system, OAM system). These kinds of attacks, 
which ultimately exploit loopholes or other software flaws, have been demonstrated 
in laboratory at least for 2.5G [08] [05]. 

Another security threat is the Distributed-DoS (DDoS) attacks that send massive 
amount of malicious IP traffic from the terminal side (e.g., SYN storm, malformed 
packets), aiming at overloading the network elements or terminals. Generally the 
network stability might be hampered by macroscopic volumes of malicious traffic, 
regardless on whether the network elements are directly targeted or not. For example, 
large worm infections targeted at the terminals might generate large volumes of 
unwanted traffic, e.g. TCP-SYN probes and backscatter ICMP traffic [06], that 
collectively builds up a traffic aggregate that deviates   from the “typical” traffic 
characteristics along several dimensions - e.g. packet size, address distribution, 
timing, etc. As a result, the network is exposed to a completely different and 
unexpected traffic pattern at the macroscopic level, and there is no a priori guarantee 
that all network elements will operate correctly in these new conditions. The proof-of-
concept of such potential was given in 2001 during the propagation of the Code Red 
worm, which indirectly caused troubles to several routers in the Internet [07], [08] 
despite the worm was not targeting network elements but just hosts. In principle, 
similar incidents might occur in 3G network as well. 

Another type of potential attacks are those launched via signaling from the RAN. A 
specific feature of 2.5G/3G is the strong signaling interaction between a large 
population of terminals and a reduced number of network elements (e.g., BSC, 
SGSN), which is required primarily for mobility and resource management. The 
attackers might use malformed or iterated signaling procedure to launch DoS attempts 
targeting some network elements in the CN or in the RAN itself. In fact, several 
procedures require a considerable amount of resources - mainly processing power and 
memory state. In the worst case they might seek to evocate flaws in the network 
equipments, software bugs or misconfiguration, and drive them to crash. 

In general, once that one portion of the network or piece of equipment has been 
impacted, it is possible to trigger a sequence of cascading failures which ultimately 
enlarge the scope of the damage in domino effect. Despite no concrete examples have 
been demonstrated in practice, the potential of latent cascading failures cannot be 
excluded a priori in large-scale systems with a highly complex web of internal 
interactions - which is exactly the case for a 3G network. 

 

c) Practicality of Network Threats: So far we have presented a number of potential 
security threats for 3G networks. To launch attacks towards the CN, the attacker 
should have a deep insight into the specific equipments and an accurate knowledge of 
the network internals that are unlikely leaked outside the operator and vendor staff. 
For attacks from the RAN, it is unrealistic to expect that a single misbehaving 
terminal can impose a critical load, unless hitting a real loophole or triggering a 
cascade of failures. This is because of the intrinsic resource asymmetry between CN 
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elements and terminals.  The maximum signaling load that a terminal can generate is 
limited by one or more of the following factors: 

• Capacity of the signaling or data radio channel 
• Processing capacity of the handset 
• Processing capacity of the USIM 

To overcome the resource limitation of individual terminals, the attacker might have 
to set up a large pool of misbehaving terminals and attempt large-scale DDoS attacks. 
To overcome the radio bandwidth bottleneck, particularly of the signaling channels, 
the set of misbehaving terminals should be distributed over a large geographical area 
to access multiple cells. They can communicate via some other network (e.g., 
Internet), since the new generation of terminals tend to have multiple communication 
interfaces (e.g., a laptop with a GPRS/UMTS card plus legacy wired interfaces). For 
example, distant terminals could exploit this communication to share a single identity 
by connecting to a single USIM, then emulate large false mobility procedures. DDoS 
attacks might also be launched from a number of legitimate terminals that have been 
corrupted by malicious codes (virus, worms, trojans, backdoors, etc.). 

An additional difficulty is associated with DoS attacks via signaling: they generally 
require hacking the low-layer logics of the terminal where the control plane modules 
are implemented, which is difficult since it is often implemented in firmware. 
Regarding DDoS attacks via signaling from infected terminals, to date there is no 
concrete evidence that a virus might take control of the low-layer logic and affect its 
signaling behavior. At most, it might indirectly trigger a high rate of legitimate 
procedures (e.g., attach/detach cycles, PDP-context activation). Other obstacles arise 
if the attacker seeks to put in place his own set of malicious terminals.  

In summary, several features of 3G networks contribute to make the attacks 
difficult and costly to instruct. However, the security of 3G networks should not rely 
on such factors, which might eventually change in the future. For instance, in the 
short term the widespread popularity of 3G data cards for laptops will inevitably 
import inside the 3G networks all the kinds of malicious code that are currently 
present in the Internet, along with the associated risks outlined above. In the mid-
term, future software platforms might make it easier to compromise the signaling 
behavior of the terminal, while a higher level of terminal homogeneity will extend the 
potential of large virus infections to handsets. In a longer term, the advancements in 
software defined radio [09] will perhaps make it possible to build (malicious) 
terminals by coupling some general purpose transceiver and some (malicious) 
protocol stack publicly downloadable from the Internet. Ultimately, the cost of an 
attack - whether it lies in the cost of setting up a suitable attacking hardware or in the 
cost of acquiring knowledge about internal network features - is not an obstacle any 
more in front of an economic motivation for the attack itself, which is likely to grow 
together with the economic value of the network. 

3   UMTS Security Mechanisms 

The security specifications in 3GPP follow the assessment of the threats and risks 
defined in [11]. As specified in [12], 3GPP security mechanisms are built on those 
adopted in GSM for back compatibility, with improvements to address the limitations 
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and known weaknesses of GSM. For instance, ciphering algorithms in 2G were not 
robust enough and could be cracked  [13], with key lengths perhaps too short and lazy 
key reuse. Some improvements were already achieved in GPRS by the adoption of the 
GEA algorithms [14], and in fact no cracks are available in the public literature for 
them. However, they are kept secret and did not pass the severe testing of the open 
cryptanalysis community; therefore there is no evidence of their real strength. With 
3G a major improvement is introduced with this regard, with the adoption of public 
and provably robust ciphering algorithms, with longer cipher keys (up to 128 bits) 
which are frequently refreshed. 

The set of cryptographic functions f0 − f5* used in the AKA are implemented 
exclusively in the USIM and in the AuC. By the standards they are operator specific, 
but 3GPP has developed a reference algorithm, called MILENAGE [15], which is in 
practice the recommended choice. It is built around the Rijndael block cipher, which 
was successively adopted in the AES standard. 

The cryptographic functions f8 − f9 are implemented in the terminal equipment 
and in the RNC, and therefore must be standard in order to ensure interoperability 
between multiple, vendors. The 3GPP security architecture allows for up to 16 
different algorithms for encryption and other 16 for integrity, but so far only one 
standard algorithm has been defined for encryption (UEA-1), and one for integrity 
(UIA-1), which is based on the KASUMI block cipher algorithm [16]. Both the 
Rijndael and Kasumi cryptographic algorithms recommended in 3GPP are considered 
solid enough at present [10]. 

While in 2G all critical information (cipher keys, authentication data, signaling 
messages) were transported without protection on the assumption that external access 
to the CN is intrinsically restricted, security mechanisms in UMTS are extended to the 
wired CN (from Rel4).  

Finally, to protect the subscriber’s identity and location privacy, a temporary 
identifier (Temporary Mobile Subscriber Identity, TMSI) is assigned by the SGSN to 
the MS. The TMSI is therefore used for subsequent identification in place of the 
primary subscriber identifier (i.e., the IMSI), which makes tracking a specific 
subscriber much more difficult. 

4   Ongoing Work 

Attacks from the Internet are  similar to the external IP attacks that wired corporate 
networks have to face, and are typically counteracted by middle-boxes such as 
Intrusion Detection / Prevention Systems (IDS/IPS) and firewalls active on the 
TCP/IP stack. Certainly some customization is needed to adapt them to the specific 
characteristics of a 3G network: very large set of hosts (i.e., up to millions of 
terminals), highly dynamic addressing scheme (a new IP address is assigned for every 
connection and can be reused within few minutes) etc. 

The issue of attacks from the RAN is still a unexplored area for public research. 
There are a number of studies on DoS/DDoS attacks and countermeasures in the 
wired networks, and many of these concepts can be applied to 3G networks as well. 
However, research on 3G-specific DoS/DDoS attacks is still in a pioneering phase. 
Despite some preliminary works have appeared [18], [19], limited to attacks on the 
data plane, they do not display real experiments nor analysis of real data. It is likely 
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that experimental investigations are being carried on within industry laboratories [20], 
however to the best of our knowledge no results have been made public so far.  

In assessing the security of 3G networks, one should keep in mind that they do not 
work in isolation. As a matter of fact the security mechanisms of GSM/GPRS are 
generally weaker than those specified for UMTS. Since the PS-CN is shared, attacks 
from one RAN might impact the other as well. Moreover, it is likely that in the near 
future certain level of integration will emerge between WLAN and 3G infrastructures, 
as these technologies are complementary under many aspects [21]. 3GPP has already 
taken the initiative to develop an interworking 3GWLAN architecture [22]. The 3G-
WLAN integration involves a number of security issues which greatly depend on the 
exact form of such integration [23]. 

5   Summary 

To date the security architecture based on cryptographic techniques defined by 3GPP 
is believed to adequately preserve information security in 3G. Nevertheless, several 
aspects regarding network security and robustness against malicious traffic have not 
yet received adequate attention by the research community. For instance, it has not yet 
been quantified the real exposure of the 3G network to certain types of incidents, 
including explicit attacks from the terminal side, both on the data plane and on the 
signaling, and other large-scale events like DDoS or worm infection. In the near 
future, the introduction of new services and new types of terminals will likely 
introduce new potential risks for the security of the network infrastructure, and the 
design of appropriate countermeasures require a ready understanding of the threats 
and a concrete assessment of the risks. The prominent key factor shaping the success 
of these efforts will be the availability of experimental data and measurements from 
real operational networks. 

3   Conclusion 

In assessing the security of 3G networks, the security mechanisms of GSM/GPRS are 
generally weaker than those specified for UMTS. Since the PS-CN is shared, attacks 
from one RAN might impact the other as well.  

The cryptographic techniques are an essential ingredient in providing information 
security, and can serve as the first line of defense against network attacks (e.g., through 
authentication). However, cryptography alone does not suffice to secure a networking 
system. Given a specific security requirement, there is neither a systematic process to 
develop a suitable design nor an automatic way to gauge its vulnerability at this time. 
One major challenge in network security design is to address various dimensions of 
performance tradeoff including crypto strength, execution speed, computational 
overhead, communication cost, energy consumption, operational and configuration 
complexity, etc. A feasible solution must balance among these partially conflicting 
goals, yet a systematic way to evaluate these tradeoffs is still missing. Unfortunately, 
many state-of-the-art solutions still do not possess the properties that networking 
protocols deem necessary. Finally, the current security solutions are typically based on 
specific threat models, and operate explicitly or implicitly with a number of assumptions 
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made on the networks. For example 3G network security designs assume a reliable core 
network. When unexpected failures or unanticipated threats occur, these security 
solutions are likely to collapse. 

Proposed Future Research 

Future software platforms might make it easier to compromise the signaling behavior 
of the terminal, while a higher level of terminal homogeneity will extend the potential 
of large virus infections to handsets. In a longer term, the advancements in software 
defined radio [17] will perhaps make it possible to build (malicious) terminals by 
coupling some general-purpose transceiver and some (malicious) protocol stack 
publicly downloadable from the Internet. Looking ahead into the future, two 
directions that need more research and development efforts to build a truly secure 
wireless networking system:  

(a) Critical evaluation: In fact, we lack systematic evaluation methods and efforts 
in the Vulnerability analysis of the current solutions/standards. While the crypto 
strength of individual ciphering algorithms is relatively well understood, we have no 
formal analytical tools to assess a system security proposal. In particular, the analysis 
on the inter-dependency among various system components and security operations 
poses a major research challenge. (b) Resilient security: A truly resilient security 
solution needs to possess both robustness and resiliency. Most current solutions make 
idealistic assumptions on the network and individual components. It must be robust 
against wireless channel errors, transient/permanent network connectivity and 
topology changes, and user mobility. It must also be resilient against unanticipated 
attacks, operational errors such as misconfigurations, and compromised devices. 

Security is an evolving process, as we have seen in the context of 2G/3G networks. 
New system vulnerabilities continue to be identified, and new security threats 
continue to arise. Accordingly new solutions must be developed and integrated into 
existing systems. The history of security has taught us that a perfectly secure system 
does not exist. We need continued development of newer and stronger ciphers, but 
more fundamentally we also need a better understanding of how to architect a secure 
system that can embrace the security evolution in a flexible, non-intrusive, and 
efficient manner. 
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Abstract. Ontologies enhance searching information on the Web since they 
provide relationships and semantics among them. Ontology is required to 
describe the semantics of concepts and properties used in a web document. It is 
needed to describe products, services, processes and practices for any software 
components. Software components are essential part of software development 
process. Using component is essential in nowadays software development. This 
paper demonstrates several experiments to extract concepts to build ontologies 
that improve the description process for software components embedded in a 
web document.  In this paper we built ontology (mainly concepts) for some 
software components then used them to solve some semantic problems. We 
collected many documents that describe components in .Net and Java from 
several and different resources. Concepts were extracted and used to decide 
which domain of any given description (semantic) is close or belong to.  

Keywords: Ontology, Semantic Web, Component Description, Software 
Engineering. 

1   Introduction 

Ontologies are originated in philosophy, but they are increasingly being used in many 
scientific and engineering domains. The word ontology can be described as “an explicit 
specification of a conceptualization” [1]. Conceptualization refers to an abstract model 
of some phenomenon in the world that identifies that phenomenon’s relevant concepts 
[2]. Ontologies have recently been introduced into higher-level information fusion 
where they provide a mechanism for describing and reasoning about sensor data, 
objects, relations and general domain theories [3], [4], [5], and [6]. Ontology is required 
to describe the semantics of concepts and properties used in web documents. It is 
needed to describe products, services, processes and practices in any e-application. In 
the last years there has been a growing recognition of the need to create explicit 
specifications of conceptualizing of the knowledge in several domains [7].   

Software components are essential part of software development process. Wang 
and Qian [8] define software component as a piece of self-contained, self-deployable 
computer code with well-defined functionality, and it can be assembled with other 
components through its interface. According to them, a component is a program or a 
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Fig. 1. Building Components Domain Ontology 

collection of programs that can be compiled and made executable. Component 
technologies complying with the above definition include JavaBeans and enterprise 
Java Beans (EJB) from Sun Microsystems, COM (Component Object Model), DCOM 
(Distributed Component Object Model), and .NET components from Microsoft 
Corporation, and CORBA (Common Object Request Broker Architecture) 
components from the Object Management Group [8] [9]. Microsoft.NET and J2EE 
are development environments which provide solutions (ready components) to be 
used in many applications.  

This paper extracts concepts to build ontologies in the domain of two well-known 
software components i.e. .Net and Java. KAON

1
 (KArlsruhe ONtology) [10] is used 

to extract these concepts.  KAON is a framework for the development of ontology-
based applications. It is an open-source ontology management infrastructure targeted 
for business applications [11]. We collected many documents that describe 
components in .Net and Java from several and different resources.  All these 
documents have been converted to text format. KAON has been used to extract 
concepts that describe these components. These concepts were used to decide the 
domain for any given description (semantic) that this semantic is close or belong to. 
This paper proves that ontologies promote common understanding to describe 
software components. This paper is organized as follows: section 2 describes our 
ontology building process, section 3 demonstrates our experiments, and section 4 
concludes the paper. 

                                                           
1  http://kaon.semanticweb.org/ 
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2   Ontology Building Process 

Kayed et al. [12] summarized the methodologies for building ontologies around three 
major stages of the ontology life cycle i.e. Building-Manipulating-Maintaining. In the 
building stage, four steps are needed: specification, conceptualization, formalization, 
and implementation. In the manipulation stage, an ontology query language should be 
provided for browsing and searching; efficient lattice operation; and domain specific 
operations. In the maintenance part, developers should be able to syntactically and 
lexically analyze the ontology, adding, removing, modifying definitions, and also 
translate from one language to another. The three stages are overlapped. For more 
details, see [12].  

Building ontology to describe software components is not a simple task. We 
decided to build two domains ontologies: Java and .Net. To evaluate our work, we 
introduced a new relevancy measure. We used this measure into two ways: first to 
evaluate the ontology itself and then to evaluate the description of a concept. We 
called this measure Relv(D, O) which will be read as  the relevancy of a description D 
according to an ontology O. Relv(D, O) counts how many concepts in a description D 
belongs to an ontology O. It calculates the number of words in a description (D) that 
match concepts in the provided ontology (O).  A detailed formal definition of this 
measure will be published in another forum. 

KAON's tool has been used in our experiments. It has the ability to change the 
frequency of concepts in the provided corpus which will give different number of 
concepts in the yield ontology. Increasing the frequency will reduce the number of 
concepts in the ontology. For that we applied our relevancy measure on several testing 
cases with five different frequencies (frequencies=10, 15, 20, 25, and 30).  

3   Building Components Domain Ontology  

Our methodology to build components domain ontology is summarized in three main 
steps: Domain analysis, data collection, and terms extraction (see figure 1). 

Domain analysis was performed to analyse, identify, and determine source of 
knowledge to be used in extracting the concepts. Ontology requires minimal 
ontological commitment sufficient to support the intended knowledge sharing 
activities. It should describe the essential part of knowledge not the whole knowledge 
[10]. The task has been simplified by using existing resources that describe .NET and 
Java components. Data that describes the domain components has been collected from 
the web. All data has been integrated and converted to text-files to be used as 
corpuses for KAON's tool. One of the main obstacles was the lack of UDDI 
(Universal Description, Discovery and Integration) registered descriptions for both 
.Net and Java. The size of corpuses was too small to conduct the experiment. 
Therefore, the outcome concepts were not enough to proceed our experiment. It 
should be pointed out that KAON's tools depend on the most common terms and most 
frequent terms in a specific domain. We decided to expand our resources and go 
beyond the UDDI descriptions. The new corpuses were collected from several 
resources such as online reports, news, and academic research.  
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Data collection: Collecting the raw data is the essential step in building ontology in 
any domain. Our methodology was to collect as much as possible of the raw data that 
is related to both domains i.e. Java and .Net. Then use them as basis to our ontology. 
The Web was our main source of information about the descriptions of .NET, Java 
and their components. Microsoft, sun micro system, UDDI, and other sites were 
among our resources. The collection process has spanned for three months. The size 
of domain sources was 128 pages for .NET domain and 154 for Java. The resources 
for both domains were containing many codes which are not helpful in building 
ontologies. Documents were enhanced by removing irrelevant information and source 
codes. The comments and the descriptions of some codes were kept. The size of 
documents of both domains is made close to each other. Table 1 provides some 
samples of the raw data. This process spanned for another three months. 

Table 1. Samples of the .Net and Java raw data 

.NET Samples Java Samples  
NET is a A Microsoft operating system platform that 

incorporates applications, a suite of tools and services and a 
change in the infrastructure of the company's Web strategy. 

.NET Framework execute in a software environment that 
manages the program's runtime requirements. This runtime 
environment, which is also a part of the .NET Framework, is 
known as the Common Language Runtime (CLR). The CLR 
provides the appearance of an application virtual machine, 
so that programmers need not consider the capabilities of the 
specific CPU that will execute the program. The CLR also 
provides other important services such as security 
mechanisms, memory management, and exception handling. 
C# Validator2.aspx [Run Sample] | [View Source]  
LateBreaking Samples: Displaying Validation Errors 

 

J# The System.Web.UI.WebControls namespace 
includes a Style base class that encapsulates 
common style attributes (additional style classes, 
such as TableStyle and TableItemStyle, inherit from 
this common base class). Many Web server controls 
expose properties of this type for specifying the 
style of individual rendering elements of the control. 
For example, the WebCalendar exposes many such 
style properties: DayStyle, WeekendDayStyle, 
TodayDayStyle, SelectedDayStyle, 
OtherMonthDayStyle, and NextPrevStyle. You can 
set individual properties of these styles using the 
subproperty syntax PropertyName-
SubPropertyName, as the following sample 
demonstrates. 

 

   
 

 
Terms extracting: After enhancing both domain resources, we developed our 
ontologies’ concepts using KAON. All documents have been converted into text 
format to be used as corpuses in KAON. The size of files in text format for both 
domains was very close to each other. The file size for .Net was 0.6 MB and 0.5 MB 
for Java. Table 2 presents samples of .Net and Java extracted concepts (i.e. the output 
of these files from KAON). 

We used our measure Relv(D, O) to check the quality of these concepts. The 
measure computes the percentage of how many concepts that covers a description D 
in ontology O. If an ontology is claimed to be "good" then the coverage of concepts 
of that description in that ontology should be better than any other ontology  i.e. 
Relv(D, O) is higher. Several descriptions have been selected from both Java and .Net 
domains. Samples of these descriptions are presented in table 3. We run six cases for 
each ontology. Table 4 shows that for a frequency 10, the coverage for the .Net 
description in the .Net Ontology is 10.7 i.e.   Relv(.NET, .NET) = 10.7%. Also it 
shows that the coverage for the Java description in the .Net ontology is 5.19%. i.e.   
Relv(.Java, .NET) = 5.19%. It has been noticed that the coverage of .Net descriptions 
are better that their corresponding to the Java descriptions (table 4).  Results indicate 
that the Java ontology could be enhanced.  
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Table 2. Samples of .Net and Java Concepts 

.NET Concepts JAVA Concepts  
Access, action, addition, application,  state, argum , 

asax, asmx, asp, asp net, common, language, common 
language runtime, compile, component, web service, 
window, work, worker, worker process, world, wsdl, xml, 
xml web service 

Call, case, change, child, class, client, client side, 
interface, JVM, Microsystems, sender, Server, 
session, set, side, site, Soap, virtual , World Wide 
Web. 

 

 

Table 3. Samples of .Net and Java Descriptions 

Description 1.:  .NET Description 1.:JAVA:  
A programming language developed by Sun Microsystems. 
It implements a strong security model, which prevents 
compiled Java programs from illicitly accessing resources on 
the system where they execute or on the network. Popular 
World-Wide Web browsers, as well as some World-Wide 
Web servers and other systems implement Java interpreters. 
These are used to display interactive user interfaces, and to 
script behaviour on these systems. It can also be used to 
build a small application module or applet for use as part of a 
Web page. Applets make it possible for a Web page user to 
interact with the page 

A programming language developed by Sun 
Microsystems. It implements a strong security 
model, which prevents compiled Java programs 
from illicitly accessing resources on the system 
where they execute or on the network. Popular 
World-Wide Web browsers, as well as some 
World-Wide Web servers and other systems 
implement Java interpreters. These are used to 
display interactive user interfaces, and to script 
behaviour on these systems. It can also be used 
to build a small application module or applet for 
use as part of a Web page. Applets make it 
possible for a Web page user to interact with the 
page 

 

 

Table 4. Applying relevancy measures on .Net and Java descriptions using both ontologies 
with different frequencies 

Frequency Relv(.NET, .NET) Relv(Java, .NET) Relv(Java, Java) Relv(.NET, Java) 

10    29/270 = 10.7% 14/270 =5.19% 17/240 = 7.1% 18/240 = 7.5% 

15 23/194 =11.9 % 13/194 =6.7% 14/158 =8.9 % 12/158 =7.6 % 

20 20/147 =13.6% 10/147 = 6.8 % 14/125 =11.2% 12/125 = 9.6% 

 25 18/120 =15% 8/120 =6.67% 11/93 = 11.8% 8/93 =8.6% 

30 12/89 = 13.5% 7/89 =7.9% 10/77 = 13% 8/77 = 10.4% 
 

4   Conclusion and Future Work 

Building “good” ontology needs “good” resources. A relevancy measure is provided 
to define how we can measure the “goodness” of ontology or its resources. The 
measure uses the coverage technique to define the relevancy. The more concepts are 
covered by a knowledge resource, ontology, or a description of the targeted domain, 
the better of this source, ontology, or description is. The main contributions of this 
work are: Building domain ontologies (mainly concepts) for software components 
(Java and .Net) and defining a new relevancy measure to check the quality of resource 
knowledge and/or ontology. 

We chose the domain of Java and .Net since these are well-known frameworks in 
the domain of components based software but it can be generalized and used in any 
other domain such as IBM, Oracle, etc. 
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In this work we measure the quality of a description. In future work we will define 
standards i.e. list of well-formed descriptions in certain domains then used these 
descriptions as a benchmark to check the quality of existing domain ontology. 
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Abstract. World Wide Web (WWW) has become largest source of information. 
This abundance of information with dynamic and heterogeneous nature of the 
web makes information retrieval a difficult process for the average user. A 
technique is required that can help the users to organize, summarize and browse 
the available information from web with the goal of satisfying their information 
need effectively. Clustering process organizes the collection of objects into 
related groups. Web page clustering is the key concept for getting desired 
information quickly from the massive storage of web pages on WWW. Many 
researchers have proposed various web document clustering techniques. In this 
paper, we present detail survey on existing web document clustering techniques 
along with document representation techniques. We have also described some 
evaluation measures to evaluate the cluster qualities. 

Keywords: Web page Clustering, Vector Space model, Feature Extractions, 
Cluster quality. 

1   Introduction 

The size of World Wide Web (WWW) has grown largely and still rapidly increasing. 
From abundance of information on WWW, getting desired information quickly is 
important for the users. Generally, a user looking for information submits a query to 
the search engine and the search engine returns the linear list of URLs with short 
document summaries in the order of documents relevancy to the query. This query list 
approach has several problems [1][2], of which the most important one is that if query 
is too general, the search results would contain many different topics, which leads to 
the situation that users have to go through a large number of irrelevant documents in 
order to identify the ones they are looking for. Problem increases when users are 
novice about the topic they are searching (i.e. having no domain knowledge of topic 
they are looking for) and the search engine retrieves documents on different topics. 
With many irrelevant documents from search engine user may not get desired 
information even after spending lots of time in browsing. Therefore, this has led to the 
requirement of new techniques to help the users to effectively navigate and organize 
the available web documents. One of the techniques that can play an important role to 
achieve this objective is web document clustering. In web document clustering web 
documents on the same topics are gathered in one group so that each clusters contain 
documents that are very similar to each other and dissimilar to documents in other 
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clusters. If search results are clustered into different groups according to documents 
contents and each cluster is assigned an informative label then the user can select only 
appropriate cluster of his use. 

To understand the importance of web documents clustering, consider the example 
where User may search with “Apple” key word if he wants information on Apple 
Company, then search results contains only few documents on Apple Company, the 
rest of the documents may be related to other topics like apple resort, apple fruit and 
many other topics that matches the key word “Apple”. If all retrieved web pages are 
clustered on similar topic then users could find the cluster related to Apple Company 
and thus save valuable browsing time. Web documents clustering clusters the related 
documents on specific topic into same groups having semantically same meaning and 
separates unrelated documents. Web documents clustering can also be used to design 
adaptive website by clustering web page browsed by users [3][4]. 

2   Formulation of Clustering Problem 

Clustering documents basically involve grouping similar documents in one group so 
that documents in one group have high similarity compare with documents in other 
groups. Mathematically we can model clustering problem as follows. 

Consider that X is the document set to be clustered, X = {x1, x2, …, xΝ}. Each 
document xi is a vector of various dimensions, where each dimensions typically 
correspond to extracted features from the documents. A clustering of documents 
collection X in “m” sets can be defined as Q = {q1, q2, ..., qm}, so that the following 
conditions are satisfied:  

qi ≠ ∅, i=1, …, m, 
q1 ∪ q2 ∪ ….∪  qm = X, 
qi ∩ qj ≠ ∅ for i ≠ j and i, j = 1 to m. 

Here last condition states that no overlapping of the cluster but algorithms like suffix 
tree [5] and fuzzy based [6] clustering algorithm allows overlapping of the clusters. 
Overlapping of clusters means that documents do not belongs to one cluster only they 
may belongs to more than one cluster because documents may shared multiple topics. 

3   Categorization of Web Page Clustering Algorithms 

The general process of web page clustering is shown in fig 1. In first step of web page 
clustering data can be collected either in form of original web pages or search results. 
In next step, preprocessing is done on collected data to transform it into appropriate 
form so that it can be efficiently used in clustering process. In feature extraction step 
features are extracted in form of web links or page contents or combination of web 
contents and links information. In link information numbers of in links and out links 
of the web documents are extracted as features and for page content, words or terms 
are extracted as features. In last step, clustering algorithms are applied on extracted 
features and cluster result is obtained. Based on feature extraction we categorize web 
page Clustering algorithms in three parts. 1) text-based approach 2) link-based and 3) 
hybrid approach. 
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Fig. 1. General Process of Web Page Clustering 

3.1   Text Based Approach 

In this approach web pages are treated as a text documents that is all HTML and 
XML tags, special characters and images are removed from the web pages so web 
pages would be converted into normal documents. Here web documents are clustered 
according to their contents. As clustering algorithms cannot works on text directly so 
documents must be presented in correct format. 

Most widely used text document representation is based on vector space model 
(VSM) [7]. In VSM each document is represented by vector of extracted features 
from the document. Consider the vector for ith document di = (f1i, f2i, f3i, . . . ,fmi). Here 
‘m’ features are extracted and fji is the weights of jth feature of document i. The 
weight is based on contribution of the feature in the semantics of the document. 
Further the feature can be represented as word, phrase or n-gram types [8][9]. In word 
representation documents are represented as “set of words” or “bag of the words”. 
This representation of the documents has higher dimensionality. Phrase (set of words) 
can also be used as a feature in document vector to reduce the dimensionality of 
document representation. Character N-gram is a language independent text 
representation technique. It transforms documents into high dimensional feature 
vectors where each feature corresponds to a contiguous substring. N-Grams are ‘n’ 
adjacent characters (substring) from the alphabet A [10]. Hence, the number of 
distinct N-Grams in a text is less than or equal to |A|n. where |A| represents length of 
alphabet A. We further categorized Clustering algorithms in text based approach in 
three parts; Partition based algorithms, Hierarchical and algorithms based on 
optimization techniques and tree based technique. 

3.1.1   Partition Based Clustering Algorithms 
The most common partitioned clustering algorithm is k-means [11]. K-means 
algorithm groups the documents into predefined numbers of the clusters. The 
algorithm starts by randomly selecting k features as an initial centroid and then it 
assigns each document to the cluster with the closest centroid. Then centroids of each 
cluster are updated by calculating the mean of features in the clusters. This process of 
assignment of documents to nearest cluster centroid and updating of cluster centroids 
is repeated until cluster centroids remain same or no change in the cluster centroid. 
The main drawback of the k-means algorithm is that the cluster result is sensitive to 
the selection of the initial clusters centroids and may converge to the local optima 
[12]. Even the number of iterations the algorithm runs are also differing based on 
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initial clusters centroids. Complexity of K-means depends on the number of data 
elements [13], numbers of clusters and numbers of iterations, so change in number of 
iterations increase the complexity of K-means. To overcome this drawbacks many 
variation of K-means has been proposed [14][15][16].  

A variation to k-means clustering algorithm is presented by K. A. Abdul Nazeer et 
al. [14] with two methods one for finding the better initial centroids and other method 
for an efficient way for assigning data points to appropriate clusters with reduced time 
complexity. This algorithm produces good clusters in less amount of computational 
time. But to find initial cluster centroids distance is calculated to each data points in 
the set so its complexity was very high. Then Madhu Yedla et al. [13] described k-
means to find the better initial centroids with reduced time complexity. Almost every 
aspect of k-means like distance measure, initialization of centroid and overall process 
have been modified by the researchers [15][16]. 

3.1.2   Hierarchical Clustering Algorithms 
In this family, algorithms build the hierarchy bottom-up or top down by iteratively 
computing the similarity between all pairs of clusters and then merging the most 
similar pair [11]. Bottom up approach is called agglomerative hierarchical clustering 
and top down called divisive approach. Fung et al. [17] proposed Frequent Item set 
based Hierarchical Clustering to handle issues like high dimensionality and giving 
meaningful cluster labels. The algorithm generates the hierarchy of clusters by 
applying frequent item set concept this method require to specify number of cluster 
required. Malik et al. [18] have presented the closed interesting itemset based 
hierarchical clustering to further reduce the dimensionality and increasing the 
accuracy. The Hierarchical clustering approaches produce high quality clusters but 
have very high computational (O (n2)) requirements. 

3.1.3   Tree Based Algorithm 
Suffix tree clustering algorithm is the first tree based algorithm that generates the tree 
from the documents contents. Suffix tree clustering (STC) algorithm for search results 
clustering is proposed by Zamir et al. [9]. It is incremental clustering approach to suit 
the nature of the web search results. Hua-Jun et al. [19] introduced an improved suffix 
tree with N-gram to deal with the problem of long path and memory requirement of 
the original suffix tree. However, the suffix tree with N-gram can discover only 
partial common phrases when the length of N-gram is shorter than the length of true 
phrases. Junze Wang et al. [20] proposed concept of X- gram suffix tree to have 
variable length in suffix tree. X-gram suffix tree able to recognize whole common 
phrases those were not recognized by N-gram suffix tree. X-gram suffix tree able to 
generate better cluster description but it require additional complement operation to 
identify all common phrases. 

3.1.4   Optimization Based Algorithms 
In this category we have described genetic algorithm and Particle swarm optimization 
algorithm. Zahra hossain et al. [21] proposed genetic based clustering with variable 
size coding and different fitness function to achieve greater accuracy in clustering. 
Wei Jian-Xiang  et al. [22] proposed genetic algorithm for document clustering to 
refine K-means for searching global optimal value for clustering. But it is for low 
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dimensionality and language specific (Chinese). Dynamic GA for Web Pages 
clustering is introduced by Zhu Zhengyu et al [23]. It does not require to give number 
of cluster required in advance it automatically calculate it. The way with which each 
chromosome is encoded has been modified in the algorithm. The chromosome 
encoded with cluster instead of document vector. 

Particle swarm optimization (PSO) has gained significant attention as an attractive 
heuristic search method due to its easy implementation, stable convergence 
characteristics and good computational efficiency. The PSO algorithm searches for 
the best solution in parallel using a group of particles [24]. Each particle is 
represented as an n-dimensional vector in the n-dimensional search space and 
corresponds to a possible solution to the problem under consideration. Each particle is 
flying with a velocity which is influenced by the social and cognitive components. An 
alternative KPSO-Clustering algorithm is introduced by Ye and Chen [25] to cluster 
N data points into k clusters. KPSO is a PSO based k-means algorithm in which each 
particle represents a possible clustering solution consisting of k cluster centers. The 
proposed algorithm is more robust and better than the traditional k-means clustering 
algorithm. However, the PSO and k-means could converge to local optimum. 
Premalatha, and Natarajan [26] proposed PSO algorithm for document clustering. 
This algorithm is a hybrid of PSO and GA, which can be used to solve combinatorial 
optimization problems. In this algorithm PSO has been modified to add reproduction 
using crossover when stagnation in the movement of particle is identified and carry 
out local search to improve the goodness of fit. Reproduction has the capability to 
achieve faster convergence and better solution. 

3.2   Link Based Clustering Algorithms 

The web pages have hyperlink and metadata attached to them that can be very useful 
for clustering. The link-based document clustering approaches characterize the 
documents by information extracted by the link structure of the collection. Basic idea 
is that when two web pages are connected via a link, it means they may have semantic 
relationship between them, which can be the basis for the partitioning of the 
collection into clusters. But the link based clustering algorithms suffers from the facts 
that pages without sufficient in-links or out-links could not be clustered and results in 
poor cluster quality. 

HITS algorithm based on link information to retrieve authority and hub documents 
for user query is presented by Kleinberg [27]. Pages with many incoming links are 
called authorities and are considered very important. The hubs are pages that point to 
many important pages. A. M. Rahmani et al. [28] proposed fuzzy based clustering by 
considering just anchor tags of the web pages. The algorithm is based on logic that the 
anchor tags make a links to other pages that have similar contents as original page or 
some other important concepts. By using only anchor tags for documents 
representation they reduced the vector size without decreasing precision. They assign 
weights to terms, based on occurrences of terms in title, name, id or other part of the 
anchor tag.  
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3.3   Hybrid Approach 

The web links can be seen as a recommendation of the creator of one page to another 
page, they do not intend to indicate the content similarity and link based algorithms 
may suffer from poor or too dense link structures. On the other hand, text-based 
algorithms have problems of high dimensionality and identification of different 
languages. To combine the advantages of both text based and hyperlink based 
approach hybrid document clustering approaches have been proposed. 

He et al. [29] proposed hybrid approach for web documents clustering. The 
algorithm constructs the similarity matrix from hyperlink between documents, co-
citation patterns and text contents and  apply normalized cut method for partitioning 
of the web graph (nodes are web pages and edges are hyperlinks) to form the cluster. 
Ron Bekkerman et  al. [30] argued that web pages belong to same cluster if they are 
similar in content or close to each other in the Web graph. The technique proposed in 
[30] perform search result clustering using heuristic search in web graph and topology 
driven heuristic for filtering URLs that connect to unrelated pages. They gave content 
driven heuristics to combine pages that share the contents. Michael Chau et. al [31] 
give new metrics of HFIDF ((hyperlink frequency multiplied by inverse document 
frequency) combined with traditional TFIDF (term frequency multiplied by inverse 
document frequency) approach to consider link structure of web pages. Cindy et. al 
[32] state the method for hierarchical web page clustering with combination of in-
page link, cross page link and the contents of the web pages.  Cross page link 
structure deals with the co-citation and bibliography-coupling. For in-page link 
authors build the DOM tree to extract the structure of the web pages. Then method in 
the paper introduces the new similarity that combines the in-page link, cross page link 
and the contents of the pages for clustering. Also author have mentioned the new 
density-based clustering algorithm to group densely linked web pages into semantic 
clusters and identifying their hierarchical relationships. 

4   Comparison of Clustering Techniques 

Selecting particular clustering algorithms for any application is always a big issue.  
Because each method has its own advantages and disadvantages. In this section we 
compare three types of clustering algorithms that is content based, link based and 
hybrid clustering algorithms. In content based clustering algorithms, only web page 
contents are considered and clusters are generated based on matching of each word 
from different documents. Below table 1 shows the comparison between various 
clustering algorithms that is used in content based clustering approach. Content based 
clustering suffers from high dimensionality. Content based clustering may not get 
sufficient content for clustering if web pages contain only navigation links and 
images. Whereas Link based clustering exploit the hyperlink structure of the 
documents. It can consider images, videos and other objects from web pages for 
clustering that is not possible with content based clustering. Link based clustering is 
also independent of languages of the web pages as it exploit the document structure 
rather than its contents. Link based clustering techniques suffer from poor or dense 
link structure. No cluster can be found if web pages have hyperlink in lower number. 
Hybrid document clustering considers the page contents as well as link structures 
taking advantages of both the techniques. 
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Table 1. Comparison of some clustering algorithms 

           Algo.        

Parameters
K- means AHC STC PSO GA

Time 
Complexity

O(knt)
n=No. of Objects
k=No. of clusters
t=no. of iterations

O(n2)
n=No. of 
Objects

O(n)
n is the size of 
the text

O(n)
n=No. of 
Objects

O(n)
n=No. of 
Objects

Number of 
cluster 
required to 
specify

YES NO NO YES YES

Overlap 
cluster 
produced?

No NO Yes NO NO

How clusters 
Produced

Mostly Based on 
Euclidean or 
Cosine similarity

Comparing 
similarity 
between 
each pair of 
the 
documents

If common 
documents 
between base 
clusters are 
greater than 
similarity 
threshold then 
merge base 
clusters in one 
cluster

Each particle 
represents 
documents and 
changes their 
velocity to find 
optimal 
centroid for the
clusters.

Initial population 
is created and 
through 
crossover and 
mutation 
optimum 
clusters are 
found

Advantages 1. Efficient and 
Simple to 
implement
2. Suitable for 
large datasets

1.High 
quality 
results
2. No 
requirement 
of initial 
clusters

1. Incremental 
algorithm
2.Fast and 
allow 
overlapping of 
the clusters

1. Find solution 
faster than GA. 
2. It is parallel 
algorithm
3. can find 
global and local 
optimal cluster 
centroid

1.Perform 
global search to 
find optimal 
centroid for 
clusters
2.It is inherently 
parallel 
algorithm

Disadvantages 1.Sensitive to initial 
cluster centroids
2.Number of 
clusters must be 
known in advance

1. Not 
suitable to 
large data 
sets due to 
high
complexity

1. It’s snippets 
based 
clustering so 
snippets may 
not have good 
description of 
documents

1. Setting of 
Initial 
parameters 
(no. of 
particles, K 
clusters 
etc.)required

1.High 
computation 
cost
2.Sensitive to 
selection of 
various learning 
parameter  

5   Cluster Evaluation Methods 

In this section we have described the quality measures for clusters. Most commonly 
used clusters evaluation measures are as below. 

5.1   Precision and Recall 

The recall–precision framework is a useful method for evaluating Information 
retrieval system performance. It is used to measure the quality of search results. The 
proportion of retrieved relevant documents to all retrieved documents is called 
precision. If all documents are retrieved then the precision value is 1 and no relevant 
documents are retrieved then the precision is 0. Same way recall represents the 
proportion of relevant documents retrieved to all relevant documents. If recall value is 
1 it means all relevant documents are retrieved and 0 means no relevant documents 
are retrieved. Same concept is applied to cluster evaluation if each cluster is treated as 
if it were the result of a query and each class as if it were the desired set of documents 
for a query. Then the recall and precision of cluster j for given class is 
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Recall(i, j) = nij/ni                                            (1) 

Percision(i, j) = nij/nj                                          (2) 

Where nij is the numbers of members of class i in cluster j, nj is the numbers of 
members of cluster j and ni is the number of members of class i. 

5.2   F Measure 

The F measure which is harmonic mean of precision and recall of cluster j and class i 
is given by the following: 

 F(i, j) = ( 2 * Recall(i, j) * Precision(i, j)) / ((Precision(i, j) + Recall(i, j))        (3) 

F measure considers the trade of between recall and precision. It discourages the 
clustering algorithms that sacrifice one measure for another too drastically. Higher 
value of F measure indicates good clustering quality. F-measure for the entire 
clustering is,  

    
1,..,

1

max ( , )
m

i

j k
i

n
F F i j

n ==

= ∑                                (4) 

Where ni is the number of document belonging to class i and “n” is the total 
number of documents in the collection. 

5.3   Entropy 

Entropy shows the probabilistic approach for calculation of the cluster quality. It 
allows us to evaluate the probability distribution of class labels in each cluster. The 
probability of class i in cluster j can be estimated by the proportion of occurrences of 
class label i in cluster j. 

Formally, we can measure the entropy value for each cluster Cj as follow. 

Entropy (Cj) = - i2
1

Pr ( ) log Pr ( )
k

i j j
j

C C
=
∑

                         

(5) 

Here Pri(cj) is the probability that member of cluster Cj belongs to class “i”. Total 
entropy for all clusters is as follow.  

ntropytotal (C) = 
1

| |
* entropy( )

| |

k

i

i

Di
C

D=
∑                                (6) 

Here Di is the size of cluster “i” and D is the total number of data objects. Entropy 
gives the measure of uncertainty so lower value of entropy expected for good 
clustering algorithms.  
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5.4   Means Square Error (MSE) 

Partition based clustering algorithm try to minimize with in cluster variance. MSE 
computes the within class variance so for good partition based clustering algorithms 
should minimize the MSE. The equation for calculating MSE is as below. 

MSE= 2

1

1
|| ||

K

k
j x C j

x m
N = ∈

−∑ ∑                                  (7) 

Here K is the number of clusters and mk is the mean of cluster Ck . 

5.5   Davies-Bouldin Validity Index (DBI) 

DBI is defined as [11], given a partition of the N points into K clusters, one first 
defines the following measure of within-to-between cluster spread for two clusters, Ci  
and Cj for 1 ≤ I,j ≤ K. 

Rj,j = ei + ej / Dij 

where ei and ej are the average dispersion of clusters Ci and Cj, and Dij is the 
Euclidean distance between Ci and Cj. If mi and mj are the centers of Ci and Cj 
respectively, then 

ei = 21
|| ||k

i x Ci

x m
N ∈

−∑ , 

Dij =||mi – mk||
2, where mi is the center of cluster Cj consisting of Ni points. 

The term Rk for each Ck is given as  
Rk = max i≠j Ri,j , 
Now the DBI is defined as:  

DB (k) =
1

1 K

k

k

R
K =
∑

                                       
(8) 

Here K is the number of clusters. The DBI takes into account cluster dispersion 
and the distance between cluster means. Well separated compact clusters are 
preferred. The DBI favors small numbers of clusters. Optimizing the DBI frequently 
eliminates clusters by forcing them to be empty. 

6   Conclusion and Future Scope 

We have surveyed existing web page clustering algorithms with its advantages and 
limitations. We have shown the comparison of some clustering algorithm with various 
parameters. We have also described some clustering quality measures. Clustering is 
very complex process and depends on feature selection and other parameters value 
depending on clustering algorithms. Up till now much research has been conducted on 
the field of web document clustering and there are still some open issues like 
achievement of better quality clusters with readable labels. Handling the high 
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dimensionality and speed of the clustering process are also considerable issues. In 
addition, another important issue is incrementality, because the web pages change 
very frequently and new pages are always added to the web. So addition of one page 
should not repeat whole clustering process it should immediately cluster it. Also, 
clustering algorithms should generate overlapping clusters because web pages often 
shared multiple topics. 
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Abstract. Retrieving information from different languages may lead to many 
problems like polysemy and synonymy, which can be resolved by Latent 
Semantic Indexing (LSI) techniques. This paper uses the Singular Value 
Decomposition (SVD) of LSI technique to achieve effective indexing for 
English and Hindi languages. Parallel corpus consisting of both Hindi and 
English documents is created and is used for training and testing the system. 
Removing stop words from the documents is performed followed by stemming 
and normalization in order to reduce the feature space and to get language 
relations. Then, cosine similarity method is applied on query document and 
target document. Based on our experimental results it is proved that LSI based 
CLIR gets over the non-LSI based retrieval which have retrieval successes of 
67% and 9% respectively.  

Keywords: Latent semantic indexing, Cross language information retrieval, 
Indexing, Singular value decomposition. 

1   Introduction 

Information Retrieval (IR) deals with representing, storing, organizing, and accessing 
information. This representation and organization of information is useful for user 
accessing. The main goal of Information Retrieval (IR) is to retrieve the information 
which is relevant to the users need. This Information Retrieval will be helpful in 
structuring of the language. 

The demand for multilingual information is becoming profound as the users of the 
internet throughout the world are increasing. This demand creates a problem of 
retrieving documents in one language by specifying query in other language. This 
increasing necessity for retrieval of multilingual documents comes up with the new 
branch called Cross Lingual Information Retrieval (CLIR). 

Cross Lingual Information retrieval makes use of user queries in one language 
(source language) and utilizes them in retrieval of documents in other language (target 
language). For example, if the user enters a query in Hindi language then relevant 
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documents in English will be retrieved. These retrieved documents are semantically 
equal. Many information retrieval methods depend on the exact match between words 
in user queries and words in documents. The documents which contain the words in 
user query are returned to the user. So those methods will fail in retrieving the 
documents which do not match with the words in the user queries in a proper way. 
There are many standard methods like, Dictionary based method, Inverted indexing 
method, Probabilistic based methods are failed due to the consideration of words in 
user queries. The most familiar dictionary method for CLIR is also not giving 
efficient information retrieval, due to the limited number of indexing terms or words 
present in the dictionary method. 

The contents of the paper are as follows. Section 2 outlines the previous work done 
by different institutions on Indexing. Section 3 gives the information regarding 
proposed system. Section 4 is about the experiment and results. Finally Section 5 
includes future work and concludes the paper.  

2   Previous Work 

Much work has already been done on CLIR systems and presently research is going 
on in many countries like India, Japan, China, and Portugal. Most of the proposed 
systems are based on indexing techniques like dictionary based indexing, inverted file 
system, probabilistic latent semantic indexing, ontology indexing, and language 
modeling which retrieve the documents based on the index terms. But, by using index 
terms we won’t be able to get the documents which are relevant to the user query. 

Using latent semantic indexing, cross language information retrieval can be 
performed automatically as described in [1].They tested the language independent 
depiction of the documents, irrespective of the user query, which means it may be 
short or long query. They used French and English parallel corpus for training and 
testing the system. They collected the corpus from Hansard collection. 982 documents 
were collected for training the system and 1500 documents for testing it. Totally they 
had used nearly 2482 documents. In English documents there are 2482 paragraphs 
and in French documents also there are 2482 paragraphs. The success rate in finding 
out the mate documents is 98%. 

The reference [2] has used porter stemmer for stemming of the documents in 
English. Here they removed suffixes from the words. Stemming is done on the 
Cranfield200 collection. While stemming they calculated precision and recall. They 
tested porter stemmer algorithm on 10,000 vocabularies. The reduced words out of 
10,000 are 1373 and the 3650 were not reduced. So by using porter stemmer the 
vocabulary size is nearly reduced by 1/3 rd of the original one. 

The reference [3] illustrates the method of Turkish-English cross language 
information retrieval using LSI. In this they experimented on LSI using Singular 
Value Decomposition. The parallel corpus is collected from Skylife Magazine’s 
website, which contains both Turkish as well as English articles. Those articles are 
converted by the interpreters. This corpus contains 1056 Turkish documents and 1056 
English documents. Here each paragraph is taken as an individual document. They 
had matched paragraphs to their cross language mates. So finally there are 3602 
document pairs and each single term is represented by document matrix. Out of 3602 
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documents 1801 documents are used for training the system and 1801 for testing the 
system. Longest Match Stemming algorithm is used for the stemming of the Turkish 
Documents and for English they used Porter stemmer. They had taken My SQL 
5.1.11 Data base server for storing the documents. By using Latent Semantic Indexing 
the retrieval rate is 3 times more than the direct Matching. The success rate is 69%. 

The reference [4] describes Portuguese-English Experiments using LSI. They used 
Los Angeles Times for English Documents only. Systran (translator) used for 
translating the 20 % of the English collection to Portuguese. The total documents in 
the collection are 22000. The success rate of the retrieval is nearly 99%. 

The reference [5] describes Indexing by Latent Semantic Analysis. The method 
Singular Value Decomposition tested in this analysis, it gives the details about how to 
solve the problem of multiple terms referring to the same object. In this the relevant 
documents are characterized and identified properly. For example 12 term by 9 
document matrix is decomposed by using SVD is given clearly. 

The reference [6] describes the method of Latent Semantic Indexing Overview. It 
described some advantage of Liplike less dimensionality, polysemy, synonym and 
Term dependence .In the analysis of LSI they used 90,000 terms instead of 70,000 
documents. So the term by document contains only 0.001% - 0.002% non zero, 
entries. To compute a [200], it had taken nearly 18 hours CPU time. In this LSI gave 
16% improvement than original keyword method. 

The reference [7] describes the method for retrieving of English-Greek documents 
using Latent Semantic Indexing for Cross Language Information Retrieval. The 
English and Turkish documents are clustered along the X-axis and Y-axis into a two 
dimensional vector. Parsing mechanism is used. Here the terms should be appearing 
at least more than once in the database. This paper mainly focuses on the query 
matching within the data base. Folding-in is another technique for the LSI generated 
database already exists. In this Folding- in technique each new document is 
represented as weighted sum of component document vector, this is appended to the 
existing documents.  

The reference [8] describes the method of Latent semantic Indexing a fast Track 
Tutorial. The reference [9] describes the method of Singular Value Decomposition 
Singular Value Decomposition (SVD) is a mathematical technique used for reduce the 
dimension of a matrix. This tutorial describes how the documents are decomposed 
from a single matrix. This gives the relation between the correlated documents  
and uncorrelated documents. In this tutorial they illustrated the two dimensional data 
points.  

The reference [10] describes the method of indexing documents by a combination 
of keywords neglecting the relationship between semantic words. The reference [11] 
describes new Chinese term measurement and MLU extractor process that none well 
on small corpora, and approach to the selection of MLU’s in a more accurate manner. 
The reference [12] describes probabilistic latent semantic indexing (PLSI) models 
using word segmentation. Their result show that correct word segmentation improve 
precision of information retrievals and index based on keywords extraction obtains 
highest accuracy rate to PLSI model.   

 
 



714 A.P. SivaKumar, P. Premchand, and A. Govardhan 

3   Proposed System 

This latent semantic indexing is the best approach for mapping of each document and 
query vector in to a reduced dimensional space. This is based on concept matching 
rather than matching of index terms. The proposed system follows many steps in 
retrieval of documents. 

Indexing is a data structure built on the text to speed up searching. This indexing is 
very simple for a single language, but when coming to multilingual it is quiet 
difficult. So for this we are proposing Latent Semantic Indexing (LSI), by Using 
Singular Value Decomposition (SVD). Here input is a set of documents d1, d2, d3... 
and user query is q=q1, q2..., we are giving the entire document as a query. 

We applied a ranking method for the documents retrieval, it gives the order of the 
documents (top) relevant to the user query.  

In this we scale the term frequency by using following formula 

   W(t,d ) = 1+log (tf (t,d))                        if tf(t,d) > 0                (1) 

                                       =0                                              otherwise 

                             Idf (t) = log ( N/df(t) ). 

Where Idf = inverted document frequency. 
N = number of documents in the collection. 
 

Here first we collect the information which is semantically equal and perform 
stemming on that corpus. After stemming of the documents both are placed in the 
same space vector. Each paragraph is considered as a single term-by -document 
matrix. Latent Semantic Indexing uses a mathematical method called Singular Value 
Decomposition. This SVD is used for reducing dimensions of the term-by-document 
matrix. The formula for SVD as follows: 

SVD splits a matrix (A) in to 3 matrices. 

A=UXVT                                                                                            (2) 

Here, 
 
 U is a matrix containing the columns as the eigenvectors of AAT. It is a concept by 
term matrix. 
 
 X is a matrix, the diagonal elements are singular values of A. It is a concept by 
concept matrix. 
 
 V is a matrix containing the columns as the Eigen vectors of the AT a matrix. It is a 
concept by document matrix. 
 
From these observations a suitable rank value (k value) is to be taken to reduce the 
semantic space. The selection of K value is depending on the parallel corpus that we 
are using in this experiment. 
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Fig. 1. System overview 

 
Fig. 2. Cosine Similarity 

In this, we have created a system that can search the cross language mate of a 
given document. First we train the system with bilingual documents. In this stage, we 
have stemmed the English documents using porter stemmer and we also stem the 
Hindi documents manually. After stemming the documents using corresponding 
stemmers we remove the stop words to increase the retrieval performance.  

By counting the frequency of each word in documents we created a term-by-
document matrix (Feature-space). We Normalized the Feature-space using Term 
Frequency – Inverse Document Frequency (TF-IDF), because longer documents may 
affect the retrieval results. Then the normalized term-by-document matrix has been 
decomposed to U, S, and V matrices using singular values decomposition (SVD). For 
this we have used JAMA package which contains all the classes and interfaces which 
are used for decomposing the Feature-space. 

After training the system using bilingual documents, the documents in the Hindi 
database have been queried to find the cross language mates. To find the similarity 
between the documents we use cosine similarity. For the given query document we 
retrieve the document which gives the value of cosine similarity almost equal to one. 

Cosine similarity can be calculated by the following formula, 

                     
(3)
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Where,   
 

q is the query document  
 

d is the target document   
 

k is the rank value 

4   Experiment 

In this we have taken parallel corpus. We retrieved documents from India Gov1. This 
contains both Hindi and English documents which are semantically equal. Documents 
in both languages have been divided into paragraphs. Each paragraph is divided into a 
single document. So these documents are mapped to the respective translation 
language paragraphs. The mapping data is stored in MYSQL data base server. 

The corpus consists of 180 Hindi and 180 English parallel documents. So for this 
purpose we used every paragraph as a single document. 

Table 1. Example Document 

English Document Hindi Document 
India & the World 
India's foreign policy seeks to 
safeguard the country's 
enlightened self-interest. The 
primary objective of India's 
foreign policy is to promote and 
maintain a peaceful and stable 
external environment in which 
the domestic tasks of inclusive 
economic development and 
poverty alleviation can progress 
rapidly and without obstacles. 
Given the high priority attached 
by the Government of India to 
socio-economic development, 
India has a vital stake in a 
supportive external environment 
both in our region and globally.  

भारत और िवश ् व 

भारत की िवदेश नीित में देश के 

िववेकपूणर् स ् व-िहत की रक्षा करने पर बल 

िदया जाता है। भारत की िवदेश नीित का 
ूाथिमक उदे्दश ् य शांितपूणर् िःथर बाहरी 
पिरवेश को बढ़ावा देना और उसे बनाए 

रखना है, िजसमें समम आिथर्क और 
गरीबी उन ् मूलन के घरेलू लक्ष ्यों को तेजी 
से और बाधाओं से मुक्  त माहौल में आगे 

बढ़ाया जा सकें । सरकार द्वारा सामािजक- 

आिथर्क िवकास को उच ् च ूाथिमकता 
िदए जाने को देखते हुए, क्षेऽीय और 
वैिश्वक दोनों ही स ् तरों पर सहयोगपूणर् 
बाहरी वातावरण कायम करने में भारत 

की महत ् वपूणर् भूिमका है।  

Porter stemmer has been used for stemming of English documents. For Hindi 
documents we performed manual stemming. So after stemming the stop word list is as 
follows. 
 
  

                                                           
1 India Gov  http://www.india.gov.in/ 
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Table 2. Top 20 Stop Word List 

English Hindi 
Word Count Word  Count 
The 969 में 550 
Of 577 और 445 
And 483 की 378 
In 389 को 241 
To 337 का 215 
A 202 िलए 166 
For 161 से 165 
With 111 ने 124 
Is 108 एक 110 
On 105 िकया 108 
As 102 पर 105 
By 100 है 95 
Was 73 करने 75 
From 63 साथ 72 
Has 63 इस 69 
Also 57 भी 67 
At 56 द्वारा 66 
An 43 यह 51 

 
As mentioned earlier each paragraph is taken as an individual document. We have 

mapped the paragraphs to their cross linguistic mates in the MY SQL data base 
server. So totally we have 360 document pairs created. In that each of them is 
represented as a single document in term -by-document relation. 

The paragraphs which are present in the same document are semantically equal. So 
we used 180 documents for training the system and 180 documents for testing the 
system. The document set is shown in the below table. 

Table 3. Corpus Overview 

 
Set 

Number of Documents 
English  Hindi 

Corpus 360 360 
Training set 180 80 
Hindi Test Set 00 180 
English Test Set 180 00 
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After training the system, the documents in the Hindi testing set have been queried 
to the system to find their cross language mates. Cosine similarity is used to find the 
similarity among the documents. We also tested the system with different ranks (k 
values). Based on k value the results are shown in the table below. 

Table 4. Cross Language Mate Retrieval Results 

 
k 

Return Rank 
Hindi document as query 
1 2 3 4 5 6 7 8 9 10 total 

dm 01 01 01 02 02 - 06 - 01 02 16 
40 40 04 01 02 - - - 03 - 01 51 
80 80 04 02 01  04  01 01  93 
120 118 03 01    01    123 
160 158 03       01  162 

 

                                                                      dm: denotes direct match. 
       
The performance of the system is evaluated if we find the mate of query document 

in the retrieval result. After submission of query, retrieval results are ranked 
according to their similarity to the query document. We have given 180 test 
documents one by one as a query and expected to find its mate in the query results. 
We considered the query results as successful, if the mate of query document appears 
in the first 10 of ranked retrieval results. The above table shows the number of 
successful queries according to rank order of the mate document. For example, if we 
consider k=40 experiment, we obtained the mate of query document at the first rank 
for 40 documents. The first row in the table shows the results of CLIR, if we make 
direct match between documents, where no LSI and TFIDF is used. The above table 
also shows that, using TFIDF and LSI increases the query performance by 
approximately 3 times when direct matching is considered. The table shows that as k 
value increases the results are better but compile time is increased. 

5   Conclusion and Future Work 

Various experiments by other researchers carried out using Latent Semantic Indexing 
method for other test data and other languages have produced good results. Our study 
on other Indian languages like Telugu, Tamil and Marathi has proved that using LSI 
methods increase the retrieval performance. Availability of standard test collect, 
remain major concern for testing LSI method. And also another important question 
number and size of documents to be used during training. 

In this experiment we have mainly focused on improving a Hindi-English cross 
language information retrieval using latent semantic indexing. For that we collected 
parallel corpus from India.gov.in web site [12] and performed singular value 
decomposition to get a CLIR system. Our tests depicted that the latent semantic 
indexing improves the results three times to that of direct matching method. We also 
observed that if the value of k increases then there is no consistent performance 
improvement. 
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The CLIR system we have developed will work well for document queries but it 
was less informative for user generated queries. So, much work needs to be done in 
order to make this system work for user generated queries.  
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Abstract. The Dijkstra’s algorithm [1] is applied on many real world network 
problems like mobile routing, road maps, railway networks, etc,. There are 
many techniques available to speedup the algorithm while guaranteeing the 
optimality of the solution. The main focus of this work is to implement the 
combined speedup technique which is based on containers and arc 
flags(COCA). The technique is experimented with two different types of LEDA 
generated graphs namely random graphs, planar graphs and road networks. The 
performance metric speedup was measured with respect to runtime of the 
technique and vertex visited during shortest path computation. The COCA 
technique proves to give best results in planar graphs. Road networks can be 
effectively processed with shortest path containers 

Keywords: Dijkstra’s Algorithm, Graph Theory, Containers, Arc flags, 
Speed-up. 

1    Introduction 

Finding shortest paths in large, sparse graphs is typically used in wide applications 
which include route planning systems for cars, bikes and hikers, or timetable 
information systems for scheduled vehicles like trains and buses, spatial databases 
and web searching, etc. In these applications, different places are considered as nodes 
and their distances are considered as edge weight, which constitute a graph structure. 
The shortest path queries for those applications were originally solved by Dijkstra, 
Bellman-ford, Johnson etc. The classical algorithm for computing shortest paths in a 
directed graph with non-negative edge weights is that of Dijkstra’s algorithm. 
Dijkstra’s algorithm implemented with Fibonacci heaps is still the fastest known 
algorithm for the general case of arbitrary nonnegative edge lengths. 

A directed simple graph G is a pair (V, E), where V is the set of nodes / vertices 
and VVE ×⊆  is a set of edges, where an edge is an ordered pair of nodes of the 
form (u, v) such that Vvu ∈, . Usually the number of nodes V  is denoted by n and 

the number of edges E  is denoted by m.   
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A path in graph G is a sequence of nodes ),...,
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between s and t is the length of the shortest path s-t. A layout of a graph ),( EVG =  

is a function 2: RVL →  that assigns each node a position in 2R . A graph is called 
sparse if )(nOm = . 

Let G = (V, E) be a directed graph whose edges are weighted by a function 
REw →: .  The weights are interpreted as the edges’ or lengths in the sense that 

the length of a path is the sum of the weights of its edges. The single-source single-
target (SSST) shortest-path problem consists in finding a path of minimum length 
from a given source Vs ∈ to a given target Vt ∈ . The problem is only well defined 
for all pairs, if G does not contain negative cycles. In the presence of negative 
weights, but not negative cycles, it is possible, using Johnson’s algorithm, to convert 

in )log2( nnnmO +  time the original edge weights REw →: to non-negative 

edge weights 
+→′ 0: REw  that result in the same shortest paths. Hence, it can be 

safely assumed that the edge weights are non-negative. It can also be assumed that for 
all pairs VVts ×∈),( , the shortest path from s to t is unique. 

In this paper the two basic speedup techniques namely shortest path containers and 
arc flags were combined, implemented and tested in random graphs, planar graphs 
and South India Road network.  

2   Related Work 

2.1   Basic Speedup Techniques 

Computing shortest paths between nodes in a given directed graph is classically 
solved by Dijkstra’s algorithm[1],[2]. But besides Dijkstra’s algorithm there are many 
recent algorithms that solve variants and special cases of the shortest-path problem 
with better running time. This section also focuses on variants of Dijkstra’s algorithm 
(also denoted as speedup techniques in the following) that further exploit the fact that 
a target is given. Typically, such improvements of Dijkstra’s algorithm cannot be 
proved to be asymptotically faster than the original algorithm, and, in this sense are 
heuristics. However, it can be empirically shown that they indeed improve the 
running time drastically for many realistic data sets. An overview of the speedup 
techniques is as follows 
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• Goal-directed search: The given edge weights are modified to favour edges 
leading toward the target node [3],[4],[5]. With graphs from timetable 
information, a speed-up in running time of a factor of roughly 1.5 is reported [3] 

• Bidirectional search: Start a second search backward, from the target to the 
source[4],[5],[6]. Both searches stop when their search horizons meet. Using 
bidirectional search space can be reduced by a factor of 2. 

• Multilevel approach: This approach takes advantage of hierarchical 
coarsening[4],[5],[7],[8],[9] of the given graph, where additional edges have 
to be computed. These edges can be regarded as distributed to multiple 
levels. Depending on the given query, only a small fraction of these edges 
have to be considered to find a shortest path. Using this technique, speed-up 
factors of more than 3.5 were observed for road map and public transport 
graphs [8]. Timetable information queries could be improved by a factor of 
11 [9]. 

• Shortest-path containers: These containers [10] provide a necessary 
condition for each edge, whether or not it has to be respected during the 
search. More precisely, the set of all nodes that can be reached on a shortest 
path using this edge is stored. Speedup factors in the range between 10 and 
20 can be achieved.  

• Arc flags: The partitioning strategy[11] adapted in arc flag approach helps in 
segregating the graph into regions. Based on the arc flag vector the shortest 
path regions are mapped to find the shortest path. 

2.2   Combining Speedup Techniques 

Combining each pair of techniques is outlined in [4] and it is noted that extending 
these to combinations, including three or all four techniques, are not difficult. 

Goal-Directed Search and Bidirectional Search: Combining goal-directed and 
bidirectional search[4] is not as obvious as it may seem. Simple application of a goal-
directed search forward and backward yields a wrong termination condition. In 
certain situations the search in each direction almost reaches the sources of the other 
direction. This often results in a slower algorithm. To overcome these deficiencies, it 
is preferable to use the very same edge weights )()(),(),(' wvwvlwvl λλ +−=  for 

both the forward and the backward search. With these weights, the forward search is 
directed to the target t and the backward search has no preferred direction, but favours 
edges that are directed towards t. This proceeding always computes shortest paths, as 
an s-t path is shortest independent of whether  l  or l ′  is used for the edge weights. 

Goal-Directed Search and Multilevel Approach: The multilevel approach 
determines, for each query, a subgraph of the multilevel graph on which Dijikstra’s 
algorithm is finally run. The computation of this subgraph does not affect edge 
lengths and thus a goal-directed search can be simply performed on it[4]. 

Goal-Directed Search and Shortest-Path Containers[4]: Similar to the multilevel 
approach, the shortest-path containers approach determines for a given query a 
subgraph of the original graph. Again, edge lengths are irrelevant for the computation 
of the subgraph and goal-directed search can be applied readily. 
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Bidirectional Search and Multilevel Approach[4]: A bidirectional search can be 
applied to the subgraph defined by the multilevel approach. The subgraph can be 
computed on the fly during Dijikstra’s algorithm: for each node considered, the set of 
necessary outgoing edges is determined. To perform a bidirectional search on the 
multilevel subgraph, a symmetric, backward version of the subgraph computation has 
to be implemented: for each node considered in the backward search, the incoming 
edges that are part of the subgraph have to be determined. Shortest paths are 
guaranteed, since bidirectional search is run on a subgraph that preserves optimality, 
and, by the additional edges, only contains supplementary information consistent with 
the original graph. 

Bidirectional Search and Shortest-Path Containers[4]:  In order to take advantage 
of shortest-path containers in both directions of a bidirectional search a second set of 
containers is needed. For each edge e ∈ E, the set Sb(e) is computed containing those 
nodes from which a shortest path ending with e exists. For each edge e ∈ E the 
bounding box of Sb(e) is stored in an associative array Cb with index set E. The 
forward search checks whether the target is contained in C(e), the backward search, 
checks whether the source is in Cb(e). It can be verified that by construction only such 
edges are pruned that do not form part of any partial shortest path and thus of any 
shortest s-t path. 

Multilevel Approach and Shortest-Path containers[4]: The multilevel approach 
enriches a given graph with additional edges. Each new edge (u1, uk) represents a 
shortest path (u1,u2,...,uk) in G. Such a new edge (u1, uk) is annotated with C(u1,u2), the 
associated bounding box of the first edge on this path. This consistent labelling of 
new edges, which represent shortcuts in the original graph, ensures still shortest paths. 

Hierarchical and Goal-directed speed-up techniques[4]: The combination of 
hierarchical and goal directed speedup techniques [12],[13] found to give best results 
for unit disk graphs, grid networks, and time-expanded timetables. It is suggested that 
the goal directed technique can be applied to higher levels of hierarchy.   

3   Combining Speedup Techniques Based on Arc Flag and 
Containers 

The graph G is partitioned into regions[11]. The sub graph within region itself is 
considered as graph G’. Theorem 2 in [10] holds good for the subgraph. i.e. The 
Graph G is divided into m sub graphs each residing in one region p. A set of nodes 
C’⊆ V’ is called a container, if for all shortest paths from u’ to t’ that start with the 
edge (u’,v’), the target t’ is in C’. 

Theorem 1. Let G’ = (V’, E’), w’: E’ → R’ be a weighted sub graph in region pi and 
for each e’ let C’(e) be a consistent container in the subgraph of the region. Then 
Dijkstra’s Algorithm with Pruning[10] finds a shortest path from s’ to t’ in the sub 
graph G’ in region pi. Subsequently finds a shortest path from s to t in the graph G 
considering k<=p regions and k sub graphs in k regions. 

Proof. Consider the shortest path P from s to t that is found by Dijkstra’s algorithm. If 
the graph G is divided into p regions, the shortest path P passes through these regions 
k<=p. 
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If for all edges e’ ∈ P’⊆ P  the target t’ is in C’(e) in a region pi ,the path P’ 
subpath in  subgraph G’ is found by Dijkstra’s Algorithm with Pruning[10], because 
the pruning does not change the order in which the edges are processed. A shortest 
subpath in sub graph of a graph G is shortest path of path P is again a shortest path, so 
for all (u’, v’) ∈ P’ the sub path of path P  in sub graph G’ of graph G, the subpath of 
P’⊆ P  from u’ to t’ is a shortest u’-t’-sub path in path P’ of sub graph G’, which links 
all the sub paths in sub graphs  from u to t . Then, by the definition of consistent 
container, t’ ∈ C’(u’, v’) of sub graph G’ and  Dijkstra’s algorithm with arc-flags 
finds a shortest path from s to t, using a set of consistent containers Cn ,  if one exists. 

The arc-flag speedup technique uses a partitioning strategy to precompute 
information on whether an arc may be part of a shortest path in a graph[11]. Any 
possible partitioning can be used for the technique and the accelerated Dijkstra 
algorithm will always return a correct shortest path. However, different partitions do 
lead to different accelerations of the algorithm of Dijkstra. Here 2D grid partitioning 
strategy is adapted.  

4   Experimental Analysis 

The different speedup techniques for Dijkstra’s algorithm were implemented in C++ 
with the help of LEDA library version 6.2 (Library of Efficient Data Types and 
Algorithms) [14]. The graph and priority queue data structures as well as other 
utilities such precise time measurement function provided by LEDA were used in the 
implementation. The code was compiled using Microsoft ® 32-bit C/C++ Compiler 
(version 15.00.30729.01) and the experiments were performed on an Intel Core2Duo 
machine (2.20 GHz) with 1 GB RAM running Windows 7 32-bit operating system.All 
the speedup techniques were coded as separate functions, for instance, the 
bidirectional search and traditional Dijkstra’s algorithm were kept as separate 
modules. The random and planar graph generators provided by LEDA were used for 
generating graphs on which the modules were tested. The number of vertices visited 
during the shortest path computation and runtime were measured and used as metrics 
for comparing the different speedup techniques. The time required for preprocessing 
and shortest path computation was accurately measured by using the functionality 
offered by LEDA.  

The random graph can be considered for network applications or as a model of 
real-world networks such as the Internet, social networks or biological networks. The 
planar graphs can be considered in applications like telecommunications - e.g 
spanning trees, Vehicle routing – e.g. planning routes on roads without underpasses.  

The random and planar graphs were tested for maximum of 20000 nodes and the 
results were analysed. Road Map of TamilNadu was considered for testing the 
combined speedup technique(COCA). The first data set consists of 17 nodes and 36 
edges (Dindivanam to Thiruvarur). The second data set consists of 26 nodes and  
62 edges (Dindivanam to Karaikudi). And the third data set consists of 35 nodes and 
82 edges (Dindivanam to Tuticorin).  
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4.1   COCA in Random Graphs 

The arc flag method with different partitioning strategy was tested in road 
networks[11]. Here the arc flags are combined with containers and the running time is 
high compared to that of traditional Dijkstra in the case of random graphs. The 
combination doesn’t give a big change in the case of number of nodes visited also. 
The preprocessing time is also very high both for arc flags and containers, as edges 
identified for the graph is random.  

 

Fig. 1. Runtime during  shortest path computation by traditional Dijkstra and search procedure 
with COCA in Random Graphs 

There is a very small difference in the number of nodes visited during the  
shortest path computation from s to u. But this difference is also appreciable as the 
number of nodes increases this difference will also increase with respect to the visited 
vertices. 

4.2   COCA in Planar Graphs 

Compared to random graphs the planar graphs give a good result in the case of 
running time and number of nodes visited. The preprocessing time of arc flag is very 
less compared to that of containers as the number of edges is very less in the case of 
planar graphs. There is a negligible difference in running time with that of Dijkstra. It 
gives a good difference in the case of number of nodes visited. 
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Fig. 2. Number of nodes visited during  shortest path computation by traditional Dijkstra and 
search procedure with COCA in Random Graphs 

 

Fig. 3. Runtime during  shortest path computation by traditional Dijkstra and search procedure 
with COCA in Planar Graphs 
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Fig. 4. Number of nodes visited during shortest path computation by traditional Dijkstra and 
search procedure with COCA in Planar Graphs 

4.3   Speedup with Respect to Runtime and Vertex Visited during Shortest Path 
Computation 

The speedup obtained in the individual basic and combined speedup techniques are 
charted in Fig.5 and Fig.6 respectively. 

 

Fig. 5. Speedup with respect to runtime during shortest path computation 
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Fig. 6. Speedup with respect to Vertices visited during shortest path Computation  

It is observed that the combined speedup technique based on containers and arc 
flags perform well in planar graphs compared to random graphs in terms of runtime of 
the technique. 

It is understood from the graph that the average performance of combined speedup 
technique based on containers and arc flags are better in both random and planar 
graphs in terms number of vertices visited.  

The combined speedup technique (COCA) achieves a speedup of 1.018 in the 
vertices visited during shortest path computation with random graph. This COCA 
technique achieves 1.016 in its running time and 1.61 in its vertices visited during 
shortest path computation with planar graphs. 

The performance of COCA is appreciable in both random and planar graphs with 
respect to vertex visited during shortest path computation. This may help in network 
problems wherever hop count is primary Qos parameter. 

5   Conclusion 

The combined speedup techniques used for Dijkstra’s based on containers and arc 
flags were analysed with random graphs, planar graphs and road network(South India 
road network). The key metrics for evaluation of the techniques like speedup based on 
running time and the number of vertices visited during shortest path computation 
were considered. The COCA speedup technique works well for a planar type of 
graph. Shortest path containers perform well in Road networks. 

The performance is expected to be improved on real world graphs with more 
number of nodes compared to the graphs generated by LEDA. The technique can be 
extended for new combinations. This technique can also be applied to various other 
graph types. 
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