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Preface

The 19th International Conference on User Modeling, Adaptation and Person-
alization (UMAP 2011) took place in Girona, Spain, during July 11-15, 2011.
It was the third annual conference under the UMAP title, which resulted from
the merger in 2009 of the successful biannual User Modeling (UM) and Adaptive
Hypermedia (AH) conference series. Over 700 researchers from 45 countries were
involved in creating the technical program, either as authors or as reviewers.

The Research Paper Track of the conference was chaired by Joseph A. Kon-
stan from the University of Minnesota, USA, and Ricardo Conejo from the Uni-
versidad de Médlaga, Spain. They were assisted by an international Program
Committee of 80 leading figures in the AH and UM communities as well as
highly promising younger researchers. Papers in the Research Paper Track were
reviewed by three or more reviewers, with disagreements resolved through discus-
sion among the reviewers, and the summary opinion reported in a meta review.
The conference solicited Long Research Papers of up to 12 pages in length, which
represent original reports of substantive new research. In addition, the confer-
ence solicited Short Research Papers of up to 6 pages in length, whose merit
was assessed more in terms of originality and importance than maturity and
technical validation. The Research Paper Track received 164 submissions, with
122 in the long and 42 in the short paper category. Of these, 27 long and 6 short
papers were accepted, resulting in an acceptance rate of 22.13% for long papers,
14.29% for short papers, and 20.12% overall. Many authors of rejected papers
were encouraged to revise their work and to resubmit it to conference workshops
or to the Poster and Demo Tracks of the conference.

The Industry Paper Track was chaired by Enrique Frias-Martinez, from Tele-
fonica Research in Spain, and Marc Torrens, from Strands Labs in Spain. This
track covered innovative commercial implementations or applications of UMAP
technologies, and experience in applying recent research advances in practice.
Submissions to this track were reviewed by a separate Industry Paper Commit-
tee with 14 leading industry researchers and practitioners. Of 8 submissions that
were received, 3 were accepted.

The conference also included a Doctoral Consortium, a forum for PhD stu-
dents to get feedback and advice from a Doctoral Consortium Committee of
17 leading UMAP researchers. The Doctoral Consortium was chaired by Julita
Vassileva from the University of Saskatchewan, Canada, and Liliana Ardissono,
Universitd degli Studi di Torino, Italy. This track received 27 submissions of
which 15 were accepted.

The traditional Poster and Demo Session of the conference was chaired
by Slivia Baldiris, Universitat de Girona, Spain, and Nicola Henze, Univer-
sity of Hannover, Germany, and Fabian Abel, Delft University of Technology,
The Netherlands. As of the time of writing, the late submission deadline is still 2
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months away, and hence the number of acceptances is still unknown. We expect
that this session will again have featured dozens of lively posters and system
demonstrations. Summaries of these presentations will be published in online
adjunct proceedings.

The UMAP 2011 program also included Workshops and Tutorials that were
selected by Chairs Tsvi Kuflik, University of Haifa, Israel, and Liliana Ardissono,
Universitd degli Studi di Torino, Italy. The following tutorials were offered:

— Personalization, Persuasion, and Everything In-between, taught by Shlomo
Berkovsky and Jill Freyne

— Designing Adaptive Social Applications, taught by Julita Vassileva and Jie
Zhang

— Designing and Evaluating New-Generation User Modeling, taught by Fred-
erica Cena and Cristina Gena

And the following workshops were organized:

— SASWeb: Semantic Adaptive Social Web, chaired by Frederica Cena, Anton-
ina Dattolo, Ernesto William De Luca, Pasquale Lops, Till Plumbaum and
Julita Vassileva

— PALE: Personalization Approaches in Learning Environments, chaired by
Alexander Nussbaumer, Diana Pérez-Marin, Effie Law, Jesus G. Boticario,
Milos Kravcik, Noboru Matsuda, Olga C. Santos and Susan Bull

— DEMRA: Decision Making and Recommendation Acceptance Issues in Rec-
ommender Systems, chaired by Francesco Ricci, Giovanni Semeraro, Marco
de Gemmis and Pasquale Lops

— AUM: Augmenting User Models with Real-World Experiences to Enhance
Personalization and Adaptation, chaired by Fabian Abel, Vania Dimitrova,
Eelco Herder and Geert-Jan Houbert

— UMMS: User Models for Motivational Systems: The Affective and the Ratio-
nal Routes to Persuasion, chaired by Floriana Grasso, Jaap Ham and Judith
Masthoff

— TRUM: Trust, Reputation and User Modeling, chaired by Julita Vassileva
and Jie Zhang

— ASTC: Adaptive Support for Team Collaboration, chaired by Alexandros
Paramythis, Lydia Lau, Stavros Demetriadis, Manolis Tzagarakis and Styliani
Kleanthouse

— UMADR: User Modeling and Adaptation for Daily Routines: Providing As-
sistance to People with Special and Specific Needs, chaired by Estefania
Martin, Pablo A. Haya and Rosa M. Carro

Finally, the conference also featured two invited talks. The invited speakers were:

— Ricardo Baeza-Yates, Yahoo! Research, on the topic: “User Engagement: A
Scientific Challenge”

— Paul Resnick, University of Michigan, on the topic: “Does Personalization
Lead to Echo Chambers?”
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In addition to all the contributors mentioned, we would also like to thank the Lo-
cal Arrangements Chair Ramon Fabregat from the University of Girona, Spain,
and the Publicity Chair Eelco Herder from L3S Research Center in Germany. We
deeply acknowledge the conscientious work of the Program Committee members
and the additional reviewers, who are listed on the next pages. The conference
would not have been possible without the work of many “invisible” helpers. We
also gratefully acknowledge our sponsors who helped us with funding and organi-
zational expertise: User Modeling Inc., ACM SIGART, SIGCHI and SIGIR, the
Chen Family Foundation, Microsoft Research, the U.S. National Science Foun-
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Analyzing User Modeling on Twitter for
Personalized News Recommendations

Fabian Abel, Qi Gao, Geert-Jan Houben, and Ke Tao

Web Information Systems, Delft University of Technology
Mekelweg 4, 2628 Delft, the Netherlands
{f.abel,q.gao,g.j.p.m.houben,k.tao}@tudelft.nl

Abstract. How can micro-blogging activities on Twitter be leveraged
for user modeling and personalization? In this paper we investigate this
question and introduce a framework for user modeling on Twitter which
enriches the semantics of Twitter messages (tweets) and identifies top-
ics and entities (e.g. persons, events, products) mentioned in tweets. We
analyze how strategies for constructing hashtag-based, entity-based or
topic-based user profiles benefit from semantic enrichment and explore
the temporal dynamics of those profiles. We further measure and com-
pare the performance of the user modeling strategies in context of a
personalized news recommendation system. Our results reveal how se-
mantic enrichment enhances the variety and quality of the generated
user profiles. Further, we see how the different user modeling strategies
impact personalization and discover that the consideration of temporal
profile patterns can improve recommendation quality.

Keywords: user modeling, twitter, semantics, personalization.

1 Introduction

With more than 190 million users and more than 65 million postings per day,
Twitter is today the most prominent micro-blogging service available on the
WeH]. People publish short messages (tweets) about their everyday activities on
Twitter and lately researchers investigate feasibility of applications such as trend
analysis [I] or Twitter-based early warning systems [2]. Most research initiatives
study network structures and properties of the Twitter network [3l4]. Yet, little
research has been done on understanding the semantics of individual Twitter
activities and inferring user interests from these activities. As tweets are limited
to 140 characters, making sense of individual tweets and exploiting tweets for
user modeling are non-trivial problems.

In this paper we study how to leverage Twitter activities for user model-
ing and evaluate the quality of user models in the context of recommending
news articles. We develop a framework that enriches the semantics of individual
Twitter activities and allows for the construction of different types of semantic

!http://techcrunch.com/2010/06/08/twitter-190-million-users/
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user profiles. The characteristics of these user profiles are influenced by differ-
ent design dimensions and design alternatives. To better understand how those
factors impact the characteristics and quality of the resulting user profiles, we
conduct an in-depth analysis on a large Twitter dataset of more than 2 million
tweets and answer research questions such as the following: how does the seman-
tic enrichment impact the characteristics and quality of Twitter-based profiles
(see Section E2)? How do (different types of) profiles evolve over time? Are
there any characteristic temporal patterns (see Section [.3))? How do the differ-
ent user modeling strategies impact personalization (personalized news article
recommendations) and does the consideration of temporal patterns improve the
accuracy of the recommendations (see Section [l)?

Before studying the above research questions in Section 5] we will summarize
related work in Section [2 and introduce the design dimensions of Twitter-based
user modeling as well as our Twitter user modeling framework in Section [3l

2 Related Work

With the launch of Twitter in 2007, micro-blogging became highly popular and
researchers started to investigate Twitter’s information propagation patterns [3]
or analyzed structures of the Twitter network to identify influential users [4].
Dong et al. [5] exploit Twitter to detect and rank fresh URLs that have possibly
not been indexed by Web search engines yet. Lately, Chen et al. conducted a
study on recommending URLs posted in Twitter messages and compare strate-
gies for selecting and ranking URLs by exploiting the social network of a user
as well as the general popularity of the URLs in Twitter [6]. Chen et al. do not
investigate user modeling in detail, but represent Twitter messages of a user by
means of a bag of words. In this paper we go beyond such representations and
analyze different types of profiles like entity-based or hashtag-based profiles.

Laniado and Mika introduce metrics to describe the characteristics of hashtags
— keywords starting with “#” — such as frequency, specificity or stability over
time [7]. Huang et al. further characterize the temporal dynamics of hashtags via
statistical measures such as standard deviation and discover that some hashtags
are used widely for a few days but then disappear quickly [§]. Recent research
on collaborative filtering showed that the consideration of such temporal dy-
namics impacts recommendation quality significantly [9]. However, the impact
of temporal characteristics of Twitter-based user profiles on recommendation
performance has not been researched yet.

Neither hashtag-based nor bag-of-words representation explicitly specify the
semantics of tweets. To better understand the semantics of Twitter messages
published during scientific conferences, Rowe et al. [I0] map tweets to conference
talks and exploit metadata of the corresponding research papers to enrich the
semantics of tweets. Rowe et al. mention user profiling as one of the applications
that might benefit from such semantics, but do not further investigate user
modeling on Twitter. In this paper we close this gap and present the first large-
scale study on user modeling based on Twitter activities and moreover explore
how different user models impact the accuracy of recommending news articles.
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Table 1. Design space of Twitter-based user modeling strategies

design dimension design alternatives (discussed in this paper)
profile type (i) hashtag-based, (ii) topic-based or (iii) entity-based

(i) tweet-only-based enrichment or (ii) linkage and exploitation

ich t . . f .
ehrichmen of external news articles (propagating entities/topics)

(i) specific time period(s), (ii) temporal patterns (weekend,

temporal constraints " .
mpor nstran night, etc.) or (iii) no constraints

3 Twitter-Based User Modeling

The user modeling strategies proposed and discussed in this paper vary in three
design dimensions: (i) the type of profiles created by the strategies, (ii) the data
sources exploited to further enrich the Twitter-based profiles and (iii) temporal
constraints that are considered when constructing the profiles (see Table 1). The
generic model for profiles representing users is specified in Definition [l

Definition 1 (User Profile). The profile of a user u € U is a set of weighted
concepts where with respect to the given user u for a concept ¢ € C its weight
w(u, c) is computed by a certain function w.

P(u) ={(c,w(u,c))|ce C,u e U}
Here, C and U denote the set of concepts and users respectively.

In particular, following Table 1 we analyze three types of profiles that differ
with respect to the type of concepts C': entity-, topic- and hashtag-based pro-
files — denoted by Pg(u), Pr(u) and Py (u) respectively. We apply occurrence
frequency as weighting scheme w(u, ¢), which means that the weight of a con-
cept is determined by the number of Twitter activities in which user u refers
to concept c. For example, in a hashtag-based profile w(u, #technology) = 5
means that u published five Twitter messages that mention “#technology”. We
further normalize user profiles so that the sum of all weights in a profile is equal
to 1: -, cow(u,c;) = 1. With p(u) we refer to P(u) in its vector space model
representation, where the value of the i-th dimension refers to w(u, ¢;).

The user modeling strategies we analyze in this paper exploit Twitter mes-
sages posted by a user u to construct the corresponding profile P(u). When
constructing entity- and topic-based user profiles, we also investigate the impact
of further enrichment based on the exploitation of external data sources (see
Table 1). In particular, we allow for enrichment with entities and topics ex-
tracted from news articles that are linked with Twitter messages (news-based
enrichment). In previous work [IT] we presented strategies for selecting appro-
priate news articles for enriching users’ T'witter activities.

A third dimension we investigate in the context of Twitter-based user model-
ing is given by temporal constraints that are considered when constructing the
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profiles (see Table 1). First, we study the nature of user profiles created within
specific time periods. For example, we compare profiles constructed by exploiting
the complete (long-term) user history with profiles that are based only on Twit-
ter messages published within a certain week (short-term). Second, we examine
certain time frames for creating the profiles. For example, we explore the differ-
ences between user profiles created on the weekends with those created during
the week to detect temporal patterns that might help to improve personalization
within certain time frames.

By selecting and combining the different design dimensions and alternatives
we obtain a variety of different user modeling strategies that will be analyzed
and evaluated in this paper.

3.1 Twitter-Based User Modeling Framework

We implemented the profiling strategies as a Twitter-based user modeling frame-
work that is available via the supporting website of this paper [12]. Our frame-
work features three main components:

1. Semantic Enrichment. Given the content of Twitter messages we extract
entities and topics to better understand the semantics of Twitter activities.
Therefore we utilize OpenCalaisE, which allows for the detection and identi-
fication of 39 different types of entities such as persons, events, products or
music groups and moreover provides unique URIs for identified entities as
well as for the topics so that the meaning of such concepts is well defined.

2. Linkage. We implemented several strategies that link tweets with external
Web resources and news articles in particular. Entities and topics extracted
from the articles are then propagated to the linked tweets. In [I1] we showed
that for tweets which do not contain any hyperlink the linking strategies
identify related news articles with an accuracy of 70-80%.

3. User Modeling. Based on the semantic enrichment and the linkage with ex-
ternal news articles, our framework provides methods for generating hashtag-
based, entity-based, and topic-based profiles that might adhere to specific
temporal constraints (see above).

4 Analysis of Twitter-Based User Profiles

To understand how the different user modeling design choices influence the char-
acteristics of the generated user profiles, we applied our framework to conduct
an in-depth analysis on a large Twitter dataset. The main research questions to
be answered in this analysis can be summarized as follows.

1. How do the different user modeling strategies impact the characteristics of
Twitter-based user profiles?
2. Which temporal characteristics do Twitter-based user profiles feature?

2 http://www.opencalais.com
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Fig. 1. Comparison between different user modeling strategies with tweet-only-based
or news-based enrichment

4.1 Data Collection and Data Set Characteristics

Over a period of more than two months we crawled Twitter information streams
of more than 20,000 users. Together, these people published more than 10 mil-
lion tweets. To allow for linkage of tweets with news articles we also monitored
more than 60 RSS feeds of prominent news media such as BBC, CNN or New
York Times and aggregated the content of 77,544 news articles. The number
of Twitter messages posted per user follows a power-law distribution. The ma-
jority of users published less than 100 messages during our observation period
while only a small fraction of users wrote more than 10,000 Twitter messages
and one user produced even slightly more than 20,000 tweets (no spam). As we
were interested in analyzing also temporal characteristics of the user profiles, we
created a sample of 1619 users, who contributed at least 20 tweets in total and
at least one tweet in each month of our observation period. This sample dataset
contained 2,316,204 tweets in total.

We processed each Twitter message and each news article via the semantic
enrichment component of our user modeling framework to identify topics and
entities mentioned in the the tweets and articles (see Section Bl). Further, we
applied two different linking strategies and connected 458,566 Twitter messages
with news articles of which 98,189 relations were explicitly given in the tweets
by URLs that pointed to the corresponding news article. The remaining 360,377
relations were obtained by comparing the entities that were mentioned in both
news articles and tweets as well as by comparing the timestamps. In previous
work we showed that this method correlates news and tweets with an accuracy of
more than 70% [II]. Our hypothesis is that — regardless whether this enrichment
method might introduce a certain degree of noise — it impacts the quality of user
modeling and personalization positively.

4.2 Structural Analysis of Twitter-Based Profiles

To validate our hypothesis and explore how the exploitation of linked external
sources influences the characteristics of the profiles generated by the different
user modeling strategies, we analyzed the corresponding profiles of the 1619 users
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from our sample. In Figure [[l we plot the number of distinct (types of) concepts
in the topic- and entity-based profiles and show how this number is influenced
by the additional news-based enrichment.

For both types of profiles the enrichment with entities and topics obtained
from linked news articles results in a higher number of distinct concepts per pro-
file (see Fig. and. Topic-based profiles abstract much stronger from the
concrete Twitter activities than entity-based profiles. In our analysis we utilized
the OpenCalais taxonomy consisting of 18 topics such as politics, entertainment
or culture. The tweet-only-based user modeling strategy, which exploits merely
the semantics attached to tweets, fails to create profiles for nearly 100 users
(6.2%, topic-based) as for these users none of the tweets can be categorized into
a topic. By enriching the tweets with topics inferred from the linked news articles
we better understand the semantics of Twitter messages and succeed in creating
more valuable topic-based profiles for 99.4% of the users.

Further, the number of profile facets, i.e. the type of entities (e.g. person,
location or event) that occur in the entity-based profiles, increases with the news-
based semantic enrichment. While more than 400 twitter-based profiles (more
than 25%) feature less than 10 profile facets and often miss entities such as
movies or products a user is concerned with, the news-based enrichment detects
a greater variety of entity types. For more than 99% of the entity-based profiles
enriched via news articles, the number of distinct profile facets is higher than 10.

A comparison of the entity- and topic-based user modeling strategies with the
hashtag-based strategy (see Fig.[1(c)]) shows that the variety of entity-based pro-
files is much higher than the one of hashtag-based profiles. While the entity-based
strategy succeeds to create profiles for all users in our dataset, the hashtag-based
approach fails for approximately 90 users (5.5%) as the corresponding people
neither made use of hashtags nor re-tweeted messages that contain hashtags.
Entity-based as well as topic-based profiles moreover make the semantics more
explicit than hashtag-based profiles. Each entity and topic has a URI which
defines the meaning of the entity and topic respectively.

The advantages of well-defined semantics as exposed by the topic- and entity-
based profiles also depend on the application context, in which these profiles
are used. The results of the quantitative analysis depicted in Fig. [l show that
entity- and topic-based strategies allow for higher coverage regarding the number
of users, for whom profiles can be generated, than the hashtag-based strategy.
Further, semantic enrichment by exploiting news articles (implicitly) linked with
tweets increases the number of entities and topics available in the profiles signif-
icantly and improves the variety of the profiles (the number of profile facets).

4.3 Temporal Analysis of Twitter-Based Profiles

In the temporal analysis we investigate (1) how the different types of user pro-
files evolve over time and (2) which temporal patterns occur in the profiles.
Regarding temporal patterns we, for example, examine whether profiles gen-
erated on the weekends differ from those generated during the week. Similar
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Fig. 2. Temporal evolution of user profiles: average di-distance of current individual
user profiles with corresponding profiles in the past

to the click-behavior analysis by Liu et al. [13], we apply the so-called d-
distance for measuring the difference between profiles in vector representation:
d1(pe(u), py(u) = 3=, IPei — py,il-

The higher di (pz(u), py(u)) € [0..2] the higher the difference of the two pro-
files pe(u) and py (u) and if two profiles are the same then d; (pe(u), py(u)) = 0.
Figure 2 depicts the evolution of profiles over time. It shows the average d;-
distance of the current user profiles with the profiles of the same users created
based on Twitter activities performed in a certain week in the past. As suggested
in [13], we also plotted the distance of the current user-specific profile with the
public trend (see Fig. , i.e. the average profile of the corresponding weeks.

For the three different profile types we observe that the d;-distance slightly
decreases over time. For example, the difference of current profiles (first week of
January 2011) with the corresponding profiles generated at the beginning of our
observation period (in the week around 18th November 2010) is the highest while
the distance of current profiles with profiles computed one week before (30th
December 2010) is the lowest. It is interesting to see that the distance of the
current profiles with the public trend (i) is present for all types of profiles and (ii)
is rather constant over time. This suggests (i) a certain degree of individualism
in Twitter and (ii) reveals that the people in our sample follow different trends
rather than being influenced by the same trends.

Hashtag-based profiles exhibit the strongest changes over time as the aver-
age di-distance to the current profile is constantly higher than for the topic-
and entity-based profiles. Figure discloses that entity-based profiles change
stronger over time than topic-based profiles when news-based enrichment is en-
abled. When merely analyzing Twitter messages one would come to a different
(possibly wrong) conclusion (see Fig. [2(a))).

Figure [J] illustrates temporal patterns we detected when analyzing the indi-
vidual user profiles. In particular, we investigate how profiles created on the
weekends differ from profiles (of the same user) created during the week. For
topic-based profiles generated solely based on Twitter messages, it seems that for
some users the weekend and weekday profiles differ just slightly while for 24.9%
of the users the d;-distance of the weekend and weekday profile is maximal (2 is
the maximum possible value, see Fig. . The news-based enrichment reveals
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however that the difference of weekend and weekday profiles is a rather common
phenomenon: the curve draws nearer to the average difference (see dotted line);
there are less extrema, i.e. users for whom the dy-difference is either very low or
very high. Hence, it rather seems that the tweets alone are not sufficient to get
a clear understanding of the users concerns and interests.

Fig. further supports the hypothesis that weekend profiles differ sig-
nificantly from weekday profiles. The corresponding distances di (Pweekend (1),
Dweekday (1)) are consistently higher than the differences of profiles generated on
arbitrarily chosen days during the week. This weekend pattern is more signifi-
cant than differences between topic-based profiles generated based on Twitter
messages that are either posted during the evening (6pm-3am) or during the day
(9am-5pm) as shown in Fig. Hence, the individual topic drift — i.e. change
of topics individual users are concerned with — between day and evening/night
seems to be smaller than between weekdays and weekends.

The weekend pattern is coherent over the different types of profiles. Differ-
ent profile types however imply different drift of interests or concerns between
weekend and weekdays (see Fig. . Hashtag-based and entity-based profiles
change most while the types of entities people refer to (persons, products, etc.)
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do not differ that strongly. When zooming into the individual entity-based pro-
files we see that entities related to leisure time and entertainment become more
important on the weekends.

The temporal analysis thus revealed two important observations. First, user
profiles change over time: the older a profile the more it differs from the current
profile of the user. The actual profile distance varies between the different types
of profiles. Second, weekend profiles differ significantly from weekday profiles.

5 Exploitation of User Profiles for Personalized News
Recommendations

In this section, we investigate the impact of the different user modeling strategies
on recommending news articles:

1. To which degree are the profiles created by the different user modeling strate-
gies appropriate for recommending news?

2. Can the identified (temporal) patterns be applied to improve recommenda-
tion accuracy?

5.1 News Recommender System and Evaluation Methodology

Recommending news articles is a non-trivial task as the news items, which are
going to be recommended, are new by its very nature, which makes it difficult to
apply collaborative filtering methods, but rather calls for content-based or hybrid
approaches [I3]. Our main goal is to analyze and compare the applicability of the
different user modeling strategies in the context of news recommendations. We
do not aim to optimize recommendation quality, but are interested in comparing
the quality achieved by the same recommendation algorithm when inputting
different types of user profiles. Therefore we apply a lightweight content-based
algorithm that recommends items according to their cosine similarity with a
given user profile. We thus cast the recommendation problem into a search and
ranking problem where the given user profile, which is constructed by a specific
user modeling strategy, is interpreted as query.

Definition 2 (Recommendation Algorithm). Given a user profile vector
p(u) and a set of candidate news items N = {p(n1),...,p(n,)}, which are rep-
resented via profiles using the same vector representation, the recommendation
algorithm ranks the candidate items according to their cosine similarity to p(u).

Given the Twitter and news media dataset described in Section 1], we consid-
ered the last week of our observation period as the time frame for computing
recommendations. The ground truth of news articles, which we consider as rel-
evant for a specific user u, is obtained via the Twitter messages (including re-
tweets) posted by u in this week that explicitly link to a news article published by
BBC, CNN or New York Times. We thereby identified, on average, 5.5 relevant
news articles for each of the 1619 users from our sample. For less than 10% of the
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Fig. 4. Results of news recommendation experiment

users we found more than 20 relevant articles. The candidate set of news ar-
ticles, which were published within the recommendation time frame, contained
5529 items. We then applied the different user modeling strategies together with
the above algorithm (see Def. [2]) and set of candidate items to compute news
recommendations for each user. The user modeling strategies were only allowed
to exploit tweets published before the recommendation period. The quality of
the recommendations was measured by means of MRR (Mean Reciprocal Rank),
which indicates at which rank the first item relevant to the user occurs on aver-
age, and S@k (Success at rank k), which stands for the mean probability that a
relevant item occurs within the top k of the ranking. In particular, we will focus
on S@Q10 as our recommendation system will list 10 recommended news articles
to a user. We tested statistical significance of our results with a two-tailed ¢-Test
where the significance level was set to @ = 0.01 unless otherwise noted.

5.2 Results

The results of the news recommendation experiment are summarized in Fig. @
and validate findings of our analysis presented in Section [l Entity-based user
modeling (with news-based enrichment), which produces according to the quan-
titative analysis (see Fig. [M) the most valuable profiles, allowed for the best
recommendation quality and performed significantly better than hashtag-based
user modeling (see Fig. . Topic-based user modeling also performed better
than the hashtag-based strategy — regarding S@10 the performance difference is
significant. Since the topic-based strategy models user interests within a space of
18 different topics (e.g., politics or sports), it further required much less run-time
and memory for computing user profiles and recommendations than the hashtag-
and entity-based strategies, for which we limited dimensions to the 10,0000 most
prominent hashtags and entities respectively.

Further enrichment of topic- and entity-based profiles with topics and entities
extracted from linked news articles, which results in profiles that feature more
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facets and information about users’ concerns (cf. Section 2], also results in a
higher recommendation quality (see Fig. . Exploiting both tweets and linked
news articles for creating user profiles improves MRR significantly (o = 0.05).
In Section we observed that user profiles change over time and that recent
profile information approximates future profiles slightly better than old profile
information. We thus compared strategies that exploited just recent Twitter
activities (two weeks before the recommendation period) with the strategies that
exploit the entire user history (see Fig. . For the topic-based strategy we see
that fresh user profiles are more applicable for recommending news articles than
profiles that were built based on the entire user history. However, entity-based
user modeling enables better recommendation quality when the complete user
history is applied. Results of additional experiments [12] suggest that this is due
to the number of distinct entities that occur in entity-based profiles (cf. Fig. [I):
long-term profiles seem to refine preferences regarding entities (e.g. persons or
events) better than short-term profiles.

In Section we further observed the so-called weekend pattern, i.e. user
profiles created based on Twitter messages published on the weekends signifi-
cantly differ from profiles created during the week. To examine the impact of this
pattern on the accuracy of the recommendations we focused on recommending
news articles during the weekend and compared the performance of user profiles
created just by exploiting weekend activities with profiles created based on the
complete set of Twitter activities (see Fig. . Similarly to Fig. we see
again that the entity-based strategy performs better when exploiting the entire
user history while the topic-based strategy benefits from considering the week-
end pattern. For the topic-based strategy recommendation quality with respect
to MRR improves significantly when profiles from the weekend are applied to
make recommendations during the weekend.

6 Conclusions

In this paper we developed a user modeling framework for Twitter and inves-
tigated how the different design alternatives influence the characteristics of the
generated user profiles. Given a large dataset consisting of more than 2 mil-
lion tweets we created user profiles and revealed several advantages of semantic
entity- and topic-based user modeling strategies, which exploit the full function-
ality of our framework, over hashtag-based user modeling. We saw that further
enrichment with semantics extracted from news articles, which we correlated
with the users’ Twitter activities, enhanced the variety of the constructed pro-
files and improved accuracy of news article recommendations significantly.
Further, we analyzed the temporal dynamics of the different types of profiles.
We observed how profiles change over time and discovered temporal patterns
such as characteristic differences between weekend and weekday profiles. We
also showed that the consideration of such temporal characteristics is beneficial
to recommending news articles when dealing with topic-based profiles while for
entity-based profiles we achieve better performance when incorporating the en-
tire user history. In future work, we will further research the temporal specifics
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of entity-based profiles. First results [12] suggest that users refer to certain types
of entities (e.g., persons) more consistently over time than to others (e.g., movies
or events).

Acknowledgements. This work is partially sponsored by the EU FP7 project
ImREAL (http://imreal-project.eu).

References

1.

10.

11.

12.

13.

Lerman, K., Ghosh, R.: Information contagion: an empirical study of spread of
news on Digg and Twitter social networks. In: Cohen, Gosling (eds.) Proc. of 4th
Int. Conf. on Weblogs and Social Media (ICWSM). AAAT Press, Menlo Park (2010)

. Sakaki, T., Okazaki, M., Matsuo, Y.: Earthquake shakes Twitter users: real-time

event detection by social sensors. In: Rappa, et al. (eds.) Proc. of 19th Int. Conf.
on World Wide Web (WWW), pp. 851-860. ACM, New York (2010)

. Kwak, H., Lee, C., Park, H., Moon, S.: What is Twitter, a social network or a

news media? In: Rappa, et al. (eds.) Proc. of 19th Int. Conf. on World Wide Web
(WWW), pp. 591-600. ACM, New York (2010)

. Weng, J., Lim, E.P., Jiang, J., He, Q.: TwitterRank: Finding topic-sensitive influ-

ential Twitterers. In: Davison, et al. (eds.) Proc. of 3rd Int. Conf. on Web Search
and Web Data Mining (WSDM), pp. 261-270. ACM, New York (2010)

. Dong, A., Zhang, R., Kolari, P., Bai, J., Diaz, F., Chang, Y., Zheng, Z., Zha, H.:

Time is of the essence: improving recency ranking using twitter data. In: Rappa,
et al. (eds.) Proc. of 19th Int. Conf. on World Wide Web (WWW), pp. 331-340.
ACM, New York (2010)

. Chen, J., Nairn, R., Nelson, L., Bernstein, M., Chi, E.: Short and tweet: exper-

iments on recommending content from information streams. In: Mynatt, et al.
(eds.) Proc. of 28th Int. Conf. on Human factors in Computing Systems (CHI),
pp. 1185-1194. ACM, New York (2010)

. Laniado, D., Mika, P.: Making sense of Twitter. In: Patel-Schneider, P.F., Pan, Y.,

Hitzler, P., Mika, P., Zhang, L., Pan, J.Z., Horrocks, I., Glimm, B. (eds.) ISWC
2010, Part I. LNCS, vol. 6496, pp. 470-485. Springer, Heidelberg (2010)

. Huang, J., Thornton, K.M., Efthimiadis, E.N.: Conversational Tagging in Twitter.

In: Chignell, M.H., Toms, E. (eds.) Proc. of 21st Conf. on Hypertext and Hyper-
media (HT), pp. 173-178. ACM, New York (2010)

. Koren, Y.: Collaborative filtering with temporal dynamics. In: Elder, et al. (eds.)

Proc. of 15th Int. Conf. on Knowledge Discovery and Data Mining (KDD), pp.
447-456. ACM, Paris (2009)

Rowe, M., Stankovic, M., Laublet, P.: Mapping Tweets to Conference Talks: A
Goldmine for Semantics. In: Passant, et al. (eds.) Workshop on Social Data on
the Web (SDoW), Co-located with ISWC 2010, Shanghai, China, vol. 664, CEUR-
WS.org (2010)

Abel, F., Gao, Q., Houben, G.J., Tao, K.: Semantic Enrichment of Twitter Posts for
User Profile Construction on the Social Web. In: Antoniou, et al. (eds.) Extended
Semantic Web Conference (ESWC), Springer, Heraklion (2011)

Abel, F., Gao, Q., Houben, G.J., Tao, K.: Supporting website: code, datasets and
additional findings (2011), http://wis.ewi.tudelft.nl/umap2011/

Liu, J., Dolan, P., Pedersen, E.R.: Personalized news recommendation based on
click behavior. In: Rich, et al. (eds.) Proc. of 14th Int. Conf. on Intelligent User
Interfaces (IUI), pp. 31-40. ACM, New York (2010)


http://imreal-project.eu
http://wis.ewi.tudelft.nl/umap2011/

Ensembling Predictions of Student Knowledge within
Intelligent Tutoring Systems

Ryan S.J.d. Baker, Zachary A. Pardosz, Sujith M. Gowdal,
Bahador B. Nooraeiz, and Neil T. Heffernan®

! Department of Social Science and Policy Studies, Worcester Polytechnic Institute,
100 Institute Road, Worcester, MA 01609 USA
rsbaker@wpi.edu, sujithmg@wpi.edu
% Department of Computer Science, Worcester Polytechnic Institute,

100 Institute Road, Worcester, MA 01609 USA
{zpardos, bahador,nth}@wpi.edu

Abstract. Over the last decades, there have been a rich variety of approaches
towards modeling student knowledge and skill within interactive learning
environments. There have recently been several empirical comparisons as to
which types of student models are better at predicting future performance, both
within and outside of the interactive learning environment. However, these
comparisons have produced contradictory results. Within this paper, we examine
whether ensemble methods, which integrate multiple models, can produce
prediction results comparable to or better than the best of nine student modeling
frameworks, taken individually. We ensemble model predictions within a
Cognitive Tutor for Genetics, at the level of predicting knowledge action-by-
action within the tutor. We evaluate the predictions in terms of future
performance within the tutor and on a paper post-test. Within this data set, we do
not find evidence that ensembles of models are significantly better. Ensembles of
models perform comparably to or slightly better than the best individual models,
at predicting future performance within the tutor software. However, the
ensembles of models perform marginally significantly worse than the best
individual models, at predicting post-test performance.

Keywords: student modeling, ensemble methods, Bayesian Knowledge-Tracing,
Performance Factors Analysis, Cognitive Tutor.

1 Introduction

Over the last decades, there have been a rich variety of approaches towards modeling
student knowledge and skill within interactive learning environments, from Overlay
Models, to Bayes Nets, to Bayesian Knowledge Tracing [6], to models based on Item-
Response Theory such as Performance Factors Analysis (PFA) [cf. 13]. Multiple
variants within each of these paradigms have also been created — for instance, within
Bayesian Knowledge Tracing (BKT), BKT models can be fit using curve-fitting [6],
expectation maximization (EM) [cf. 4, 9], dirichlet priors on EM [14], grid
search/brute force [cf. 2, 10], and BKT has been extended with contextualization of
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guess and slip [cf. 1, 2] and student priors [9, 10]. Student models have been
compared in several fashions, both within and across paradigms, including both
theoretical comparisons [1, 3, 15] and empirical comparisons at predicting future
student performance [1, 2, 7, 13], as a proxy for the models’ ability to infer latent
student knowledge/skills. These empirical comparisons have typically demonstrated
that there are significant differences between different modeling approaches, an
important finding, as increased model accuracy can improve optimization of how
much practice each student receives [6]. However, different comparisons have in
many cases produced contradictory findings. For instance, Pavlik and colleagues [13]
found that Performance Factors Analysis predicts future student performance within
the tutoring software better than Bayesian Knowledge Tracing, whether BKT is fit
using expectation maximization or brute force, and that brute force performs
comparably to or better than expectation maximization. By contrast, Gong et al. [7]
found that BKT fit with expectation maximization performed equally to PFA and
better than BKT fit with brute force. In other comparisons, Baker, Corbett, & Aleven
[1] found that BKT fit with expectation maximization performed worse than BKT fit
with curve-fitting, which in turn performed worse than BKT fit with brute force [2].
These comparisons have often differed in multiple fashions, including the data set
used, and the type (or presence) of cross-validation, possibly explaining these
differences in results. However, thus far it has been unclear which modeling approach
is “best” at predicting future student performance.

Within this paper, we ask whether the paradigm of asking which modeling
approach is “best” is a fruitful approach at all. An alternative is to use all of the
paradigms at the same time, rather than trying to isolate a single best approach. One
popular approach for doing so is ensemble selection [16], where multiple models are
selected in a stepwise fashion and integrated into a single predictor using weighted
averaging or voting. Up until the recent KDD2010 student modeling competition [11,
18], ensemble methods had not used in student modeling for intelligent tutoring
systems. In this paper, we take a set of potential student knowledge/performance
models and ensemble them, including approaches well-known within the student
modeling community [e.g. 7, 16] and approaches tried during the recent KDD2010
student modeling competition [cf. 11, 18]. Rather than selecting from a very large set
of potential models [e.g. 16], a popular approach to ensemble selection, we ensemble
existing models of student knowledge, in order to specifically investigate whether
combining several current approaches to student knowledge modeling is better than
using the best of the current approaches, by itself. We examine the predictive power
of ensemble models and original models, under cross-validation.

2 Student Models Used

2.1 Bayesian Knowledge-Tracing

Corbett & Anderson’s [6] Bayesian Knowledge Tracing model is one of the most
popular methods for estimating students’ knowledge. It underlies the Cognitive
Mastery Learning algorithm used in Cognitive Tutors for Algebra, Geometry,
Genetics, and other domains [8].
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The canonical Bayesian Knowledge Tracing (BKT) model assumes a two-state
learning model: for each skill’lknowledge component the student is either in the
learned state or the unlearned state. At each opportunity to apply that skill, regardless
of their performance, the student may make the transition from the unlearned to the
learned state with learning probability P(T). The probability of a student going from
the learned state to the unlearned state (i.e. forgetting a skill) is fixed at zero. A
student who knows a skill can either give a correct performance, or slip and give an
incorrect answer with probability P(S). Similarly, a student who does not know the
skill may guess the correct response with probability P(G). The model has another
parameter, P(Ly), which is the probability of a student knowing the skill from the
start. After each opportunity to apply the rule, the system updates its estimate of
student’s knowledge state, P(L,), using the evidence from the current action’s
correctness and the probability of learning. The equations are as follows:

P(Lp—1)*(1—P(S))

P(Ly|Correct,) = P(Ln—1)*(1-P($))+ (1-P(Ln-1))*(P(G)) M

_ P(Lp-1)*P(S)
P(Ly—|Incorrect,) = P(Lp—1)*P(S)+ (1~P(Ln—1))*(1-P(G)) 2)
P(LylAction,) = P(L,_4|Action,) + ((1 — P(Ln_q|Action,)) * P(T)) 3)

The four parameters of BKT, (P(Ly), P(T),P(S), and P(G), are learned from
existing data, historically using curve-fitting [6], but more recently using expectation
maximization (BKT-EM) [5] or brute force/grid search (BKT-BF) [cf. 2, 10]. Within
this paper we use BKT-EM and BKT-BF as two different models in this study. Within
BKT-BF, for each of the 4 parameters all potential values at a grain-size of 0.01 are
tried across all the students (for e.g.: 0.01 0.01 0.01 0.01, 0.01 0.01 0.01 0.02, 0.01
0.01 0.01 0.03...... 0.99 0.99 0.3 0.1). The sum of squared residuals (SSR) is
minimized. For BKT-BF, the values for Guess and Slip are bounded in order to avoid
the “model degeneracy” problems that arise when performance parameter estimates
rise above 0.5 [1]. For BKT-EM the parameters were unbounded and initial
parameters were set to a P(G) of 0.14, P(S) of 0.09, P(L,) of 0.50, and P(T) of 0.14,
a set of parameters previously found to be the average parameter values across all
skills in modeling work conducted within a different tutoring system.

In addition, we include three other variants on BKT. The first variant changes the
data set used during fitting. BKT parameters are typically fit to all available students’
performance data for a skill. It has been argued that if fitting is conducted using only
the most recent student performance data, more accurate future performance
prediction can be achieved than when fitting the model with all of the data [11]. In
this study, we included a BKT model trained only on a maximum of the 15 most
recent student responses on the current skill, BKT-Less Data.

The second variant, the BKT-CGS (Contextual Guess and Slip) model, is an
extension of BKT [1]. In this approach, Guess and Slip probabilities are no longer
estimated for each skill; instead, they are computed each time a student attempts to
answer a new problem step, based on machine-learned models of guess and slip
response properties in context (for instance, longer responses and help requests are
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less likely to be slips). The same approach as in [1] is used to create the model, where
1) a four-parameter BKT model is obtained (in this case BKT-BF), 2) the four-
parameter model is used to generate labels of the probability of slipping and guessing
for each action within the data set, 3) machine learning is used to fit models
predicting these labels, 4) the machine-learned models of guess and slip are
substituted into Bayesian Knowledge Tracing in lieu of skill-by-skill labels for guess
and slip, and finally 5) parameters for P(T) and P(L,) are fit.

Recent research has suggested that the average Contextual Slip values from this
model, combined in linear regression with standard BKT, improves prediction of
post-test performance compared to BKT alone [2]. Hence, we include average
Contextual Slip so far as an additional potential model.

The third BKT variant, the BKT-PPS (Prior Per Student) model [9], breaks from
the standard BKT assumption that each student has the same incoming knowledge,
P(Ly). This individualization is accomplished by modifying the prior parameter for
each student with the addition of a single node and arc to the standard BKT model.
The model can be simplified to only model two different student knowledge priors, a
high and a low prior. No pre-test needs to be administered to determine which prior
the student belongs to; instead their first response is used. If a student answers their
first question of the skill incorrectly they are assumed to be in the low prior group. If
they answer correctly, they assumed to be in the high prior group. The prior of each
group can be learned or it can be set ad-hoc. The intuition behind the ad-hoc high
prior, conditioned upon first response, is that it should be roughly 1 minus the
probability of guess. Similarly, the low prior should be equivalent to the probability of
slip. Using PPS with a low prior value of 0.10 and a high value of 0.85 has been
shown to lead to improved accuracy at predicting student performance [11].

2.2 Tabling

A very simple baseline approach to predicting a student’s performance, given his or
her past performance data, is to check what percentage of students with that same
pattern of performance gave correct answer to the next question. That is the key idea
behind the student performance prediction model called Tabling [17].

In the training phase, a table is constructed for each skill: each row in that table
represents a possible pattern of student performance in n most recent data points. For
n =3 (which is the table size used in this study), we have 8 rows:
000,001,010,011,100,101,110,111. (0 and 1 representing incorrect and correct
responses respectively) For each of those patterns we calculate the percentage of
correct responses immediately following the pattern. For example, if we have 47
students that answered 4 questions in a row correctly (111 1), and 3 students that after
answering 3 correct responses, failed on the 4th one, the value calculated for row 111
is going to be 0.94 (47/(47+3)). When predicting a student’s performance, this method
simply looks up the row corresponding to the 3 preceding performance data, and uses
the percentage value as its prediction.

2.3 Performance Factors Analysis

Performance Factors Analysis (PFA) [12, 13] is a logistic regression model, an
elaboration of the Rasch model from Item Response Theory. PFA predicts student
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correctness based on the student’s number of prior failures F on that skill (weighted
by a parameter p fit for each skill) and the student’s number of prior successes S on
that skill (weighted by a parameter v fit for each skill). An overall difficulty parameter
B is also fit for each skill [13] or each item [12] — in this paper we use the variant of
PFA that fits  for each skill. The PFA equation is:

m(i,j € KCs,s,f) = B; + X(;Sij +pjFij) “)

24 CFAR

CFAR, which stands for “Correct First Attempt Rate”, is an extremely simple
algorithm for predicting student knowledge and future performance, utilized by the
winners of the educational data KDD Cup in 2010 [18]. The prediction of student
performance on a given skill is the student’s average correctness on that skill, up until
the current point.

3 Genetics Dataset

The dataset contains the results of in-tutor performance data of 76 students on 9
different skills, with data from a total of 23,706 student actions (entering an answer or
requesting help). This data was taken from a Cognitive Tutor for Genetics [5]. This
tutor consists of 19 modules that support problem solving across a wide range of
topics in genetics (Mendelian transmission, pedigree analysis, gene mapping, gene
regulation and population genetics). Various subsets of the 19 modules have been
piloted at 15 universities in North America.

| Student Teacher

7.In a student lab, a test cross was performed between a fruit fly that was
heterozygous for three genes and one that was homozygous recessive.
| The offspring were scored for the three phenotypes.
The student's data is shown below.
Determine the gene order and the map distances for the three genes.

0. Frequency of Offspring Types 1. Classify Offspring Groups
: Type  Number Group #in Group  Offspring Type of Group
CHf 3 1 i
ghf 6 i j=> 1 (o ™
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Fig. 1. The Three-Factor Cross lesson of the Genetics Cognitive Tutor
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This data set is drawn from a Cognitive Tutor lesson on three-factor cross, shown
in Figure 1. In three factor-cross problems, two organisms are bred together, and then
the patterns of phenotypes and genotypes on a chromosome are studied. In particular,
the interactions between three genes on the same chromosome are studied. During
meiosis, segments of the chromosome can “cross over”, going from one paired
chromosome to the other, resulting in a different phenotype in the offspring than if the
crossover did not occur. Within this tutor lesson, the student identifies, within the
interface, the order and distance between the genes on the chromosome, by looking at
the relative frequency of each pattern of phenotypes in the offspring. The student also
categorizes each phenotype in terms of whether it represents the same genotype as the
parents (e.g. no crossovers during meiosis), whether it represents a single crossover
during meiosis, or whether it represents two crossovers during meiosis.

In this study, 76 undergraduates enrolled in a genetics course at Carnegie Mellon
University used the three-factor cross module as an assignment conducted in two lab
sessions lasting an hour apiece. The 76 students completed a total of 23,706 problem
solving attempts across 11,582 problem steps in the tutor. On average, each student
completed 152 problem steps (SD=50). In the first session, students were split into
four groups with a 2x2 design; half of students spent half their time in the first session
self-explaining worked examples; half of students spent half their time in a forward
modeling activity. Within this paper, we focus solely on behavior logged within the
problem-solving activities, and we collapse across the original four conditions.

The problem-solving pre-test and post-test consisted of two problems
(counterbalanced across tests), each consisting of 11 steps involving 7 of the 9 skills
in the Three-Factor Cross tutor lesson, with two skills applied twice in each problem
and one skill applied three times. The average performance on the pre-test was 0.33,
with a standard deviation of 0.2. The average performance on the post-test was 0.83,
with a standard deviation of 0.19. This provides evidence for substantial learning
within the tutor, with an average pre-post gain of 0.50.

4 Evaluation of Models

4.1 In-Tutor Performance of Models, at Student Level

To evaluate each of the student models mentioned in section 2, we conducted 5-fold
cross-validation, at the student level. By cross-validating at the student level rather
than the action level, we can have greater confidence that the resultant models will
generalize to new groups of students. The variable fit to and predicted was whether
each student first attempt on a problem step was Correct or Not Correct. We used A'
as the goodness metric since it is a suitable metric to be used when predicted variable
is binary and the predictions are numerical (predictions of knowledge for each
model). To facilitate statistical comparison of A' without violating statistical
independence, A' values were calculated for each student separately and then
averaged across students (see [2] for more detail on this statistical method).

The performance of each model is given in Table 1. As can be seen, the best single
model was BKT-PPS (A'=0.7029), with the second-best single model BKT-BF
(A'=0.6969) and the third-best single model BKT-EM (A'=0.6957). None of these
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three BKT models was significantly different than each other (the difference closest
to significance was between BKT-PPS and BKT-BF, Z=0.11, p=0.91). Interestingly,
in light of previous results [e.g. 16], each of these three models was significantly
better than PFA (A'= 0.6629) (the least significant difference was between BKT-PPS
and PFA, Z=3.21, p=0.01). The worst single model was BKT-CGS (A'=0.4857), and
the second-worst single model was CFAR (A'=0.5705).

Table 1. A' values averaged across students for each of the models

Model Average A'
BKT-PPS 0.7029
Ensemble: linear regression without feature selection (BKT-PPS, 0.7028
BKT-EM, Contextual Slip)
Ensemble: linear regression without feature selection (BKT-PPS, 0.6973
BKT-EM)
BKT-BF 0.6969
BKT-EM 0.6957
Ensemble: linear regression without feature selection 0.6945
Ensemble: stepwise linear regression 0.6943
Ensemble: logistic regression without feature selection 0.6854
BKT-LessData (maximum 15 data points per student, per skill) 0.6839
PFA 0.6629
Tabling 0.6476
Contextual Slip 0.6149
CFAR 0.5705
BKT-CGS 0.4857

These models’ predictions were ensembled using three algorithms: linear
regression without feature selection (e.g. including all models), stepwise linear
regression (e.g. starting with an empty model, and repeatedly adding the model that
most improves fit, until no model significantly improves fit), and logistic regression
without feature selection (e.g. including all models). When using stepwise regression,
we discovered that for each fold, the first three models added to the ensemble were
BKT-PPS, BKT-EM, and Contextual Slip. In order to test these features alone, we
turned off feature selection and tried linear regression ensembling using only these
three features, and linear regression ensembling using only BKT-PPS and BKT-EM
(the first two models added). Interestingly, these restricted ensembles appeared to
result in better A' than the full-model ensembles, although the difference was not
statistically significant (comparing the 3-model linear regression vs. the full linear
regression without feature selection — the best of the full-model ensembles — gives
7=0.87, p=0.39).

The ensembling models appeared to perform worse than BKT-PPS, the best single
model. However, the difference between BKT-PPS and the worst ensembling model,
logistic regression, was not statistically significant, Z=0.90, p=0.37.
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In conclusion, contrary to the original hypothesis, ensembling of multiple student
models using regression does not appear to improve ability to predict student
performance, when considered at the level of predicting student correctness in the
tutor, cross-validated at the student level.

4.2 In-Tutor Performance of Models at Action Level

In the KDD Cup, a well-known Data Mining and Knowledge Discovery competition,
the prediction ability of different models is compared based on how well each model
predicts each first attempt at each problem step in the data set, instead of averaging
within students and then across students. This is a more straightforward approach,
although it has multiple limitations: it is less powerful for identifying individual
students’ learning, less usable in statistical analyses (analyses conducted at this level
violate statistical independence assumptions [cf. 2]), and may bias in favor of
predicting students who contribute more data. Note that we do not re-fit the models in
this section; we simply re-analyze the models with a different goodness metric. When
we do so, we obtain the results shown in Table 2.

For this estimation method, ensembling appears to generally perform better than
single models, although the difference between the best ensembling method and best
single model is quite small (A'=0.7451 versus A'=0.7348). (Note that statistical results
are not given, because conducting known statistical tests for A' at this level violates
independence assumptions [cf. 2]). This finding suggests that how data is organized
can make a difference in findings on goodness. However, once again, ensembling
does not appear to make a substantial difference in predictive power.

Table 2. A' computed at the action level for each of the models

Model A' (calculated for the
whole dataset)
Ensemble: linear regression without feature selection 0.7451
(BKT-PPS, BKT-EM, Contextual Slip)
Ensemble: linear regression without feature selection 0.7428
Ensemble: stepwise linear regression 0.7423
Ensemble: logistic regression without feature selection 0.7359
Ensemble: linear regression without feature selection 0.7348
(BKT-PPS, BKT-EM)
BKT-EM 0.7348
BKT-BF 0.7330
BKT-PPS 0.7310
PFA 0.7277
BKT-LessData (maximum 15 data points per student, per 0.7220
skill)
CFAR 0.6723
Tabling 0.6712
Contextual Slip 0.6396
BKT-CGS 0.4917
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4.3 Models Predicting Post-Test

Another possible level where ensembling may be beneficial is at predicting the post-
test; for example, if individual models over-fit to specific details of in-tutor behavior,
a multiple-model ensemble may avoid this over-fit. In predicting the post-test, we
account for the number of times each skill will be utilized on the test (assuming
perfect performance). Of the eight skills in the tutor lesson, one is not exercised on the
test, and is eliminated from post-test prediction. Of the remaining seven skills, four
are exercised once, two are exercised twice and one is exercised three times, in each
of the two posttest problems. These first two skills are each counted twice and the
latter skill three times in our attempts to predict the post-test. We utilize this approach
in all attempts to predict the post-test in this paper. We use Pearson’s correlation as
the goodness metric since the model estimates and the post-test scores are both
numerical. Correlation between each model and the post-test is given in Table 3.

From the table we can see that BKT-LessData does better than all other individual
models and ensemble models and achieves a correlation of 0.565 to the post-test.
BKT-EM and BKT-BF perform only slightly worse than BKT-LessData, respectively
achieving correlations of 0.552 and 0.548. Next, the ensemble involving just BKT-
PPS and BKT-EM achieves a correlation of 0.54. The difference between BKT-
LessData (the best individual model) and the best ensemble was marginally
statistically significant, t(69)=1.87, p=0.07, for a two-tailed test of the significance of
the difference between correlations for the same sample. At the bottom of the pack are
BKT-CGS and Contextual Slip.

Table 3. Correlations between model predictions and post-test

Model Correlation to post-test
BKT-LessData (maximum 15 data points per student, per

skill) 0.565
BKT-EM 0.552
BKT-BF 0.548
Ensemble: linear regression without feature selection

(BKT-PPS, BKT-EM) 0.540
CFAR 0.533
BKT-PPS 0.499
Ensemble: logistic regression without feature selection 0.480
Ensemble: linear regression without feature selection

(BKT-PPS, BKT-EM, Contextual Slip) 0.438
Ensemble: linear regression without feature selection 0.342
PFA 0.324
Tabling 0.272
Ensemble: stepwise linear regression 0.254
Contextual Slip 0.057
BKT-CGS -0.237
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5 Discussion and Conclusions

Within this paper, we have compared several different models for tracking student
knowledge within intelligent tutoring systems, as well as some simple approaches for
ensembling multiple student models at the action level. We have compared these
models in terms of their power to predict student behavior in the tutor (cross-
validated) and on a paper post-test. Contrary to our original hypothesis, ensembling at
the action level did not result in unambiguously better predictive power across
analyses than the best of the models taken individually. Ensembling appeared slightly
better for flat (e.g. ignoring student) assessment of within-tutor behavior, but was
equivalent to a variant of Bayesian Knowledge Tracing (BKT-PPS) for student-level
cross-validation of within-tutor behavior, and marginally or non-significantly worse
than other variants of Bayesian Knowledge Tracing for predicting the post-test.

One possible explanation for the lack of a positive finding for ensembling is that
the models may have been (overall) too similar for ensembling to function well.
Another possible explanation is that the differing number of problem steps per student
may have caused the current ensembling method to over-fit to students contributing
larger amounts of data. Thirdly, it may be that the overall data set was too small for
ensembling to perform effectively, suggesting that attempts to replicate these results
should be conducted on larger data sets, in order to test this possibility.

A second interesting finding was the overall strong performance of Bayesian
Knowledge Tracing variants for all comparisons, with relatively little difference
between different ways of fitting the classic BKT model (BKT-EM and BKT-BF) or a
recent variant, BKT-PPS. More recent approaches (e.g. PFA, CFAR, Tabling)
performed substantially worse than BKT variants on all comparisons. In the case of
PFA, these findings contradict other recent research [7, 13] which found that PFA
performed better than BKT. However, as in that previous research, the differences
between PFA and BKT were relatively small, suggesting that either of these
approaches (or for that matter, most variants of BKT) are acceptable methods for
student modeling. It may be of greater value for future student modeling research to
attempt to investigate the question of when and why different student model
frameworks have greater predictive power, rather than attempting to answer which
framework is best overall.

Interestingly, among BKT variants, BKT-CGS performed quite poorly. One
possible explanation is that this data set had relatively little data and relatively few
skills, compared to the data sets previously studied with this method [e.g. 1], another
potential reason why it may make sense to study whether these results replicate within
a larger data set. BKT-CGS has previously performed poorly on other data sets from
this same tutor [2], perhaps for the same reason. However, the low predictive power
of average contextual slip for the post-test does not contradict the finding in [2] that
average contextual slip plus BKT predicts the post-test better than BKT alone; in that
research, these two models were combined at the post-test level rather than within the
tutor. In general, average contextual slip was a productive component of ensembling
models (as the third feature selected in each fold) despite its poor individual
performance, suggesting it may be a useful future component of student models.
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Overall, this paper suggests that Bayesian Knowledge-Tracing remains a highly-
effective approach for predicting student knowledge. Our first attempts to utilize
ensembling did not perform substantially better than BKT overall; however, it may be
that other methods of ensembling will in the future prove more effective.
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Abstract. Our bodies shape our experience of the world, and our bod-
ies influence what we design. How important are the physical differences
between people? Can we model the physiological differences and use the
models to adapt and personalize designs, user interfaces and artifacts?
Within many disciplines Digital Human Models and Standard Observer
Models are widely used and have proven to be very useful for model-
ing users and simulating humans. In this paper, we create personalized
digital human models of perception (Individual Observer Models), par-
ticularly focused on how humans see. Individual Observer Models cap-
ture how our bodies shape our perceptions. Individual Observer Models
are useful for adapting and personalizing user interfaces and artifacts to
suit individual users’ bodies and perceptions. We introduce and demon-
strate an Individual Observer Model of human eyesight, which we use to
simulate 3600 biologically valid human eyes. An evaluation of the sim-
ulated eyes finds that they see eye charts the same as humans. Also
demonstrated is the Individual Observer Model successfully making pre-
dictions about how easy or hard it is to see visual information and visual
designs. The ability to predict and adapt visual information to maximize
how effective it is is an important problem in visual design and analytics.

Keywords: virtual humans, physiology modeling, computational user
model, individual differences, human vision, digital human model.

1 Introduction

Our bodies shape our experience of the world, and our bodies influence what we
design. For example clothes are not designed for people with three arms because
designers implicitly model standard human physiology. Yet, human bodies differ,
some people are born with small bodies, others with bodies that see colors dif-
ferently (colorblindness). How important are these physical differences between
people? Can we model the physiological differences and use the models to adapt
and personalize designs, user interfaces and artifacts?

Joseph A. Konstan et al. (Eds.): UMAP 2011, LNCS 6787, pp. 25-37, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. To adapt a visualization or visual design we use Individual Observer Models
of eyesight. The models integrate with predictors, which feed into adaption techniques
for improving the layout and presentation of visualizations and visual designs.

Many domains, such as medicine, health, sports science, and car safety are
creating digital human models [7]. These digital human models are very useful
for identifying and evaluating the strengths and weakness in prototype artifacts
and novel tools. Initially, the majority of the digital human models were pri-
marily concerned with modeling humans’ physical bodies and biomechanics [3].
Recently, there has been a move to richer and multifaceted digital human models,
which are capable of modeling many aspects of being human, including modeling
aspects of cognition, simulating affect (emotion) [12], modeling group and so-
cial dynamics, and simulating aesthetics and taste [6]. Numerous challenges and
research opportunities exist for creating and integrating biomechanical models
with cognitive and perceptual models [TOJI6/7].

In this work, we create personalized digital human models of perception, par-
ticularly focused on how humans see (Figure [[). With digital human models of
eyesight a visual design can be evaluated to establish what parts of a design are
easy or difficult to see. For example when viewing an information visualization
on a wall sized display from far away, how small can the visual features of the
information visualization be before they are impossible to clearly and easily see?

Individual differences in human bodies often cause differences in how humans
perceive and experience the world, e.g. colorblindness. Introduced in this paper
are Individual Observer Models, which are user models of individual bodies and
perceptions. Individual Observer Models capture how our bodies shape our per-
ceptions. Individual Observer Models are useful for adapting and personalizing
user interfaces to suit individual users’ bodies and perceptions.

We introduce and demonstrate an Individual Observer Model of human eye-
sight, which we use to simulate 3600 different biologically valid human eyes. An
evaluation of the simulated eyes finds that they see eye charts the same as hu-
mans. Also demonstrated is the Individual Observer Model successfully making
predictions about how easy or hard it is to see visual information. The ability
to predict and adapt visual information to maximize how effective it is is an
important problem in visual design and analytics.

2 Modeling and Creating Individual Virtual Eyes

To build the Individual Observer Model of human eyesight we create a simpli-
fied optical model of how the human eye works. The model has parameters for
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Fig. 2. Example of ideal and aberrated wavefronts generated by rays of light travelling
through an optical system (eye)

controlling the amount of individual differences in eyesight. The eyesight model
is built on research from vision science [14], optometry [13] and ophthalmology
[9]. Fortunately, modeling individual differences in eyesight is extensively studied
in optometry and ophthalmology research [42TI8T3].

Building models of human eyesight is challenging, both technically and be-
cause many questions remain unsolved about how human vision works. In order
to build a useful human vision model, we limit how much of human vision we
model. Specifically, we focus on modeling how light travels through the human
eye. Individual differences between peoples’ eyes are accounted for by modeling
individual differences in the physical structure of human eyes.

Depending on the physical structure of eyes, some peoples’ eyes are very good
at focusing light on the back of the eye, while in other cases the eyes are bad at
focusing light. This difference in how well the eye does or does not focus light is
due to the amount of aberrations in the eyes. People with eyes that have high
amounts of aberrations usually have worse eyesight than those with low amounts
of eye aberrations. Nobody has aberration free eyesight, but there are normal
amounts and types of aberrations.

Differences in the amount of eye aberrations has a large impact on how easily
people can or cannot see visual information. In particular, modeling eye aber-
rations is good for predicting the amount of visual detail people can see. The
ability to see visual detail is called visual acuity. Good visual acuity commonly
implies low amounts of eye aberrations, or that an eye has been corrected to
reduce the impact of the aberrations. Correction is done either with eye glasses,
or with various kinds of eye surgery. Visual acuity is known to significantly differ
between people. In some cases this difference is genetic in origin, in other cases
it is due to age related changes, and other times it is due to medical issues [21].

The ability to model individual human eyes gives us the ability to measure
how individual eyes transform visual information. We can take a visual design,
pass it through a virtual eye, then capture the visual design as it is seen at the
back of the virtual eye.

2.1 Modeling the Flaws and Aberrations in a Human Eye

In this and the following subsections we briefly describe our model of the human
eye and how it works. Background on the particular approach we adopt for
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modeling eye aberrations can be found in Krueger et al.’s work on human vision
[9). Far more vision science detail and background on our approach to modeling
individual eyes and human vision can be found in [I].

Our eye model accounts for how rays of light travel through the human eye.
Looking at Figure [2] you can see that multiple rays of light are entering a lens
(eye). After the rays of light pass through the lens they are not aligned with
each other, and in some cases mistakenly cross. In a perfect eye the rays of
light are focused on a single spot (fovea), while in an aberrated eye the light
rays are imperfectly focused. Depending on the location at which a ray of light
passes through the lens, it will get aberrated in different ways and by different
amounts. In order to model how different parts of the lens affect light rays,
we use wavefronts. Wavefronts describe how numerous light rays simultaneously
behave over many points of a lens [9]. A wavefront is perpendicular to the light
ray paths.

For example, in Figure 2] we have an ideal wavefront and an aberrated wave-
front. The ideal wavefront is the dotted line, and it represents all the light rays
emerging from the lens in parallel. Unfortunately, all the light rays are not par-
allel so the wavefront is distorted and aberrated. Wavefronts are widely used by
ophthalmologists when planning eye surgery to correct human vision, such as
LASIK eye surgery [9].

2.2 Simulating Individual Differences in Eyesight

Wavefronts enable us to model individual eyes, because we can create and simu-
late wavefronts (Wey.), then use the wavefronts to transform a visual design into
what is seen at the back of the human eye. Provided in Equation[Ilis the wave-
front aberration function for modeling wavefronts. For details on using Zernike
Polynomials to model human eyes see [1JI820/19/9].

The important thing to realize from the wavefront function equation is that
the Zernike coefficients (C7"*) weigh the Zernike modes (Z/*). Each Zernike mode
(roughly) corresponds to a particular type of aberration commonly found in
the human eye, such as astigmatism, defocus or coma. Each Zernike coefficient

Equation 1. Wavefront aberration function as weighted sum of Zernike Polynomials
[20].

Weye(p,0) = > C' Z37 (p, 0) (1)
where
C}" is Zernike coefficient in microns um
Z5* is double indexed Zernike mode (see [19])
and

p is normalized pupil radius
0 is azimuthal component from 0 to 27 radians
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describes how much of each particular kind of aberration occurs. When you sum
up all the aberrations you end up with a virtual wavefont (Wey,.) that describes
how light is altered as it passes through the human eye.

To simulate the wavefront of an individual’s eye, we sum the first fourteen
aberrations (Zernike modes) and for each aberration set the amount of aberration
(Zernike coefficient) by randomly picking a value from within the normal range
for that type of aberration.

Elsewhere [20], it has been established what the normal values and ranges of
each Zernike coefficient is. This was achieved by measuring and analysing over
2560 wavefronts of healthy human eyes [I8]. We use the first fourteen aberrations
as it has also been previously established that they matter the most. Provided
in [I] on page 86 Table 3.2 are the ranges of Zernike coeflicients we use.

2.3 Simulating What Is Seen at the Back of an Eye

Once we have a virtual eye wavefront (Weye), we use the virtual eye (Weye) to
transform the original design into the design as seen by the back of the human
eye. In order to transform the original design, we convert the Wey. to an image
convolution kernel (widely used in image filtering), and then apply the image
kernel to the original design. The resulting image is the design as it is seen at
the back of the eye.

Shown in Figure B are examples of how a photograph of a pair of shoes on grass
is seen by three different eyes. The amount of individual differences between the
eyes is small. A limitation of our current eye simulation is that it is restricted
to grayscale images. This restriction exists because in vision science it is not yet
known what the normal aberration amounts for color eyesight are.

2.4 Predicting What Users Can or Cannot See

To predict what a user can or cannot see, we use the virtual eyes in a predictor
(Figure[Il). The predictor quantifies how differently individual eyes see the same
visual information. Quantifying the impact of individual differences in eyesight
enables us to improve the layout and presentation of visual information, by
adapting it to suit individual eyes and groups of eyes.

The predictor works by looking at the original visual design through a virtual
eye, then it compares the original design against the design as seen at the back
of the eye. The difference between the original design and the perceived design
gives a measure of how individual differences in peoples’ eyesight impacts upon
the perception of visual information.

Fig. 3. Example of how three different simulated eyes see a photograph of shoes on
grass. First photograph is the original version.
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Fig. 4. Examples of how increasing amounts of aberration effects two different visual

patterns. On the left is the letter C, while on the right is a pattern of alternating bars.
Amount of aberration increasing from left to right, top to bottom.
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In this work Perceptual Stability For Visual Acuity (PERS,,) [1] is used to
measure the differences between the original and perceived design. PERS,, is
a space-scale approach to image analysis, which uses an information theoretic
measure of image content. Further details on the vision science motivation and
equations for PERS,,, can be found elsewhere [I].

When used, PERS,,, gives a single value score, which indicates how differently
the original and perceived design look. A high PERS,, score indicates that the
visual design changes a lot and is harder to see due to passing through an
aberrated eye, while a low score indicates that the visual design is easier to see
and does not change much due to the aberrations.

For example, if the same virtual eye looks at the two visual patterns as shown
in Figure [l For the virtual eye, the C pattern has a lower PERS,, score than
the alternating bars, which indicates that the aberrations in the eye effect the
perception of the alternating bars more than the perception of the C.

3 Evaluation

In order to evaluate the Individual Observer Model of human eyesight, we test
whether the virtual eyes see the same as human eyesight. To establish whether
the virtual eyes see the same as human observers, we generate 3600 different
biologically valid eyes. Each of the 3600 virtual eyes looks at various visual
patterns, such as eye charts. If the virtual eyes are valid, then they should agree
with human judgements about what parts of the eye charts are easy or hard to
see.

For example, shown in Figure [l is an eye chart that is commonly used to
measure how well people can or cannot see. It is known that a person looking
at the eye chart will find letters at the top of the chart easier to see than at the
bottom of the chart. Figure [§ shows how 300 virtual eyes judge what parts of
the eye chart are easier or harder to see (the red text is the normalized PERS,,
scores). The top of the eye chart is white, indicating it is seen easiest, while the
bottom of the eye chart is black, indicating it is the hardest part of the eye chart
to see.
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3.1 Eye Charts Are Gold Standard Measure of Human Eyesight

When creating models and simulations of human perception a significant chal-
lenge is figuring out how to test whether the simulation agrees with human
judgements. For testing the virtual eyes it would be easy to create a stimulus,
and then test how well the virtual eyes perceive the stimulus. Unfortunately, that
could easily lead to cases where the eye model and simulation are optimized for
properties of the stimulus. An additional concern is it is known that subtle vari-
ants in a stimulus can lead to significant differences in human perception. An
important criteria for testing digital human models of human perception is: Be-
fore testing a virtual human with a stimulus, the perceptual properities of the
stimulus need to be well understood and established for humans.

For testing the digital human models of eyesight we use three different eye
charts, which test different aspects of human vision. The creation and validation
of eye charts is a sub-field in optometry and vision science. Designing eye charts
that do not have any subtle perceptual flaws is tricky, as subtle flaws do lead to
incorrect evaluations of peoples’ eyesight.

We tested the Individual Observer Model of eyesight with the three differ-
ent eye charts shown in Figure [ [6] & [l These eye charts test different related
facets of human vision that are known to effect peoples’ ability to see visual
information. Even though the range of visual features on the eye charts is lim-
ited (varying letters, size, contrast & lines), it is well established that human
performance on these eye charts is a good predictor of human performance at
many visual tasks [T31g].

The chart in Figure [ is called the ETDRS Chart [5] and it tests how well
people can see increasingly smaller letters. People can see the top of the chart
easier than the bottom. Shown in Figure [0] is the Pelli-Robson Contrast Sen-
sitivity Chart [I5], which shows increasingly harder to see letters, where letter
hardness increases from left to right going downwards. The letters become harder
to see because of reduced contrast between letter color and background color.
Figure[llshows the Campbell-Robson Contrast Sensitivity Chart [2], which tests
the combination of varying size and contrast. When looking at the Campbell-
Robson Chart observers see the visual detail in the region on the right of the
chart. As the observers’ visual acuity increases or decreases the size and posi-
tion of the region they can see detail in either moves up (better vision) or down
(worse vision) and gets bigger (better vision) or smaller (worse vision).

3.2 Results of Evaluation of 3600 Virtual Eyes

Each eye chart is independently used as a stimulus, and each eye chart is divided
into a range of equal sized regions. Depending on how each eye chart is used to
test human vision, we expect that the predictor (PERS,,) correctly identifies
what regions are easier to see when compared to other regions within the same
eye chart.

For the evaluation 3600 virtual eyes viewed the eye charts and the resulting
PERS,, scores were averaged for all the eyes. If the virtual eyes are effective,
then they should agree with human judgements for the eye charts.
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For the eye charts we find that the predictions of what the virtual eyes see
agrees with what humans see. Results are shown in Figure[8 to Figure[I3] These
figures show how the predictor scores (normalized PERS,,) compare between
regions. When a region is colored white, it is the easiest to see (lowest normalised
PERS,, score), black indicates the hardest to see (highest PERS,,, score) and
grayscale indicates intermediate hardness / PERS,,, score.

ETDRS Chart. In Figure [§ we see that the top of the eye chart is white,
indicating it is seen easiest, while the bottom of the eye chart is black, indicating
it is the hardest part of the eye chart to see. These results are correct.

Are the results due to how the eye chart is divided into 1 by 4 regions? That
is addressed by also analysing the eye chart divided into 1 by 2 (Figure [[1) and
1 by 3 regions. The results are also in agreement with human vision. That is the
virtual eyes find top of the eye chart easier to see, with it becoming increasingly
harder to see visual information towards the bottom of the eye chart.

Pelli-Robson Chart. We find that the virtual eyes see the Pelli-Robson Chart
correctly. Shown in Figure [ are the results, when the eye chart is divided into 2
by 2 regions. The eye chart gets harder to see from left to right going downwards,
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where the lower right corner of the chart is the hardest to see. When the eye
chart is divided into 2 by 1 (Figure [[2]) and 2 by 3 regions the results are also
in agreement with human vision.

Campbell-Robson Chart. An especially interesting result is how the virtual
eyes see the Campbell-Robson Chart. It is especially interesting because the eye
chart does not use letters, rather it uses a more visually complex pattern. Our
virtual eye models do see the Campbell-Robson Chart correctly.

When the chart is divided into 4 by 4 regions, results shown in Figure [I0, we
find the top right of the chart is hardest to see, while the lower right is easiest
to see. Nothing is seen on the left side of the chart, as we would expect from
human judgements. When the chart is divided into 1 by 2, 1 by 3, 1 by 4, 2 by 2
(Figure [[3)) and 3 by 3 the virtual eyes are in agreement with how humans see.

4 Demonstration: Looking at Fonts and InfoVis Graphs

Briefly, we describe two examples of the virtual eyes evaluating how easy it is
to see different text font styles and different visual styles of graphs. Many fonts
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styles are often used in visual designs, but it is usually unclear whether one font
style is easier to see than another. Especially interesting is whether a particular
font style is best for one individual, while a different font style is best for another
person. An equivalent challenge for visual analytics and information visualization
is correctly designing the visual style line or graph node so that it is easy to see.

Comparing Font Styles. Two different font styles are compared, at three
different font sizes. Twenty virtual eyes looked at a paragraph of text drawn
with the different fonts and at the different sizes. The first font style is Courier-
Bold (CB) font, the second font is Times-Roman (TR), and the 3 font sizes are
11pt, 16pt and 21pt.

Shown in Figure [[4] are the results of the twenty virtual eyes looking at the
fonts. Based on the PERS,,, scores, the virtual eyes predict that the Courier-
Bold point size 21 (CB 21pt) is the easiest font to see, while the hardest font to
see is Times-Roman 11pt (TR 11pt). In Figure [[8 we can check how easily the
same eye sees CB versus TR fonts. For example, in Fig the lower left blue
triangle indicates a specific virtual eye had a PERS,, score of approximately
0.815 for the CB 21pt font, while the same eye had a PER.S,, score of 0.89 for
the TR 21pt font.

Particularly noteworthy is that these results are in agreement with the work
of Mansfield et al [IT], who evaluated how legible human subjects find the CB
versus TR fonts. Figure [19 shows how each individual eyes see each font, these
individual differences are discussed in the Discussion section.

Comparing Graph Styles. Shown in Figure [If] are the four different simple
graphs that twenty virtual eyes looked at. The results shown in Figure[I7indicate
that the upper left and upper right graphs are the easiest to see.

Interestingly in Figure[Id the upper left graph has a wider standard deviation,
which indicates that due to the differences between the virtual eyes there is more
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variability between people in how the upper left graph is seen when compared to
the upper right graph. Figure[I8 shows how each individual eye sees each graph,
which is discussed below.

5 Discussion and Conclusions

In the Introduction we asked Can we model the (users) physiological differences
and use the models to adapt and personalize designs, user interfaces and arti-
facts? In this work we have successfully addressed that question. By showing
how to model individual physiological differences in eyesight, then demonstrat-
ing using the models (along with PERS,,) to evaluate a set of visual designs.
After which, the best scoring visual design for a user’s eyesight is identified and
can be shown to a user, i.e. personalizing the visual design by picking from a set
of competing visual designs.

Also posed in the Introduction was the related question How important are
these physical differences between people? Or framing it another way, are there
benefits by personalizing based on individual differences in users’ physiology?
The results in Figure [[8 & [[9 establishes that the individual differences between
people do matter, though the extend to which they matter depends on the visual
design. For some visual designs the physical differences between people matter
more, for other designs they matter less. For an example of when the physical
differences do matter - in Figure[I§ most of the virtual eyes find it easiest to see
the Upper Right graph (green circle) in Figure [I6] while some of the eyes find it
easier to see the Upper Left graph (blue triangle). In Figure [[9 we find that the
physical differences between individual eyes matter less, as all the virtual eyes
agree that the Courier-Bold 21pt (red circle) is easiest to see.

An interesting limitation of this work is that our eye model is of low-level early
stage vision - predominately concerned with modeling the optics of the human
eyeball. There are other differences in human vision which may be worth mod-
eling, e.g. light receptor density and distribution, perception of motion, optical
flow, visual crowding [17].
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There are also many opportunities for creating Individual Observer Models
for various modalities of human experience, e.g. taste, smell, touch. Though cre-
ating Individual Observer Models is challenging because they require quantifying
the relationship between a sensation and the perception of the sensation. While
also requiring the creation of physiologically valid models of human bodies, and
requiring that the Individual Observer Models model individual differences in
physical function of the human body. Based on previous user modeling research,
there are various user models that quantify the perception of designs and ar-
tifacts, so there may be opportunities to tie existing models of perception to
individual physiological models of users.
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Abstract. In this paper, we examine a challenge that arises in the ap-
plication of peer-based tutoring: coping with inappropriate advice from
peers. We examine an environment where students are presented with
those learning objects predicted to improve their learning (on the basis
of the success of previous, like-minded students) but where peers can ad-
ditionally inject annotations. To avoid presenting annotations that would
detract from student learning (e.g. those found confusing by other stu-
dents) we integrate trust modeling, to detect over time the reputation
of the annotation (as voted by previous students) and the reputability
of the annotator. We empirically demonstrate, through simulation, that
even when the environment is populated with a large number of poor
annotations, our algorithm for directing the learning of the students is
effective, confirming the value of our proposed approach for student mod-
eling. In addition, the research introduces a valuable integration of trust
modeling into educational applications.

1 Introduction

In this paper we explore a challenge that arises when peers are involved, in the
environment of intelligent tutoring systems: coping with advice that may detract
from a student’s learning. Our approach is situated in a scenario where the
learning object presented to a student are, first of all, determined on the basis
of the benefits in learning derived by similar students (involving a process of pre-
and post-tests to perform assessments). In addition, however, we allow students
to leave annotations of those learning objects. Our challenge then becomes to
determine which annotations to present to each new student and in particular
to be able to cope when there are a large number of annotations which are, in
fact, best not to show, to ensure effective student learning.

1 A learning object can be a video, chapter from a book, quiz or anything else a
student could interact with on a computer and possibly learn from as described in

.
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Our work is thus situated in the user modeling application area of intelligent
e-learning and, in particular, in the context of peer-based intelligent tutoring. We
seek to enhance student learning as the primary focus of the user modeling that
we perform. Our user modeling in fact integrates a) a modeling of the learning
achieved by the students, their current level of knowledge and their similarity
to other students and b) a modeling of the trustworthiness of the students, as
annotators.

The decision of which annotations to ultimately show to each new student
is derived, in part, on the basis of votes for and against, registered with each
annotation, by previous students. In this respect our research relates as well to
the general topic of recommender systems (in a style of collaborative filtering).
In the Discussion section we reflect briefly on how our work compares to that
specific user modeling subtopic.

We ground the presentation of our research and our results very specifically in
the context of coping with possible “bad” advice from peers. And we maintain a
specific focus on the setting of annotated learning objects. From here, we reflect
more generally on advice for the design of peer-based intelligent tutoring systems,
in comparison with other researchers in the field, emphasizing the kind of student
modeling that is valuable to be performing. We also conclude with a view towards
future research. Included in our final discussion is also a reflection on the trust
modeling that we perform for our particular application and suggestions for
future adjustments. As such, we present as well a few observations on the value
of trust modeling for peer-based educational applications.

2 Overview of Model Directing Student Learning

In this section, we present an overview of our current model for reasoning about
which learning objects and which annotations to present to a new student, based
on a) the previous learning of similar students b) the votes for annotations offered
by students with a similar rating behaviour ¢) a modeling of the annotation’s
reputation, based, in part, on a modeling of the overall reputation of the annota-
tor. The user modeling that is involved in this model is therefore a combination
of student modeling (to enable effective student learning), similarity of peers
(but grounded, in part, in their educational similarity) and trust modeling of
students as annotators.

Step 1: Selecting a learning object

We begin with a repository of learning objects that have previously been assem-
bled to deliver educational value to students. From here, we attach over time the
experiences of peers in order to select the appropriate learning object for each
new student. This process respects what McCalla has referred to as the “ecolog-
ical approach” to e-learning [I]. The learning object selected for a student is the
one with the highest predicted benefit, where each learning object I’s benefit to
active student s is calculated as [2]:
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where v is the value of [ to any student j previously exposed to it (which we
measure by mapping onto a scale from 0 to 1 the increases or decreases in letter
grade post-test assessment compared to pre-test assessment), w is the similarity
between active student s and previous student j (measured by comparing current
letter grade assessments of achievement levels) and k is a normalizing factor

currently set to 71L

Step 2: Allow annotations of learning objects and votes on those an-
notations

As students are presented with learning objects, each is allowed to optionally
attach an annotation which may be shown to a new student. Once annotations
are shown to students, they register a thumbs up or a thumbs down rating.

BRIGGS AND CORNELL I
WHEN TO SMBG Thereputic touch has
been shown to reduce
The ADA recommends a minimum of once-daily the need of both
monitoring for patients on insulinand sulfonylureas to insulin amounts and

umber
fic to the
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oftimes per day a patient sel F-monitors isspe
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patient’s needs and based on the practitione
mendations. Howe to obtain optimal gluc
trol, it is necessary for a patient who uses insalin t

apy to test a minimum of times per day. Any patient
who is experiencing stress, illness, or changes in medi-
cations should also test more often.

5

-MurseBetty

Patients currently on insulin therapy. including
women with g
SMBG more frequently than those who are on oral
medication and/or medical nutritional therapy

stational diabetes mellitus, need to test

Fig. 1. Example of a low-quality annotation, adapted from [3]

The learning object presented in Figure 1 is for tutoring caregivers in the
context of home healthcare (an application area in which we currently projecting
our research [4]). The specific topic featured in this example is the management
of insulin for patients with diabetes. This annotation recommends therapeutic
touch (a holistic treatment that has been scientifically debunked, but remains
popular with nurse practitioners). It would detract from learning if presented
and should be shown to as few students as possible.

Consider now that: In an ITS devoted to training homecare and hospice
nurses, one section of the material discusses diet and how it is important to
maintain proper nutrition, even for terminal patients who often have cravings
for foods that will do them harm. One nurse, Alex, posts an annotation saying
how in his experience often compassion takes higher precedence than strictly pro-
longing every minute of the patient’s life, and provides details about how he has
discussed this with the patients, their families and his supervisor.
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This annotation may receive many thumbs up ratings from caregivers who
can relate to its advice. Since it is a real world example of how the material was
applied, and it introduces higher reasoning beyond the standard instruction, that
turns out to be a very worthwhile annotation to show to other students.

Some annotations may be effective for certain students but not for others.
Consider now: A section on techniques for use with patients recovering from eye
surgery in a home healthcare environment has some specific, step-by-step tech-
niques for tasks such as washing out the eye with disinfected water. A nurse,
Riley, posts an advanced, detailed comment about the anatomy of the eye, the
parts that are commonly damaged, a link to a medical textbook providing addi-
tional details and how this information is often of interest to recovering patients.
The remedial students struggling with the basic materials find this annotation
overwhelming and consistently give the annotation bad ratings, while advanced
students find this an engaging comment that enhances the material for them and
give it a good rating.

Since our approach reasons about the similarity of students, over time, this
annotation will be shown to advanced students, but not to students struggling
with the material.

Some annotations might appear to be undesirable but in fact do lead to edu-
cational benefit and should therefore be shown. We present an example below.
An annotation is left in a basic science section of the material arquing against
an assertion in the text about temperatures saying that in some conditions boil-
ing water freezes faster than cooler water. This immediately prompts negative
ratings and follow-up annotations denouncing the original annotator to be ad-
vocating pseudo-science. In fact, this is upheld in science (referred to as the
Mpemba effect). A student adds an annotation urging others to follow a link to
additional information and follow-up annotations confirm that the value of the
original comment that was attached..

While, at first glance, the original annotation appeared to be detracting, in
fact it embodied and led to a deeper, more sophisticated understanding of the
material. Our approach focuses on the value to learning derived from annotations
and thus supports the presentation of this annotation.

Step 3: Determine which annotations to show a new student
Which annotations are shown to a student is decided in our model by a process
incorporating trust modeling, inspired by the model of Zhang [5] which deter-
mines trustworthiness based on a combination of private and public knowledge
(with the latter determined on the basis of peers). Our process integrates i) a
restriction on the maximum number of annotations shown per learning object
ii) modeling the reputation of each annotation iii) using a threshold to set how
valuable any annotation must be before it is shown iv) considering the similarity
of the rating behaviour of students and v) showing the annotations with the
highest predicted benefit.

Let A represent the unbounded set of all annotations attached to the learn-
ing object in focus. Let r§ = [-1, 1] represent the jth rating that was left on
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annotation a (1 for thumbs up, -1 for thumbs down and 0 when not yet rated).
The matrix R has R® representing the set of all ratings on a particular anno-
tation, a, which also represents selecting a column from the matrix. To predict
the benefit of an annotation for a student s we consider as Local information
the set of ratings given by other students to the annotation. Let the similar-
ityﬂ between s and rater be S(s,rater). Global information contains all stu-
dents’ opinions about the author of the annotation. Given a set of annotations
Ay = {a1,a2,...,a,} left by an annotator (author) ¢ we first calculate the aver-
age interest level of an annotation a; provided by the author, given the set of
ratings R* to the a;, as follows:

R | a;
Ej:l T

Ve — Re| (2)
The reputation of the annotator ¢ is then:
[Aql vra;
S e
T,= """ 3
= ¥

which is used as the Global interest level of the annotation.

A combination of Global and Local reputation leads to the predicted benefit
of that annotation for the current student. To date, we have used a Cauchy
CDHA to integrate these two elements into a value from 0 to 1 (where higher
values represent higher predicted benefit) as follows:

a a
pred-ben|a, current] = ! arctan( (P —vA®) + Tq) + ! (4)
T % 2

where T, is the initial reputation of the annotation (set to be the current repu-

tation of the annotator ¢, whose reputation adjusts over time, as his annotations

are liked or disliked by students); vF' is the number of thumbs up ratings, vA

is the number of thumbs down ratings, with each vote scaled according to the

similarity of the rater with the current student, according to Eq. [l v is a factor

which, when set higher, makes the function less responsive to the vF and vA
values.

v =0+ (1% S(current, rater)) (5)

Annotations with the highest predicted benefit (reflecting the annotation’s
overall reputation) are shown (up to the maximum number of annotations to
show, where each must have at least the threshold value of reputation).

2 The function that we used to determine the similarity of two students in their rating
behaviour examined annotations that both students had rated and scored the simi-
larity based on how many ratings were the same (both thumbs up or both thumbs
down). The overall similarity score ranged from -1 to 1. Other similarity measures
that could be explored are raised in the Discussion section.

3 This distribution has a number of attractive properties: a larger number of votes is
given a greater weight than a smaller number (that is, 70 out of 100 votes has more
impact than 7 out of 10 votes) and the probability approaches but never reaches 0
and 1 (i.e. there is always a chance an annotation may be shown).
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There is real merit in exploring how best to set various parameters in order
to enable students to achieve effective learning through exposure to appropriate
annotations (and avoidance of annotations which may detract from their learn-
ing). In the following section, we present our experimental setting for validating
the above framework, focusing on the challenge of “bad” annotations.

3 Experimental Setup

In order to verify the value of our proposed model, we design a simulation of
student learning. This is achieved by modeling each student in terms of knowl-
edge levels (their understanding of different concepts in the course of study)
where each learning object has a target level of knowledge and an impact [2]
that increases when the student’s knowledge level is closer to the target. We
construct algorithms to deliver learning objects to students in order to maxi-
mize the mean average knowledge of the entire group of students (i.e. over all
students, the highest average knowledge level of each student, considering the
different kinds of knowledge that arise within the domain of application).

As mentioned, one concern is to avoid annotations which may detract from
student learning. As will be seen in Figure[2 in environments where many poor
quality annotations may be left, if annotations are simply randomly selected, the
knowledge levels achieved by students, overall, will decline. This is demonstrated
in our experiments by comparing against a Greedy God approach which operates
with perfect knowledge of student learning gains after an annotation is shown,
to then step back to select appropriate annotations for a student. The y-axis
in our graphs shows the mean, over all students, of the average knowledge level
attained by a student (so, averaged over the different knowledges being modeled
in the domain).

As well as generating a random set of target levels for each learning object, we
also generated a random length of completion (ranging from 30 to 480 minutes)
so that we are sensitive to the total minutes required for instruction. The x-axis in
each graph maps how student learning adjusts, over time. We used 20 students,
100 learning objects and 20 iterations, repeating the trials and averaging the
results. For these experiments we ran what is referred to as the raw ecological
approach [2] for selecting the appropriate learning object for each new student;
this has each student matched with the learning object best predicted to benefit
her knowledge, based on the past benefits in learning achieved by students at
a similar level of knowledge as in Step 1 of Section 2. Ratings left by students
were simulated by having each student exposed to an annotation providing a
score of -1 or 1; we simulated this on the basis of “perfect knowledge”: when the
annotation increased the student learning a rating of 1 was lefd.

4 This perfect knowledge was obtained by running the simulated learning twice, once
with the annotation and learning object, and once with just the learning object.
A student gave a positive rating if they learned more with the annotation and a
negative rating if they learned more without.
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The standard set-up for all the experiments described below used a maximum
of 3 for the number of annotations attached to a learning object that might
be shown to a student; a threshold of 0.4 for the minimum reputability of an
annotation before it will be shown; a value of 0.5 as the initial reputation of
each student; and a value of 20% for the probability that a student will elect to
leave an annotation on a learning object. While learning objects are created by
expert educators, annotations created by peers may serve to undermine student
learning and thus need to be identified and avoided.

3.1 Quality of Annotations

We performed experiments where the quality of annotations from the group of
simulated students varied. For each student we randomly assigned an “author-
ship” characteristic which provided a probability that they would leave a good
annotation (defined as an annotation whose average impact was greater than 0).
A student with an authorship of 10% would leave good annotations 10% of the
time and bad annotations 90% of the time, while a student with an authorship
of 75% would leave good annotations Z of the time and bad annotations }1 of
the time. In each condition, we defined a maximum authorship for the students
and authorships were randomly assigned, evenly distributed between 0.0 and
the maximum authorship. Maximum authorships of 1.0 (the baseline), 0.75, and
0.25 were used. For these set of experiments, we elected to focus solely on Lo-
cal information to predict the benefit of annotations, i.e. on the votes for and
against the annotations presented by peers (but still adjusted according to rater
similarity as in Eq. [B).

The graphs in Figure @] indicate that our approach for selecting annotations
to show to students (referred to as the Cauchy), in general does well to begin
to achieve the learning gains (mean average knowledge) attained by the Greedy
God algorithm. The random selection of annotations is not as compromised when
there is a greater chance for students to leave good annotations (100% author-
ship) but degrades as a greater proportion of bad annotations are introduced
(and does quite poorly when left to operate in the 25% authorship scenario).
This reinforces the need for methods such as ours.

100% Authorship 75% Authorship 25% Authorship

Mean Average Knowledge

Mean Average Knowledge

Mean Average Knowledge

o Mot 4mco w00 MDD 10600 1I0GD 14300 1HON0 HAIOD 20808 4 M0 SN0 800 OO 19030 12008 14000 16000 1HO0O 20000 B0 a0 S0 BSOS 13008 14E00 18000 1560 7000

Minutes of Instruction Minutes of Instruction Minutes of Instruction

Random Interactions == Greedy God == Cauchy

Fig. 2. Comparison of Various Distributions of Bad Annotations
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3.2 Cutoff Threshold

One approach to removing annotations or annotators from the system is to
define a minimum reputation level, below which the annotation is no longer
shown to students (or new annotations by an annotator are no longer accepted).
A trade-off exists: if the threshold is set too low, bad annotations can be shown
to students, if the threshold is set too high, good annotations can be stigmatized.

In order to determine an appropriate level in the context of a simulation,
we examined cut-off thresholds for annotations first of 0.2 and then of 0.4. We
considered the combination of Local and Global information in the determination
of which annotations should be shown (as outlined in Step 3 of Section 2). In
conjunction with this, we adjusted the initial reputation of all students to be 0.7.
Students were randomly assigned an authorship quality (as described in Section
3.1) evenly distributed between 0.0 and 1.0.

The results in Figure B indicate that our algorithm, both in the case of a 0.4
threshold and that of a 0.2 threshold (together with a generous initial reputation
rating of 0.7 for annotator reputation), is still able to propose annotations that
result in strong learning gains (avoiding the bad annotations that cause the
random assignment to operate less favourably).

3.3 Explore vs. Exploit

Even for the worst annotators, there is a chance that they will leave an occasional
good comment (which should be promoted), or improve the quality of their
commentary (in which case they should have a chance to be redeemed). For this
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Fig. 3. Comparison of Various Thresholds for Removing Annotations
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experiment, we considered allowing an occasional, random display of annotations
to the students in order to give poorly rated annotations and annotators a second
chance and to enhance the exploration element of our work. We continued with
the experimental setting of Section 3.2, where both Local and Global reputations
of annotations were considered. We used two baselines (random and Greedy God
again) and considered 4 experimental approaches. The first used our approach as
outlined above, the standard authorship of 100%, a cut-off threshold of 0.4 and
a 5% chance of randomly assigning annotations. The second used an exploration
value of 10%, which meant that we used our approach described above 90% of
the time, and 10% of the time we randomly assigned up to 3 annotations from
learning objects.We also considered conditions where annotations were randomly
assigned 20% and 30% of the time.

Allowing a phase of exploration to accept annotations from students who had
previously been considered as poor annotators turns out to still enable effective
student learning gains, in all cases. Our algorithms are able to tolerate some
random selection of annotations, to allow the case where annotators who would
have otherwise been cut off from consideration have their annotations shared
and thus their reputation possibly increased beyond the threshold (if they offer
an annotation of value), allowing future annotations from these students to also
be presented.

4 Discussion

We first note that there is value of being aware of possible bad advice from peers
and avoiding it — not just for our context but for peer-based intelligent tutoring
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in general. In [6] the authors deal with the situation of providing incentives to
encourage student participation in learning communities. They use a variable
incentive model, based on classroom marks, to encourage behaviours helpful to
the community of students. For example, if a student shares a small number of
good resources, they will be given a greater incentive to contribute more. In the
case of students who contribute a reasonable quantity of low-quality resources,
the incentive to contribute is lowered, and the user is prompted with a person-
alized message to try to have them contribute less and to improve their quality.
These incentives do not, however, eliminate scenarios where bad annotations
may be left. Our work investigates this consideration. In addition, our approach
does not focus on adjusting the contribution frequency of various students, but
instead looks to preferentially recommend the more worthwhile contributions.

We contrast with researchers in peer-based intelligent tutoring who are more
focused on assembling social networks for ongoing real-time advice [7J6], as we
are reasoning about the past experiences of peers. Some suggestions for how to
bring similar students together for information sharing from [§] may be valuable
to explore as an extension to our current work.

Our research also serves to emphasize the potential value of trust modeling
for educational applications (and not just for our particular environment of ed-
ucation based on the selection of learning objects that have brought benefit to
similar peers, in the past). As discussed, we are motivated by the trust modeling
approach of Zhang [5]. Future work would consider integrating additional vari-
ations of Zhang’s original model within our overall framework. For example, we
could start to flexibly adjust the weight of Local and Global reputation incorpo-
rated in the reasoning about which annotation to show to a student, using meth-
ods which learn, over time, an appropriate weighting (as in [5]) based on when
sufficient Local information is available and can be valued more highly. In ad-
dition, while trust modeling would typically have each user reasoning about the
reliability of each other user in providing information, we could have each student
maintain a local view of each other student’s skill in annotation (though this is
somewhat more challenging for educational applications where a student might
learn and then improve their skill over time and where students may leave good
annotations at times, despite occasionally leaving poor ones as well). In general,
studying the appropriate role of the Global reputation of annotations, especially
in quite heterogeneous environments, presents interesting avenues for future re-
search (since currently this value is not in fact personalized for different users).

Collaborative filtering recommender systems [9TO/TT] are also relevant related
work. However, intelligent tutoring systems have an additional motivation when
selecting appropriate peer advice, namely to enable student learning. Thus, in
contrast to positioning a user within a cluster of similar users, we would like
to ideally model a continually evolving community of peers where students at
a lower level are removed and more advanced students are added as a student
works through the curriculum. This is another direction for future research. Some
research on collaborative filtering recommender systems that may be of value for
us to explore in the future includes that of Herlocker et al. [II] which explores
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what not to recommend (i.e. removing irrelevant items) and that of Labeke et al.
[12] which is directly applied to educational applications and suggests a kind of
string-based coding of the learning achieved by students, to pattern match with
similar students in order to suggest appropriate avenues for educating these new
students.

Several directions for future work with the model and the simulation would
also be valuable to explore. As mentioned previously, we simulated students as
accurately rating (thumbs up or thumbs down) annotations based on whether
the annotation had helped them learn. It would be interesting to provide for a
richer student modeling where each student has a certain degree of “insight”,
leading to a greater or lesser ability to rate annotations. If this were incorpo-
rated, each student might then elect to be modeling the rating ability of the
other peers and this can then be an influence in deciding whether a particular
annotation should be shown. It might also be useful to model additional student
characteristics such as learning style, educational background, affect, motivation,
language, etc. The similarity calculation would need to be updated for such en-
hancements; similarity should then ideally be modeled as a multi-dimensional
measure where an appropriate weighting of factors would need to be considered.
Similarity measures such as Pearson coefficients or cosine similarity may then
be appropriate to examine.

Other variations for our simulations are also being explored. Included here is
the introduction of a variation of our algorithm for selecting the learning objects
for each student based on simulated annealing (with a view to then continue
this simulated annealing approach in the selection of annotations as well). This
variation is set up so that during the first 1/2 of the trials there is an inverse
chance, based on the progress of the trials, that each student would be randomly
associated with a lesson; otherwise the raw ecological approach was applied. We
expect this to pose greater challenges to student learning in the initial stages
but to perhaps result in even greater educational gains at later stages of the
simulation.

We note as well that simulations of learning are not a replacement for ex-
periments with human students; however, the techniques explored in this work
are useful for early development where trials with human students may not be
feasible and future work could look to integrate human subjects as well; we are
currently in discussion with possible users in the home healthcare field. While
our current use of simulations is to validate our model, we may gain additional
insights from the work of researchers such as [I3] where simulations help to
predict how humans will perform.

In conclusion, we offer an approach for coping with bad advice from peers in
the context of peer-based intelligent tutoring, employing a repository of learning
objects that have annotations attached by students. Our experimental results
confirm that there is value to student learning when poor annotations are de-
tected and avoided and we have demonstrated this value through a series of
variations of our experimental conditions. Our general message is that there
indeed is value to modeling peer trust in educational settings.
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Abstract. Endowing systems with abilities to assess a user’s mental state in an
operational environment could be useful to improve communication and
interaction methods. In this work we seek to model user mental workload using
spectral features extracted from electroencephalography (EEG) data. In
particular, data were gathered from 17 participants who performed different
cognitive tasks. We also explore the application of our model in a non
laboratory context by analyzing the behavior of our model in an educational
context. Our findings have implications for intelligent tutoring systems seeking
to continuously assess and adapt to a learner’s state.

Keywords: cognitive workload, EEG, ITS.

1 Introduction

Modeling and developing systems able to assess and monitor users’ cognitive states
using physiological sensors has been an important research thrust over few past decades
[1-5]. These physio-cognitive systems aim to improve technology’s adaptability and
have shown a significant impact on enhancing users’ overall performance, skill
acquisition and productivity [6]. Various models tracking shifts in users’ alertness,
engagement and workload have been successfully used in closed-loop systems or
simulation environment [7-9]. By assessing users’ internal state, these systems were
able to adapt to users’ information processing capacity and then to respond accurately to
their needs.

Mental workload is of primary interest as it has a direct impact on users’ performance
in executing tasks [10]. Even though there is no agreement upon its definition, mental
workload can be seen in terms of resources or mental energy expended, including
memory effort, decision making or alertness. It gives an indication about the amount of
effort invested as well as users’ involvement level. Hence, endowing systems with
workload assessment models can provide intelligent assistance, efficient adaptation and
more realistic social communication in the scope of reaching optimal interaction
conditions.

Nevertheless, scarce and scattered research has explored these faculties to refine the
learning process within educational settings. Intelligent tutoring systems (ITS) are still
mainly based on learners’ performance in analyzing learners’ skill acquisition process

Joseph A. Konstan et al. (Eds.): UMAP 2011, LNCS 6787, pp. 50-61, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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or evaluating their current engagement level and the quality of learning [11-14]. Even
though the integration of affective models in ITS added an empathic and social
dimension into tutors’ behaviors [15-17] there is still a lack of methods helping tutors
to drive the learning process and evaluate learners’ behavior according to their mental
effort. The limited action range offered to learners (menu choice, help, or answers)
restricts the ability of forecasting learners’ memory capacity and objectively assessing
their efforts and implication level [18]. EEG techniques for workload assessment can
represent, then, a real opportunity to address these issues. The growing progress in
developing non intrusive, convenient and low cost EEG headsets and devices are very
promising enabling their use in operational educational environments.

In this paper we model users’ workload in a learning environment by developing
an EEG workload index and we analyze its behavior in different phases across the
learning process. In particular, we performed an experiment with two phases: (1) A
cognitive phase, in which users performed different cognitive tasks, was used to
derive the workload index. (2) A learning phase during which the developed index
was validated and analyzed. We performed data analysis using machine learning
techniques and showed that there are identifiable trends in the behavior of the
developed index.

The rest of this paper is structured as follows. Section 2 presents previous work on
EEG based workload detection approaches. Section 3 presents our experimental
methodology. Section 4 discusses our approach and its implications. We conclude in
Section 5.

2 Previous Work

Developing EEG indexes for workload assessment is a well developed field especially
in laboratory contexts. A variety of linear and non-linear classification and regression
methods were used to determine mental workload in different kinds of cognitive tasks
such as memorization, language processing, visual, or auditory tasks. These methods
use mainly EEG Power Spectral Density (PSD) bands or Event Related Potential
(ERP) techniques to extract relevant EEG features [7-9].

Wilson [19] used an Artificial Neural Network (ANN) to classify operators’
workload level by taking EEG as well as physiological features as an input. Reported
results showed up to 90% of classification accuracy. Gevins and Smith [20] used
spectral features to feed neural networks classifying workload of users while
performing various memory tasks. In a car driving simulation environment,
Kohlmorgen et al. [21] used Linear Discriminant Analysis (LDA) on EEG-features
extracted and optimized for each user for workload assessment. Authors showed that
decreasing driver workload (induced by a secondary auditory task) improves reaction
time. Support Vector Machine (SVM) and ANN were also used to analyze task
demand recorded in lecture and meeting scenario as well as in others cognitive tasks
(Flanker paradigm and Switching paradigm) using EEG features. Results reached
92% of accuracy in discriminating between high and low workload levels [22, 23].

Berka and colleagues [1, 24] developed a workload index using Discriminant
Function Analysis (DFA) for monitoring alertness and cognitive workload in different
environments. Several cognitive tasks such as grid location task, arithmetic computing,
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and image memorization were analyzed to validate the proposed index. The same
index was used in an educational context to analyze students’ behavior while acquiring
skills in a problem solving context [18, 25, 26].

In this paper, we propose to model users’ workload from EEG extracted features
through a cognitive task activity. The major contribution of this study is to validate
the model within a learning activity as opposed to the work of Berka and colleagues
[1, 24] where the proposed index was validated only according to purely cognitive
tasks. Our study uses Gaussian Process Regression to train workload models in a first
phase especially designed to elicit different levels of workload and applied in a
second phase, within a learning environment to detect different trends in learners’
mental workload behavior. We will now describe our experiment.

3 Methodology

The aim of this study was to model and evaluate mental workload induced during
human-computer interaction using features extracted from EEG signals. The
experimental process was divided into two phases: a cognitive activity phase including
three cognitive tasks designed with incrementally increasing levels of difficulty to
elicit increasing levels of required mental workload and a learning activity phase about
trigonometry consisting of three main steps. Data gathered from the first phase were
used to thoroughly derive a workload index whereas data from the second phase were
used to validate the computed index in a “non-laboratory” context. Our experimental
setup consists of a 6-channel EEG sensor headset and two video feeds. All recorded
sessions were replayed and analyzed to accurately synchronize the data using
necessary time markers.

17 participants were recruited for this research. All participants were briefed about
the experimental process and objectives and signed a consent form. Participation was
compensated with 20 dollars. Upon their arrivals, participants were equipped with the
EEG-cap and familiarized with the materials and the environment. All subjects
completed a five minutes eyes open baseline followed by another five minutes eyes
closed baseline. During this period, participants were instructed neither to be active
nor to be relaxed. This widely used technique enabled us to establish a neutral
reference for the workload assessment. Then, participants completed the cognitive
activity phase. This phase consists of three successive tasks: (1) Forward Digit Span
(FDS) (2) Backward Digit Span (BDS) and (3) Logical Tasks (LT). Each task has
between three and six difficulty levels. All participants performed these tasks in the
same order and were allowed to self-pace with respect to the time required to
complete each task.

Forward Digit Span (FDS). This test involves attention and working memory
abilities. In this task, a series of single digits were successively presented on the
screen. Participants were asked to memorize the whole sequence, then prompted to
enter the digits in the presented order. This task included 6 difficulty levels
incrementally increasing by increasing the length of the sequence that participants
have to retain. Level one consisted of a series of 20 sets of 3 digits, level two: 12 sets
of 4 digits, level three: 8 sets of 5 digits, level four: 6 digits and 6 sets, level five: 7
digits and 4 sets and level six: 4 sets of 8§ digits.
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Backward Digit Span (BDS). The principle of this test is similar to the FDS task.
Participants had to memorize a sequence of single digits presented on the screen. The
difference was that they were instructed to enter digits in the reverse order from the
one presented. Five levels of difficulty were considered by increasing the number of
digits in the sequence. The first level consisted of a series of 12 sets of 3 digits; the
second level: 12 sets of 4 digits, the third level: 5 digits and 8 series, the fourth level:
6 sets of 6 digits and the fifth level: 4 sets of 8 digits. No time limit was fixed for FDS
and BDS tasks.

Logical Tasks (LT). These tasks require inferential skills on information series and
are typically used in brain training exercises or in tests of reasoning. In these tasks,
participants were instructed to deduce a missing number according to a logical rule
that they had to infer from a series of numbers displayed on the screen, within a fixed
time limit of 30 seconds. An example of such series is “38 -2-19-9-3-3-40-4 -
?” and one should deduce that the missing element (“?”) would be “10”. That is, the
logical rule that one should guess is that for each group of three numbers the last
number is the result of the division of the first by the second. The logical tasks
involved three difficulty levels. Each level consisted of a series of 5 questions and the
difficulty level was manipulated by enhancing the difficulty of the logical rule
between the data.

After completing the cognitive activity phase, participants took a little break, and
then were invited to perform the learning phase during which a trigonometry course
was given. This phase consists of three successive steps (1) a pretest session, (2) a
learning session and (3) a problem solving session. Before starting these tasks,
participants were asked to report their self-estimated skill level in trigonometry (low,
moderate or expert).

Pretest. This task involved 10 (yes/no/no-response) questions that covered some
basic aspects of trigonometry (for instance: “is the tangent of an angle equal to the
ratio of the length of the opposite over the length of the adjacent?”). In this part,
participants had to answer to the questions without any interruption, help or time
limit.

Learning Session. In this task, participants were instructed to use a learning
environment covering the theme of trigonometry and specially designed for the
experiment. Two lessons were developed explaining several fundamental trigonometric
properties and relationships. The environment provides basic definitions as well as their
mathemz}tical demonstrations. Schemas and examples are also given for each presented
concept.

Problem Solving. Problems presented during this task are based on participants’
ability to apply, generalize and reason about the concepts seen during the learning
session. No further perquisites were required to successfully resolve the problem
except the lessons’ concepts. However a good level of reasoning and concentration is

! At the end of the experiment, all participants reported that they were satisfied with the quality
of the environment as well as the pedagogical strategy used for presenting the materials.
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needed to solve the problems. A total of 6 problems with a gradually increasing
difficulty level were selected and presented in the same order for all the participants.
Each problem is a multiple-choice question illustrated by a geometrical figure. A
fixed time limit is imposed for each problem varying according to its difficulty level.
Each problem requires some intermediate steps to reach the final solution and the
difficulty level was increased by increasing the number of required intermediate steps.
For example, to compute the sinus of an angle, learners had first to compute the
cosines in the first step. Then, they had to square the result and to subtract it from 1 in
the second step. Finally the third step consisted of computing the square root.

The problem solving environment provided a limited number of hints for each
problem as well as a calculator to perform the needed computations. All the problems
were independent in terms of learned concepts except for problem 4 and 6 that shared
the same geometrical rule required to solve the problem (i.e. “the sum of the angles of
a triangle is equal to 180 degrees”).

3.1 Subjective and Objective Measures of Workload

After completing each task level, participants were asked to evaluate their mental
workload both in the cognitive activity phase and the learning activity phase. We used
the NASA-Task Load Index (NASA-TLX) technique [27]. As for other subjective
measures of workload, NASA-TLX relies on subjects’ conscious perceived
experience with regards to the effort produced and the difficulty of task. NASA_TLX
has the advantage of being quick and simple to administer.

In addition to the subjective ratings, other objective factors that may be used for
assessing workload were considered in this study, such as performance (i.e. proportion
of correct answers in cognitive tasks, pretest and problem solving) and response time.

3.2 EEG Recording

EEG is a measurement of the brain electrical activity produced by synaptic excitations
of neurons. In this experiment, EEG was recorded using a stretch electro-cap. EEG
signals were received from sites P3, C3, Pz and Fz as defined by the international 10-
20 electrode placement system (Jasper 1958). Each site was referenced to Cz and
grounded at Fpz. Two more active sites were used namely Al and A2 typically
known respectively as the left and right earlobe. This setup is known as “referential
linked ear montage” and is illustrated in figure 1. Roughly speaking, in this montage
the EEG signal is equally amplified throughout both hemispheres. Moreover, the
“linked ears” setup yields a more precise and cleaner EEG signal by calibrating each
scalp signal to the average of the left and right earlobe sites (Al and A2). For
example, the calibrated C3 signal is given by (C3-(A1+A2)/2). Each scalp site was
filled with a non-sticky proprietary gel from Electro-Cap and impedance was
maintained below 5 Kilo Ohms. Any impedance problems were corrected by rotating
a blunted needle gently inside the electrode until an adequate signal was obtained.
The recorded sampling rate was at 256 Hz.

Data Preprocessing and Features Extraction. Due to its weakness (on the order of
micro volts: 10 volts), the EEG signal needs to be amplified and filtered. The brain



Modeling Mental Workload Using EEG Features for Intelligent Systems 55

electrical activity signal is usually contaminated by external noise such as
environmental interference caused by surrounding devices. Such artifacts alter clearly
the quality of the signal. Thus a 60-Hz notch filter was applied during the data
acquisition to remove these artifacts. In addition, the acquired EEG signal easily
suffers from noise caused by user body movements or frequent eye blinks or
movement. Therefore, an artifact rejection heuristic was applied to the recorded data
using a threshold on the signal power with regards to the eyes open and eyes closed
baseline. If the amplitude of any epoch in any channel exceeded the threshold by
more than 25%, the epoch was considered as contaminated and was excluded from
subsequent analysis.
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Fig. 1. EEG channel electrode placement

For each participant, EEG data recorded from each channel were transformed into a
power spectral density using a Fast-Fourier Transform (FFT) applied to each 1-second
epoch with a 50 % overlapping window multiplied by the Hamming function to reduce
spectral leakage. Bin powers (the estimated power over 1 Hz) of each channel ranging
from 4 Hz to 48 Hz were concatenated to constitute the feature vector.

To sum up, 176 features (4 channels x 48 bins) were extracted from the signal each
second. To reduce the data input dimensionality and improve the workload model, a
Principal Component Analysis (PCA) was applied on the EEG data of each
participant. The number of features was reduced to 25 (78.63% reduction rate)
explaining 85.98% to 94.71% of the variability (M = 90.42%, SD = 3.30%). PCA
scores were then z-normalized and the resulting vector used as an input for the model.

4 Results and Discussions

The experimental results are presented in the following subsections. The first part is
concerned with the cognitive phase data analysis. The second part describes mental
workload modeling from the EEG. The third part deals with the validation and
evaluation of the model within the learning activity.

4.1 Cognitive Activity Results

In order to evaluate NASA_TLX subjective estimates of mental workload,
correlational analysis was performed with regards to the task design and performance
and response time objective variables.
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Fig. 2. Mean NASA_TLX workload estimate for each difficulty level for the forward digit
span, backward digit span and logical tasks

Repeated measures one-way ANOVA (N =17) was performed in the FDS, LT, and
BDS cognitive activities across their associated difficulty levels. Degrees of freedom
were corrected using Greenhouse-Geisser estimates of sphericity for FDS and BDS
(epsilon = 0.35 and 0.54 respectively) as the assumption of sphericity had been
violated (chi-square = 60.11 and 54.40 respectively, p <.05) while Mauchly’s test was
non significant for the LT. Results revealed significant changes between NASA_TLX
scores with regards to the task demand of each level in the three tasks (F(1.73, 27.65)
=25.65, p < 0.001 for FDS, F(2.18, 34.89) = 18.25, p < 0.001 for BDS and F(2, 32) =
43.51, p < 0.01 for LT), showing a significant linear increase of subjective workload
estimates as the level of difficulty increased (figure 2).

75 Moy 0
50
80 |
257 10
*
- 16 33 T
il 02 o
& Q *
254 27 6o
50+
S50
75
Lo T T A T
Correlation between  Correlation between Correlation between
Ferformance and Response Time and MNASA_TLX and EEG_Workload
MNASA_TLX MNASA_TLX
(a) (b)

Fig. 3. Bivariate correlations between: (a) NASA_TLX and objective measures (b)
NASA_TLX and EEG_Workload

Bi-variate correlations between NASA_TLX and objective measures of task
performance and response time are illustrated in figure 3 (a). Correlations were
calculated for each individual across the 14 levels (FDS, BDS and LT). The median
correlation between NASA_TLX and task performance was -0.58 with a range of
-0.89 to 0.15 and the median correlation between NASA_TLX and response time was
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0.42 with a range of -0.16 to 0.72. Correlations were also computed for each of the 3
activities across the 17 participants. Performance decreased linearly as the workload
increased in FDS (r = -0.59, p < 0.001) and LT (r = -0.50, p < 0.001) while the
relationship was not linearly significant in the BDS (r = -0.19, p = n.s.). Response
time increased linearly as a function of workload in FDS (r = 0.30 p < 0.05) and LT (r
= (.35, p <0.05) and did not linearly correlate in BDS (r = 0.014, p = n.s.)

To summarize, NASA_TLX workload ratings showed linear relationship with the
objective measures except for the BDS tasks. Besides, NASA_TLX accurately
tracked the intended pattern of the task design that used incrementally increasing
levels of difficulty to elicit increasing levels of mental workload required for the task.
This manifest trend suggests that NASA_TLX subjective ratings can be a reliable
indicator of mental workload for training the predictive models.

4.2 EEG Mental Workload Index

Our aim was to quantitatively predict the mental workload using EEG extracted
features. Specially, we were interested in using workload patterns detected in the
cognitive activity phase to analyze the learning activity. An individual model was
developed for each participant by training a Gaussian Process Regression (GPR)
function [28] with a squared exponential kernel and noise parameter o> = 0.1.
NASA_TLX subjective ratings were introduced as a target variable of the training
data in all models.

NASA_TLX workload values were classified into three classes namely low,
medium and high (low < 30, 30 <= medium < 70 and high >=70). The same
classification was done for the predicted GPR values. A mean accuracy rate of 91%
across all the participants was reached with models trained on a split of 90% of the
cognitive task data and tested on the other 10%. The mean EEG_Workload indices
derived by the model were computed across each task of the learning activity phase.

4.3 Learning Activity Results

Our next objective was to validate the computed EEG_Workload model within the
learning context. The box plot in figure 3 (b) illustrates the results of the bi-variate
correlations between EEG_Workload and NASA_TLX subjective metrics.
Correlations were computed across participants in the pretest, the learning session and
each of the six problems revealing significant relationships in the eight activities. The
median correlation was 0.72 with a range of 0.52 (p < 0.001) for problem 2 to 0.82, (p
< 0.05) for problem 1. These results provide confirmation of the validity of the
computed EEG model of mental workload.

Our next investigation was to evaluate the progression of the workload level across
the learning tasks. A repeated measures ANOVA revealed that there were significant
changes in the EEG_Workload between the learning activities F(3.23, 51.61 = 2.76, p
< 0.05). Degrees of freedom were corrected using the Greenhouse-Geisser estimates
of sphericity (epsilon = 0.46). Post hoc results showed that the EEG_Workload
measures significantly increased during the learning session when compared with the
pretest (p < 0.05). This increase can be explained by the effort produced by learners in
understanding concepts and acquiring skills in the learning phase compared to the
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pretest session where learners responded to questions that did not require particular
engagement and concentration levels. In fact, during the pretest no pressure was put
on learners who had simply to situate their knowledge in trigonometry.
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Fig. 4. Mean EEG_Workload for each activity in the learning environment

Significant increases were also registered between the pretest and problems 4, 5
and 6 with the highest workload level (see figure 4) revealing that mental workload
significantly increases from the beginning to the end of the learning interaction. A
significant increase was also found during problem 5 when compared with problems
1, 3 and 4 suggesting that learning tasks varied in terms of the cognitive workload
demand required from the participants.

To summarize, EEG_Workload was validated according to the learners’ subjective
ratings. The index value increased clearly as learners acquired skills in trigonometry.
This trend was significant when we compared the pretest with the learning session
and the problem solving tasks.

Our next concern was to evaluate the EEG_Workload model with regards to the
objective metrics in the learning environment. A bi-variate correlation was computed
between EEG_Workload and response time across participants in the six problems (N
= 17 x 6) showing a rather small but significant relationship (r = 0.21, p < 0.05).
Besides, correlational analysis of each problem apart revealed a significant correlation
only in problem 5 (r = 0.56, p < 0.05). Indeed, unlike pure cognitive tasks with strict
laboratory conditions and imposed time limits, in a more complex learning
environment, learners are less restricted and a longer response time does not
necessarily imply higher mental workload which can also be distilled into other
mental processes.

Bi-variate correlations were computed between EEG_Workload and performance
in the pretest and each problem. Results showed a significant linear relationship
between EEG_Workload and performance in the pretest (r = -1.88, p < 0.05) while no
significant correlation was found between EEG_workload and performance in any of
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the problems. Again, these data suggest that changes in workload are not related to
performance in complex learning tasks and that a more complex relationship may
exist between mental workload and performance.

Looking at participants’ self reported skill levels in trigonometry, ANOVA tests
revealed a reliable effect of the skill level on the mean EEG_Workload in the
problems (F(2, 14) = 11.93, p < 0.05). We found that participants with a moderate
skill level have had the highest workload values (M = 68.97; SD = 14.16) as
compared to participants with low skill level (M = 57.25; SD = 4.06) and to expert
participants who showed the lowest workload values (M = 41.35, SD = 7.52). One
can explain this result by the fact that learners with moderate skills tend to produce
more effort than experts who might be more at ease with trigonometry and do not
produce a lot of effort. On the other side, learners with the lowest skill level tend to be
rather disengaged in the task compared to learners with moderate to high skills.

Our last investigation dealt with the overall impact of learners’ workload, response
time and skill level on their performance in the problems. A multiple regression
analysis was conducted to measure the influence of each of these parameters. The
overall model was significant (F(3, 98) = 8.48, p < 0.01, R = 0.41). Conditional main
effect analyzes revealed a positive effect of workload (B = 0.24, p < .05) and skill
level (B = .42, p < .001) and a negative effect of response time (f = -0.27, p < .05)
suggesting that a combination of these variables can be used to predict learning
performance. This result suggests that a combination of several variables can improve
the accuracy of systems in assessing learners’ skill acquisition process.

5 Conclusion

In this paper we have presented a workload index based on features extracted from
EEG signals. 17 participants were recruited for this experiment and were equipped
with a 6-channel EEG headset. The developed workload index uses a Gaussian Process
Regression model trained on data gathered from purely cognitive tasks with
incrementally increasing levels of difficulty to elicit increasing levels of required
mental workload. Our model was validated in a learning activity during which learners
interacted with an educational environment about trigonometry including a pretest, a
learning session and six problem solving tasks and self-reported their workload level.
Results showed that our index was significantly correlated to learners’ subjective
ratings and gradually increased from the pretest to the end of the session. Correlational
analysis showed that mental workload was not necessarily, linearly associated to
performance and response time objective variables in the learning context, as opposed
to the strict laboratory conditions of the cognitive task activity.

Future work involves developing a generalized model and incorporating it within a
real time interaction based tutoring system. Further variables from the learners’
profile will be considered in the development of the system that will be centered in
optimally adapting content, problem level and interactions to learners’ mental states.
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Abstract. The open nature of exploratory learning leads to situations
when feedback is needed to address several conceptual difficulties. Not
all, however, can be addressed at the same time, as this would lead to
cognitive overload and confuse the learner rather than help him/her.
To this end, we propose a personalised context-dependent feedback pri-
oritisation mechanism based on Analytic Hierarchy Process (AHP) and
Neural Networks (NN). AHP is used to define feedback prioritisation as
a multi-criteria decision-making problem, while NN is used to model the
relation between the criteria and the order in which the conceptual diffi-
culties should be addressed. When used alone, AHP needs a large amount
of data from experts to cover all possible combinations of the criteria,
while the AHP-NN synergy leads to a general model that outputs results
for any such combination. This work was developed and tested in an ex-
ploratory learning environment for mathematical generalisation called
eXpresser.

Keywords: context-dependent personalised feedback, feedback prioriti-
sation, exploratory learning, analytic hierarchy process, neural networks.

1 Introduction

Exploratory learning is characterised by complex tasks such as constructing mod-
els and varying their parameters, that can be approached in different ways, lead-
ing to equally valid solutions. Although these solutions are varied, they are all
characterised by some key points the learners need to address or be aware of.
The actions of a learner when solving a task can indicate the points the learner
may need help with, however, to be effective, the help that is given should take
into consideration the personal characteristics of the learner. Moreover, relevant
information could be extracted from the context which can lead to more ap-
propriate feedback. There are many works in the literature that investigate the
role of context in a diversity of fields such as recommender systems [2], artifi-
cial intelligence [I], educational psychology [40] and ubiquitous computing [27].
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The definition of context is also diverse, varying from the wide social context to
the specificity of network characteristics. In our approach context refers to the
stages within a task, with each stage providing essential information about what
is currently relevant for the learner.

Exploratory Learning Environments (ELEs) (e.g. SimQuest [22], Adaptive
Coach for Exploration (ACE) [7], Vectors in Physics and Mathematics [18]) are
characterised by freedom, allowing learners to explore the domain rather than
guide their learning in a structured manner. On the other hand, complete lack
of guidance in ELEs is not useful for learning [23]. Consequently, the challenge
is to provide feedback in such a way that the learner does not feel restrained
and at the same time perceives the feedback as relevant with respect to the
current activity. This problem is not unique to exploratory learning environ-
ments, but also applies to educational simulated environments (e.g. [42]) and
games (e.g. [38]) where the challenge is to provide feedback without breaking the
flow [13].

This paper addresses the problem of personalised feedback prioritisation in
ELEs which allow learners a high degree of freedom as opposed to the guided
learning offered by more structured learning environments such as intelligent
tutoring systems. The approach was developed using an ELE for mathemati-
cal generalisation and the prioritisations used to train the neural network are
validated by experts in the field of mathematical education.

In previous work [I1] [I2], we have proposed an approach for feedback pri-
oritisation based on the Analytic Hierarchy Process [35], a popular method in
Multicriteria Decision-Making [43]. Due to the large amount of data needed from
experts, the AHP approach was developed only for the most frequent combina-
tions of criteria, where criteria refer to task difficulty, experience and arithmetic
ability. This meant that when a combination of criteria was not available, the
closest match to the available combinations of criteria was found and the priori-
tisation of the best match was used instead.

To address this issue, in this paper we present a context-dependent person-
alised feedback prioritisation mechanism using the Analytic Hierarchy Process
and Neural Networks [3]. AHP is used to define feedback prioritisation as a
multi-criteria decision-making problem, while NN is used to model the rela-
tion between the criteria and the order in which the conceptual difficulties
should be addressed, i.e. the prioritisation. When used alone, AHP needs a
large amount of data from experts to cover all possible combinations of the
criteria, while the AHP-NN synergy leads to a general model that outputs re-
sults for any such combination. The experimental study aims to establish the
feasibility of the AHP-NN approach for the personalised feedback prioritisation
problem.

The next section briefly introduces adaptive feedback, mathematical gener-
alisation and the system employed. Section 3 presents the AHP-NN approach,
while Section 4 presents the experimental results obtained using the proposed
approach. Section 5 discusses the results and concludes the paper.
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2 Adaptive Feedback in Our Exploratory Learning
Environment

Feedback is usually a response to the actions of a learner aiming to correct future
iterations of the actions [30]. It includes information about what happened or did
not happen as a consequence of the user’s actions in relations to the goal [41];
this information is given to the users to compare their performance with the
expected one [2I] and to make use of it in the following attempt [41].

In exploratory learning, the freedom given to learners leads to situations
when feedback is required on several aspects. This is also the case of eXpresse
[31] [33], which is an ELE for mathematical generalisation that aims to link the
visual with the algebraic-like representation of rules. It enables constructions
of patterns, creating dependences between them, naming properties of patterns
and creating algebraic-like rules with either names or numbers. Some screen-
shots are displayed in Figure [I] illustrating the system, two constructions, the
properties list of a pattern that is dependent on another one, the properties list
of an independent pattern and two examples of rules.

The main area of the screen in Figure [ displays two constructions. These
are solutions of two learners working independently on a task called “footpath”,
which is typical in the UK curriculum. The task requires to find out the num-
ber of green tiles needed to surround any pattern of red tiles (representing the
footpath). The components of Construction 1 are displayed separately for ease
of understanding; this construction has four patterns: (a) two compact rows of
green (lighter colour) tiles and (b) two rows with gaps in between tiles: one green
and one red (darker colour). The first two mentioned are the same, and conse-
quently, have the same properties displayed in the property list of the highlighted
row in Construction 1. The first property, i.e. number of iterations, shows that
the pattern depends on the red one because the number of iterations of the green
tiles is set to ‘the number of red tiles multiplied by 2 plus 1’; the T box with
the name red and the corresponding value of 3 is called an icon variable and is
used to make a pattern dependent on another; the use of icon variables leads
to general constructions, i.e. they work for any number of red tiles. The second
property, mowving left, is set to 1 and the third property, moving down, is set to
0, which makes the pattern a row; for the red pattern moving left is set to 2
and moving down is set to 0, which makes a row with gaps between the tiles.
The last property establishes the number needed to colour all the tiles in the
pattern; in the current case it is the same as the number of iterations in the
pattern. However, if a pattern is a group of several tiles, this would not be the
case anymore; for example, if a pattern is a group of three tiles and is iterated
five times, the number required to colour it would be three times five.

Construction 2 is built in a similar fashion, but the compact rows of green
tiles do not depend on the red pattern: the first property (number of iterations)

! Developed in the context of MiGen Project, funded by the ESRC/EPSRC Teaching
and Learning Research Programme (RES-139-25-0381); http://www.migen.org.
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Fig. 1. eXpresser screenshots. The main screenshot includes a toolbar, an area for pat-
tern construction and an area for defining rules/algebraic-like expressions; the toolbar
(at the top) allows the following actions: cut, copy, paste, delete, zoom in, zoom out,
show grid, grid size (changeable from here or using the zoom tools), group and ungroup;
the main area has two constructions for the “footpath” task and two property lists; the
components of Construction 1 are also presented separately. The two screenshots at
the bottom illustrate the rules defined by the learners who built the two constructions.

from the property list is set to 9. At the bottom of Figure [l two expressions
corresponding to the two constructions are displayed. Ezpression 1 uses the
name red for the number of red tiles, while Fxpression 2 is numeric.

In the constructions of Figure [I both learners follow the same strategy in
surrounding the footpath: two rows of tiles at top and bottom, and one row of
tiles in the gaps of the red pattern; also, for both constructions, the row of green
tiles with gaps in between (the middle one) does not depend on the red pattern
and the expressions do not correspond to their corresponding constructions.
However, there are a few differences: (a) they work with a different number of
red tiles, i.e. 3 and 4, respectively; (b) the first learner is very close to a general
solution, while the second is still working with the particular case of 4 red tiles;
(c) the expression of the first learner (Ezpression 1 in Figure[l) is already general,
while the expression of the second learner (Ezpression 2 in Figure[I)) is numeric.

Construction 2 could be used at this point to illustrate how the need for
feedback prioritisation emerges during exploration. In this instance, from peda-
gogical point of view, several issues need to be addressed: (a) the construction is
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correct only when the red pattern consists of four tiles, i.e. it is specific, whilst
the aim of the activity is to create a general construction that would work for
any number of tiles; (b) the learner may need to be reminded how to make a
pattern dependent on another (i.e. the use of icon variables); (c¢) the expression
does not correspond to the construction and contains a mistake; (d) the expres-
sion is specific. To this end, different types of feedback are needed depending
on learner’s characteristics and contextual information. In the next section, we
describe an approach that leads to prioritising feedback on these issues based on
a multi-criteria decision making method called the Analytic Hierarchy Process.

3 The AHP&NN Feedback Prioritisation Approach

Multicriteria Decision Making (MDM) defines a class of problems where a de-
cision from a predefined set of alternatives needs to be reached by taking into
account two or more criteria. Each alternative is evaluated on the set of criteria;
the outcomes provide a means of comparison between the alternatives that will
facilitate a selection of one or more alternatives, or a ranking between them.
Other purposes are classification of alternatives into groups (clustering) and
group ranking [43]. Among the possible approaches of decision problems that
correspond to this description are: statistical techniques, multi-attribute utility
analysis, analytic hierarchy process, knowledge bases, mathematical models, etc.

MDM has many applications in fields where decisions need to be taken. The
Analytic Hierarchy Process (AHP) is one of the most popular methods in MDM
and is widely applied in a diversity of areas like logistics, military, manufacturing
and health-care [20]. Frequently AHP is used in combination with other methods
- a recent literature review [20] reports five main categories of tools integrated
with AHP: (a) mathematical programming, (b) quality function development,
(c) meta-heuristics, (d) SWOT analysis, and (e) data envelopment analysis. Four
works related to higher education are reported in areas of IT-based project se-
lection [26], teaching method selection [28], education requirement selection [24]
and faculty course assignment [32].

In the area of learner /user modelling, AHP has been used in combination with
fuzzy logic [17] for student diagnosis in an adaptive hypermedia educational sys-
tem and in combination with Multi-Attribute Utility Theory (MAUT), another
method from MDM, in recommender systems [37], where the evaluation function
from MAUT is used to rate how well each alternative fulfills the decision criteria.

The AHP uses a hierarchy to represent a decision problem and to establish
priorities between alternatives depending on a set of criteria involved in the
decision process. It includes three main steps: (a) construction of the hierarchy;
(b) analysis of priorities and (c) verification of consistency.

The hierarchy has the general structure presented in Figure 2l The highest
level represents the goal, which, in our context, is personalised feedback. The
second level includes the criteria based on which the decision should be taken;
in our case, the criteria refer to the stage in the exploratory task. The third
level includes the alternatives to be prioritised with respect to the criteria; the
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alternatives correspond to pedagogical aspects of mathematical generalisation.
The first step includes a decomposition of the decision problem into parts defined
by all relevant attributes; these attributes are arranged into hierarchical levels
so as to reach the hierarchical structure presented in Figure 2

To obtain a prioritisation of the alternatives, pairwise comparisons are needed
between each pair of criteria and between each pair of alternatives. The later
requires comparisons with respect to each criteria, i.e. if there are n criteria
and m alternatives, ,C? pairwise comparisons are needed for the criteria and
n *,, O pairwise comparisons are needed for the alternatives (,, C? comparisons
per criterion). In previous work [I2] we have used AHP alone to produce the
prioritisation feedback. Due to the amount of pairwise comparisons, however, we
have considered as criteria only the stage within the task and produce a pairwise
comparisons for different combinations of learner characteristics. This approach
was taken because if the learner characteristics would have been introduced in
the AHP hierarchy as criteria, it would have led to a vast amount of pairwise
comparisons.

The next step in AHP is the verification of consistency, calculated by a set
formula based on the pairwise comparisons. If there is a lack of consistency, the
pairwise comparisons need to be reviewed and the consistency is checked again.
This process is repeated until the consistency criteria is satisfied. Consequently,
there could be even more effort needed from the experts at this stage.

To address this limitation, we propose to use the AHP hierarchy with the
context, task difficulty and learner characteristics as criteria, and use neural
networks to model the relation between the criteria and the prioritisation of
alternatives. More specifically, we use a back-propagation network which is a
multi-layered feed-forward neural network which is fully connected [15]. Each
layer can have several units, with each unit connected to all the units in the next
layer. By training the network, the optimal weights between units are learned
and therefore, one could say that the knowledge about the aspect being mod-
elled is encoded in these weights. For our purpose, by training a network on
instances representing combinations of criteria with their corresponding order of
alternatives, the network will learn the association between the two and will be
able to output prioritisations for any combination of criteria.

Neural networks have the ability to derive meaning from complex or imprecise
data and are used to extract patterns and to detect trends that cannot be noticed
by humans due to their complexity [3]. Neural networks have been used in a
variety of fields such as medicine [5], biology and chemistry [9], engineering
[36], finance [29] and management science [25]. In the area of elearning, neural
networks were used for personalised recommendations of learning objects [4].

For our purpose, the neural network will have as input the criteria and as
output the prioritisation of alternatives. The criteria are the stages within a task:
(1) specific construction; (2) variation of parameters; (3) general construction
and (4) expression. To identify the stage a learner is at, a set of rules are used.
Basically, for each stage, the presence or absence of certain actions or properties
of the construction/expression are used. A learner is considered to be in the
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specific construction stage if he has not used T-boxes yet and the construction
is not complete (i.e. it does not fit the mask of the task construction). The
variation of parameters is indicated by the change in the values of the properties
of patterns. The general construction stage is identified by the presence of T-
boxes, while the expression stage is identified by modifications made to the
expression. The other criteria are task difficulty and learners’ characteristics, i.e.
their experience with tasks of various degrees of difficulty and their arithmetic
ability.

The alternatives are feedback on the following aspects: (a) correctness of con-
struction (CC); (b) correctness of expression (CE); (c¢) construction-expression
correspondence (C-E); (d) symmetry of construction (Sym); (e) generality of
construction (CGen); (f) generality of expression (EGen); (g)linking patterns
(LP).

4 Experimental Results

The network has four input nodes and seven output nodes. The inputs are the
AHP criteria and the outputs are the AHP alternatives that were introduced in
the previous section. The data used for our experiments consists of 108 instances
of criteria combinations and their corresponding prioritisations of the alterna-
tives. The criteria and their coding is presented in Table [[l The 108 instances
were obtained by combining the number of values for all the criteria: 4 x 3 x 3 x 3.

The alternatives are the ones mentioned in the previous section and they are
coded as 1 to 7 in the order they were introduces, i.e. CC is coded as 1 and LP is
coded as 7. Both inputs and outputs are normalised by mapping minimum and
maximum values to [-1 1].

One expert produced the prioritisations (i.e. the ranking of the alternatives
from 1 to 7) for all instances and two other experts were asked to validate

Table 1. Criteria and their coding

Criteria Possible values Coding
Context, i.e. stage specific construction
in the task variation of parameters
general construction
expression
Task difficulty low
medium
high
Experience low
medium
high
Arithmetic ability low
medium
high

W W WNF & W=
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these prioritisations for 48 instances (approximately 45% of all instances). One
expert agreed with 97% of the prioritisations, while the other agreed only with
91%. On the intsances on which there was disagrement, the prioritisations were
modified to reflect the agregated opinion of all experts. One could argue that the
two experts that validated the prioritisations could have been asked to validate
separate sets of prioritisations, thus covering 90% of all instances. This approach,
however, could have led to inconsistencies between the prioritisations of the two
experts which could affect the performance of the neural network. Therefore, we
gave the same set of instances to the two experts to avoid this problem.

The data was randomly partitioned into three sets used for training (55%,
i.e. 60 instances), validation (15%, i.e. 16 instances) and testing (32%, i.e. 30
instances). We have tested several networks architectures and found that the
best performance is obtained when the number of hidden nodes is 10. The sig-
moid function was used as activation function in hidden layer and the linear
activation function was used in the output layer - this can be seen in Figure [3
The Levenberg-Marquart [19] algorithm was used for training. Early stopping
technique was applied to check the validation error rate periodically during train-
ing [34]. The stopping conditions were the gradient magnitude (with a value of
le-5) and the number of validation error checks (set to 6).

Using the set-up presented above, the network was used in 500 independent
trials and the results are given in Table[2l The average number of iterations was
15.81 with a standard deviation of 1.96; the maximum and minimum number of
iterations were, respectively, 53 and 5.

Performance refers to correct ranking of the alternatives, while error refers
to the means squared error (mse), i.e. the average squared error between the
network outputs and the target outputs. For our particular purpose, it is impor-
tant that the neural network returns a prioritisation according to the context
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Table 2. The results of the 500 independent runs

Training Validation Testing

Average performance 0.899 0.902 0.906
Standard deviation 0.101 0.168 0.129
Average error(mse) 0.002 0.002 0.002
Standard deviation 0.033 0.055 0.042
Best performance 0.936 0.982 0.964
Worst performance 0.864 0.795 0.871

and the learning characteristics. Consequently, to judge the performance of the
network, we need to measure if the network outputs match the target outputs
not in terms of the values returned, but of the order between those values. There-
fore, to calculate the network performance, we compared the ranking produced
at output with the target ranking.

On the other hand, we are interested in learning the mapping between the in-
puts and the outputs regardless of the exact ranking because the neural network
will be used to rank alternatives on the basis of imprecise information about
the criteria, i.e. real values not just integers could be used for task difficulty,
experience and arithmetic ability. For example, a learner’s experience with tasks
of medium difficulty, does not suddenly go from low (coded as 1) to medium
(coded as 2), but could have intermediate values such as 1.2 or 1.8. The network
should be able to return prioritisations when these intermediate values are used,
and therefore, we are interested in the network’s performance in terms of the
mean squared error.

Looking at the results for the average error and its standard deviation, we can
see that the network fits the data well. In terms of performance from ranking
point of view, the results show that the network’s output is the same as the
targets in 91% of the cases.

5 Discussion and Conclusions

In this paper we proposed an AHP-NN approach to address the problem of
feedback prioritisation in an exploratory learning environment for mathematical
generalisation. In our previous work we used a sole AHP approach and run into
difficulties due to the number of pairwise comparisons needed and the amount
of time experts would need to spend on providing the pairwise comparisons and
validating the outputs of the AHP mechanism.

In this paper we addressed this issue by proposing the use of neural networks
that are capable of generalising complex relationships by mapping one data space
to another one using a number of examples. Moreover, the AHP-NN approach
offers the advantage of returning prioritisations when real values rather than
integers are used for criteria. In AHP, the knowledge of the mapping is in the
pairwise comparisons and it is only possible to take into account the exact value
of a criterion, e.g. a value of 1.2 and a value of 1.8 may be considered the same.
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In other works, in AHP an integer actually covers a range of values; for example
2 could be used for any value between 1.51 and 2.49, or between 2.00 and 2.99
(different experts have different views on this). The AHP-NN approach has the
advantage of producing more refined prioritisations, i.e. a value of 1.2 for one
criterion may lead to a different prioritisation compared with a value of 1.8 of
the same criterion.

Due to the nature of our problem, the neural network needed to be tested
in terms of how well it generalises, i.e. how well the networks performs with
unknown data at the input, with respect to the following two aspects: the mean
squared error and the correspondence between the ranking produced at output
and the target ranking. The first aspect is the typical way to judge a neural
network and the results show that, from this point of view, the performance is
very good. The other aspect, however, is equally important and the findings are
promising with an overall success of 91%.

The second aspects on which we tested out network is in fact a label ranking
problem, i.e. a complex prediction task with the goal to map instances to a total
order over a finite set of predefined labels [39]. Several approaches have been used
to address this problem such as kernel methods [I6], instance-based learning [10],
case-based reasoning [0] and log-linear models [14]. We found only one previous
work on label ranking using neural networks [8] developed specifically for ranking
results returned by internet search engines.

Looking at the worst performing cases for the training, validation and testing
sets, we have identified 10 instances that led to high errors. When looking at
these instances we found they reflect infeasible combinations of criteria that fall
in three categories: combining low experience and low arithmetic ability with the
last two stages of the tasks; combining low experience and low arithmetic ability
with high task difficulty, and combining low arithmetic ability with the last
stage of the task (which requires the development of an arithmetic expression).
In reality, in a classroom situation teachers would not expect learners with low
arithmetic ability (with or without experience) to solve difficult tasks or finalise
the last two stages of the tasks. The last two stages require the use of arithmetic
expressions; in the penultimate phase, expressions need to be defined in order to
make the construction general, while the last stage requires the learner to define
an algebraic expression that corresponds the the construction that s/he built.
Therefore, these situations could be compared to learners attempting to solve
problems for which they do not have the necessary prerequisites.

To address the issue outlined above, in future work we will work on two
possible solutions. One is to filter the input data to detect infeasible situations
that could then be dealt with appropriate feedback or by informing the teacher.
For example, if low experience and low arithmetic ability is detected the student
could be given feedback to redo some stages of the task before going into the
the highly difficult part. The other solution that we will investigate is to add an
extra output for the neural network that could help the network learn infeasible
situations and provide special type of feedback with the highest priority.
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In conclusion, the research presented in this paper proposed an AHP-NN

approach to address the problem of feedback prioritisation in ELEs. Although
tailored for eXpresser the approach could be used in other ELEs provided that
information is available about the aspects to give feedback on, and experts can
provide some representative cases to train the neural network.
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Abstract. Assessing a learner’s mastery of a set of skills is a fundamen-
tal issue in intelligent learning environments. We compare the predictive
performance of two approaches for training a learner model with domain
data. One is based on the principle of building the model solely from
observable data items, such as exercises or test items. Skills modelling is
not part of the training phase, but instead dealt with at later stage. The
other approach incorporates a single latent skill in the model. We com-
pare the capacity of both approaches to accurately predict item outcome
(binary success or failure) from a subset of item outcomes. Three types
of item-to-item models based on standard Bayesian modeling algorithms
are tested: (1) Naive Bayes, (2) Tree-Augmented Naive Bayes (TAN),
and (3) a K2 Bayesian Classifier. Their performance is compared to the
widely used IRT-2PL approach which incorporates a single latent skill.
The results show that the item-to-item approaches perform as well, or
better than the IRT-2PL approach over 4 widely different data sets, but
the differences vary considerably among the data sets. We discuss the
implications of these results and the issues relating to the practical use
of item-to-item models.

Keywords: IRT, Bayesian Models, TAN, Learner models.

1 Introduction

A number of adaptive applications need a learner model to assess the student
skills. They will query this model to find out if a given concept is known, or if
a skill is mastered, to perform some adaptation of the learning environment to
the user’s profile. The skill modelled is an abstraction that cannot be measured
directly. A skill is often referred to as a learner’s latent trait that will determine
the successes or failures to some test items or exercises. It is often represented
as a probabilistic abstraction, to reflect the fact that stochastic factors like slips
and guesses influence the success or failure outcome to item trials.

We explore two means to create such abstractions. One is to integrate skills
directly along observable items in a domain model. Hierarchies of skills, where
observable items are situated at the bottom of this hierarchy, is a typical example

Joseph A. Konstan et al. (Eds.): UMAP 2011, LNCS 6787, pp. 75-86, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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of a domain model that is commonly found in the literature of intelligent tutoring
systems and most often modeled as a Bayesian Network or some hybrid derivative
(for eg. [22/5/4] ). Standard algorithms for probabilistic inference can then be used
to infer the probability of mastery of skills given observed items.

Another approach relies on a Q-matrix [20], which defines which skills are
linked to each test items. A familiar example that can be considered as a sum-
mative assessment with a Q-matrix is a standard questionnaire scoring scheme,
where each question is given a weight and the weighted sum of successes to each
question yields the assessment of the skill that is intended to be measured by the
questionnaire. The skills are the columns of the Q-matrix and the items are the
row, and the contribution of each item to a set of skills is given by the weights
in the matrix. Assuming a matrix of n rows representing items, and m columns
representing skills, and assuming that if a value greater than 0 in cell (i, j) rep-
resents the weight of item 4 to skill j, then we can compute the skill profile of a
student through the dot product of the student’s item response outcomes vector
and the Q-matrix. This product is a skills mastery vector which readily can be
normalized to obtain the percent mastery of each skill, for example.

The summative assessment approach to skill assessment with a Q-matrix is
not probabilistic in itself, but if the student item outcome matrix contains prob-
abilities of mastery, then the resulting skills assessment is probabilistic.

The choice between the item-to-item approach or the latent traits approach
(eg. Bayesian Network) is a compromise between a number of factors to consider,
such as knowledge engineering efforts, computational complexity, and most im-
portantly reliability and accuracy of predictions. A number of researchers in the
learner modeling field have investigated this issue over the last decade or so
[Z2/5/416/1IT5).

This paper revisits the issue of assessing item-to-item model performance by
comparing the predictive accuracy of standard Bayesian classifier algorithms [10]
to create item-to-item learner models with that of the IRT approach (see [21]),
which contains a single latent skills. These approaches readily lend themselves
to a fair comparison to the extent that each of them are solely data driven and
require no knowledge engineering effort for the purpose of predicting item out-
come. This would not the case if we wanted to predict the mastery of a set of
(unobservable) skills, in which case both approaches would require some knowl-
edge engineering effort, such as defining a Q-matrix or defining the topology of a
Bayesian Network, as well as independent means to assess the skills for validation
purpose.

Similar studies were conducted by Desmarais et al., [6/7]. These studies respec-
tively compared the performance of a Bayesian Network developed by Vomlel [23]
and of the IRT approach with a derivative of a Naive Bayes item-to-item model
(POKS). The results showed that for predicting item outcome, POKS performed
slightly better than the two other approaches. The current study extends this
work by comparing IRT with three standard probabilistic inference techniques:
(1) the Tree Augmented Naive Bayes (TAN), (2) a variant of TAN that relies
on the K2 search algorithm, and (3) the simple Naive Bayes model. Because the
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POKS technique used in the work of Desmarais et al. (2005, 2006) integrates a
feature selection algorithm in addition to the probabilistic inference techniques
listed, it cannot be directly compared here. However, given that POKS uses a
Naive Bayes inference rule, the performance would be expected to be the same
as the Naive Bayes technique of this study.

The next two sections describe the IRT model and the item-to-item models.
They are followed by the description of the experiments methodology and results.

2 Model with a Single Latent Trait: Item Response
Theory

The Item Response Theory (IRT) model [2]] is the most widely studied model in
psychometrics and routinely used for Computer Adaptive Testing applications.
It also gained some adoptions by the intelligent learning community in the last
decade or so. This model assumes that the success to all items in a test is
determined by a single skill, 8. This skill is referred to as the latent trait. The
model can be graphically represented by the network in figure[ll

Fig. 1. Generic graphical representation of an IRT model

In the two parameter version of IRT, the probability of success to a single
item, X;, is determined by the logistic function:

1

P(Xlw) = 1+ e—ai(0—b;)

1)
where parameter a; is the discrimination and b; is the difficulty of item i. A
multiplicative factor of 1.7 is often added to a to fit the curve closer to the
integration of the normal curve and align it with the so called normal ogive
model of the original IRT theory. These parameters are estimated from a training
sample and they are specific to each item 4 (see [3]). This model has a single
latent trait (skill) corresponding to 6, which is estimated by maximizing its value
according to the observed outcomes to a vector of item nodes X and under the
assumption of independence of the conditional probabilities P(X;|6):

n

argmax P(6]X) = P(0|X1, Xo, ..., Xa) = [[ P(Xil0) (2)
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3 Bayesian Models without Latent Skills

To compare the predictive performance of latent models vs. non latent models,
we now consider three types of Bayesian classifier models which do not integrate
any latent traits (such as 6 in IRT):

Naive Bayes (NB) The Naive Bayes model can be represented as figure [[I's
network, but the (latent) class node 6 is replaced by some node X, for
which we aim to predict the most likely binary value, {0,1} (or predict the
probability of each value). Computation follows the structure of equation[Z
except that instead of maximizing the conditional probability P(8|X), we
maximize for Xy:

arg max = P(Xj[X) = II P(xilxy) (3)
k=10.1} X, eX

where X can be any subset of test items excluding X.

A distinct equation of the form above is constructed for each of the item in
the set. Given that there are no latent trait, the link function of equation ()
is replaced by the conditional probability estimate P(X;|X}), which is esti-
mated from the observed frequencies. Akin to the IRT model, independence
of the conditional probabilities P(X;|X}) is assumed.

Tree Augmented Bayesian Network (TAN) To address the issue that some
items may be highly correlated, and therefore that the independence assump-
tion between conditional probabilities does not hold, an alternative class of
network topologies was proposed by Friedman et al. [I0]: the Tree Augmented
Bayesian network (TAN). This topology retains the Naive Bayes topology
but it adds a tree structure of links among the leaf nodes. Except for the
class root node, each node can have two parents, the class and another node
among X. The resulting network creates a tree among the children of the
class node X, (see figure 2l). As with the Naive Bayes approach, a different
model is created for each item. This structures retains much of the simplicity
of Naive Bayes while allowing for efficient network topology induction and
inference.

Bayesian Network Classifier (BNC) BNC is a variant of the TAN model
that uses the K2 algorithm (see [24]) to search for the tree structure among
children nodes. We will name this model a Bayesian Network Classifier in
accordance with [24], but the reader should keep in mind that it follows the
same topological constraints as the TAN.

4 Experiments

The respective performances of the IRT latent trait model and of the non latent
Bayesian models are compared by assessing their predictive power in a simulation
study. A fixed number of observed item outcomes (success or failure) from a test
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S

Fig. 2. TAN network example with four predictor items for X}. In addition to the usual
Naive Bayes structure, a tree structure is defined among the leaf nodes, X1 to X4.

is fed to the model and we measure the model’s ability to correctly classify the
outcome of all other observable items from the same individual. These remaining
observable items are kept unobserved from the model’s perspective, but the real
outcome has in fact been recorded, which allows a comparison of the prediction
to the reality.

Our choice is to compare predictions over observed data only. Even for the
latent model IRT, we do not attempt to derive an independent measure of the
skill 6 to assess how accurately its estimate/prediction matches. Such procedure
was used by Vomlel in an experiment where he asked experts to independently as-
sess concept mastery from test data and compared the assessment of a Bayesian
Network over this independent data [23]. Instead, we presume that if 6 is cor-
rectly estimated, then it will show in the model’s ability to predict the observed
outcome to items. This approach allows for better experimental replication qual-
ity as it is less prone to biases and errors introduced by a few number of experts
in assessing skill mastery.

4.1 Data Sets
The experiments are conducted over four sets of real data:

College mathematics: Data from a mathematics test administered in 2005 to
freshman engineering students that covers their general knowledge of col-
lege mathematics. It spans many topics from algebra to analytical geometry,
calculus, trigonometry, and exponentials.

Fraction algebra: This data set is from Vomlel’s Bayesian Network study [23].
It was administered to 10-12 year old and covers the basics of fraction alge-
bra. Only the data from the 20 question items tests was used and the concept
expert assessment was ignored.

LSAT: This data set is available from the 1tm package written R [I7] which
can be obtained through the usual CRAN repositoryEI. It corresponds to
data from the Law School Admission Test.

UNIX: A questionnaire developed by the author to assess knowledge of the
Unix shell commands. It contains question items that cover basic knowledge

!http://cran.r-project.org/
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to advanced topics and was administered to respondents having a very large
array of expertise. This distribution of item difficulty and respondent exper-
tise allows for strong classification performance.

All these sets are composed of binary success/failure data with few missing
values, from 0% to 5%, which were recoded as failure answers.

Table [l reports a number of statistics and informations about the four data
sets:

Nb. items: Size of the questionnaire.

Nb. respondents: Number of questionnaires answered by respondents.

Training size: Number of respondents used in a cross validation (the remaining
being used for testing).

Avg. respondent score: Average of respondent success rates.

Stdev. score: Standard deviation of success rates.

Nb. folds: Number of folds in the cross-validation experiments for the results
reported in the next section.

Nb. features: Number of items fed to the models as observations. These items
are selected based on a simple feature selection, namely the degree of corre-
lation with the class variable. Each item has a different set of “feature” items
selected for its prediction by the models. The training of the models is done
only on the features selected.

Avg. cor. among features: As a measure of the degree to which the indepen-
dence assumption of the BN and IRT models is violated, we report the
average correlation among the features selected.

We can judge from table [l that the data sets differ widely among them. LSAT
is only a 5 items set but, it contains a large number of respondents, whereas
UNIX has larger number of items. With only 48 respondents, the UNIX training
is limited to 38 cases and the testing to 10, such that the number of folds was
increased to obtain more reliable results from the simulations. The correlation
among features is also widespread, ranging from 0.08 for LSAT to 0.62 for UNIX.
These differences may explain to some extent the large differences in performance
reported in the next section.

4.2 Simulation Methodology

Model performance assessment is done through cross-validations. Each model is
trained on a portion of the data and tested on the other. For a single fold, the
same training and testing sets are used across models to reduce variance. The
IRT 2PL model is based on the 1tm package implemented in R [I7]. All three
other models are taken from the Weka data mining package [24] and used within
R through RWeka? [14].

2 RWeka version 0.4-3 and RWeka.jar dated 27 Sept 2010. These packages are available
under the CRAN repository. The scripts for the simulations and the data sets are
available from this url:
http://www.professeurs.polymtl.ca/michel.desmarais/Papers/UMAP2011/
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Table 1. Data sets

Coll. math Frac. algebra LSAT UNIX

Nb. of items 60 20 5 34

Nb. of respondents 246 149 1000 48
Training size 171 100 900 38

Testing size 75 49 100 10

Avg. respondent score 0.60 0.61 0.76 0.53
Stdev. score 0.15 0.25 0.21 0.29

Nb. of folds 10 10 10 20

Nb. of features 5 5 4 5

Avg. cor. among features 0.17 0.47 0.08 0.62

In accordance with the approach described in section [ a different model is
trained for each item. Although this is not required for the IRT model, for which
a single model could be derived for the prediction of all item outcomes, we chose
to apply the same methodology throughout all modeldd.

Following the usual terminology for classification tasks, we also refer to the
predicted item as the target class and to the observed items as features. For each
model, 5 features are selected, except for the LSAT data which has only 5 items
in total and therefore only 4 other features can be defined. The respective item
models are trained only over the selected feature subset. The selection of features
for each item is based on the correlation with the target. For a subset of size 5,
the top 5 features most correlated with the target nodes are selected. Note that
a more sophisticated feature selection algorithm which would take into account
intra-features dependencies would likely yield slightly better results from the
current experiment for the item-to-item models. However, it remains unclear
whether it would favor one item-to-item model over another.

Once a model is trained, the simulation procedure consists in feeding the
model with observed items (features). All four models output a probability that
the target item will be 0 or 1 and this prediction is compared with the actual
respondent’s score. Using this probability allows us to derive a ROC curve (Re-
ceiver Operating Characteristic), from which the AUC (The Area Under the
ROC Curve) score is computed and which serves as one of the performance
measurd]. The other measure reported is the accuracy: if a target node has a
probability above 0.5, it is considered true, or false otherwise. Accuracy is re-
ported as percent correct of predictions matched with reality.

5 Results

The simulation methodology described above is run over the 4 data sets and the
average AUC and accuracy scores are computed. Table [ reports the different

3 IRT can predict all items from the same model because 6 is the single predictor to
all item nodes, whereas for the item-to-item models, a different network is derived
for each node.

4 ROC and AUC analysis are computed with the ROCR package (Sing et al., 2005;
available at http://cran.r-project.org/|)
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Table 2. mean (AUC) results of Models for the four data sets

TAN BNC NB IRT AoV significance level
All TAN-IRT w/o IRT
Coll. math 0.77(.012) 0.76(.012) 0.75(.014) 0.74(.013) ***  ck* ok
Frac. algebra 0.90(.018) 0.90(.018) 0.88(.018) 0.85(.015) *¥*  *xx Hok
LSAT 0.59(.038) 0.59(.038) 0.58(.039) 0.57(.041) - - -
UNIX 0.96(.021) 0.96(.023) 0.95(.023) 0.91(.036) ***  H** (@

*¥** p<0.001, ** p<0.01, * p<0.05 - p>0.05
(@) Close to significant: p=0.052

results of the AUC scores for each model and each data set. Each number rep-
resents the mean across AUC values of each run, where each AUC value is the
average AUC of all question items for a given data set. The number in parenthesis
is the standard error across simulation runs.

Table [2] also reports significance levels for three hypothesis tests based on an
analysis of variance (AOV)E:

All: all 4 conditions (models)
TAN-IRT: TAN and IRT conditions alone
w/oIRT: without IRT (i.e. TAN+BNC+NB)

The AoV test is performed on the AUC score averaged over students and over
items.

The results show that, for AUC scores, apart from the LSAT data set, almost
all the hypothesis tests are positive at the level of p<0.01 or p<0.001. The TAN-
IRT condition indicates that TAN performs significantly better than IRT, with
differences in AUC ranging from 3% to 5% for Coll. math, Frac. algebra and
UNIX data sets, and 1% for LSAT. TAN and BNC have almost exactly the
same performance up to the second decimal, so all conclusions regarding TAN
applies to BNC.

Note that even if these differences are small, they must be taken into the
context that a random prediction would perform at 0.5 for AUC, and that the
relative error reduction from 95% to 97.5% is equivalent to the reduction from
80% to 90% (reducing the remaining error rate by half). Considering this, the 3%
AUC error reduction for the UNIX data set is in fact more substantial in relative
terms than the 5% fraction algebra. This would be reflected when computing
confidence intervals in the prediction of test scores, for example, which entails
important implications when a tutoring system needs to gauge the certainty of
its assessment. In other words, even if the differences are small in absolute terms,
they can have a substantial impact in practice.

The “w/o IRT” condition shows that the thee different latent free Bayesian
methods do perform at significantly different levels. The NB condition is

5 An analysis of variance is preferred over a Student-t test here to avoid conducting
multiple t-tests. Furthermore, the choice of reporting only the TAN-IRT condition
over all 6 possible pairs is because TAN seems to yield the best results.
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Table 3. Accuracy results of Models for the four data sets

TAN BNC NB IRT AoV significance level
All TAN-IRT w/o IRT
Coll. math 0.64(.044) 0.64(.043) 0.63(.044) 0.65(.036) - - -
Frac. algebra 0.70(.069) 0.70(.068) 0.68(.064) 0.71(.047) - - -
LSAT 0.83(.009) 0.83(.010) 0.83(.012) 0.83(.010) - - -
UNIX 0.93(.016) 0.94(.013) 0.91(.021) 0.86(.029) *** ok HoHk
X p<0.001, ** p<0.01, * p<0.05 - p>0.05

systematically lower than the other, suggesting that the added value of the more
complex topology of TAN and BNC does yield improvement by accounting for
internal correlation among predictor items.

Large differences in the AUC scores are found across data sets. Even if large
training samples are available for the Coll. math and LSAT experiments, perfor-
mance over these tests is the lowest. However, the LSAT relative performance
differences is by far the lowest. A possible explanation is that large data sets
reduces the predictive advantage of the three other techniques.

Table Bl reports the accuracy scores with a cutoff of 0.5 (an item is considered
succeeded if the estimated probability is above 0.5). The scores are obtained
according to the procedure described in section Bl and the significance levels
reported are for the same conditions as the AUC score.

Accuracy scores show no significant differences among models, except for the
UNIX data set, and indicate that accuracy is a much less sensitive measure
than the AUC results reported in table 2l However, the results concur with the
explanation that the size of the data sets has an effect on model performance,
since the only significant diffference between the models is for the smallest data
set, UNIX, which is composed of only 38 respondants.

6 Discussion

The results of the experiments clearly suggest that the predictive performance
of item-to-item models is generally as good, or superior to the well known IRT
model that contains a single latent skill to predict performance. Even the simplest
of the item-to-item model (NB) performs as well or better than IRT on the AUC
scores. However, the accuracy scores show smaller differences than the AUC
scores across models.

The improvement over IRT varies considerably between data sets and appear
sensitive to sample size, with small samples favoring the Bayesian approaches
over IRT. The gain over IRT also coincides with the strength of inter-item cor-
relations reported in table [0l which is to be expected since the item-to-item
approach exploits these very correlations in the estimates.

The item-to-item approaches outlined in this paper can therefore offer a valid
alternative to an IRT approach, especially for small samples where the item-
to-item models appear to outperform IRT. Under this approach, estimating the
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chances of success to a single item requires building a classifier from a chosen
subset of a few observed items. Assessing overall mastery involves estimating the
chances of success to each item that is yet to be administred in the test. This
overall assessment process can take close to one second, according to the setup
we used for this experiment (a combination of non optimized code written over
R and Weka and running on an single threaded process on an AMD Phenom IT
2.6 GHz processor). On a multicore machine, and granted that the processing
time of the simulation code can be improved, we can expect that a signle server
can support testing of an averaged size class of around 50 students and more
from a single server.

6.1 From Item-to-Item Models to Skills Assessment

The assessment outcome of the item-to-item approach is a set of probabilities,
the probabilities that a given student will succeed each test item. Now, item
outcome estimates do not constitute, in themselves, a skills assessment. Recall
from the introduction that the student’s assessment of skills is based on the
weighted sum of all item responses, one weighted sum for each skill. This can be
conceived as the dot product of the response matrix by the Q-matrix. Implicit
to this approach is that the skill domain is covered by the set of items, of which
only a subset is actually administered as part of the actual student assessment,
and the mastery of the rest of the items is estimated based on the item-to-
item model. The assumption is that the estimated probabilities of success to
untested items allow for a more accurate assessment of skills. Such framework
has been extensively studied by Falmagne, Doignon, and a number of colleagues
[8] under the theory of Knowledge Spaces and it has given rise to a widely
used commercial intelligent learning environment named ALEKSY and to a few
academic systems [I1JT3]. Moreover, Heller and his colleagues [12] have devised
a formal framework to define prerequisite relations between items and skills that
allows a more sophisticated means of assessing skills with item mastery estimates.

6.2 Q-Matrix vs. Skills as Latent Traits

A Q-matrix is an intuitive concept that is readily understood as a weighted sum
of items. Therefore we can assume any teacher or domain expert would be able
to construct one without exceptional effort. However, the single latent concept
IRT approach is even more simple to the extent that no other artifact like a
Q-matrix is necessary to assess the single concept. The discrimination and diffi-
culty parameters of an item indirectly determines its weight to the assessment of
this concept, and yet no expert intervention is required given sufficient data. Of
course, it is limited to a single concept, but multidimensional IRT models allow
for a few skills to be assessed simultaneously, albeit with the aid of an expert that
does an item classification that approaches the task of building a Q-matrix. So,
in the end, the two approaches must involve a minimum knowledge engineering

5 huww. aleks.com. See also [I].
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effort to handle multiple skills. Recent work by Pavlik et al. [I6], by Stamper
et al. [19], and by Liu [15], among others, offer some avenues to automatize the
induction of Q-matrices from data, but this work is still in early stage.

However, a difference arises in the fact that the item-to-item approach offers
no means to validate the Q-matrix, since item mastery prediction is entirely
detached from the skills assessment. With IRT, the item fit method and the
procedures used in our experiment allows some assessment of the validity of the
skill assessment to predict item outcome, even if we had used a multidimen-
sional (multi-skill) model. This is not possible with the item-to-item approach,
as defined here, and it leaves open the question of how to validate the Q-matrix.
However, research on automating the construction of a Q-matrix may offer in-
teresting solutions in the future (see for eg. [2]).
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Abstract. Virtual world user models have similarities with hypertext
system user models. User knowledge and preferences may be derived from
the locations users visit or recommend. The models can represent topics
of interest for the user based on the subject or content of visited loca-
tions, and corresponding location models can enable matching between
users and locations. However, virtual worlds also present challenges and
opportunities that differ from hypertext worlds. Content collection for a
cross-world search and recommendation service may be more difficult in
virtual worlds, and there is less text available for analysis. In some cases,
though, extra information is available to add to user and content profiles
enhance the matching ability of the system. In this paper, we present
a content collection system for Second Life and OpenSimulator virtual
worlds, as well as user and location models derived from the collected
content. The models incorporate text, social proximity, and metadata at-
tributes to create hybrid user models for representing user interests and
preferences. The models are evaluated based on their ability to match
content popularity and observed user behavior.

Keywords: Content Models, Social Models, Virtual Worlds, Personal-
ization, Recommendations.

1 Introduction

Virtual world environments provide a platform for a wide range of applications,
from virtual classrooms to games to mirror versions of the real world. However,
many users find their first experiences in virtual worlds to be frustrating. Areas
of interest for the user are often difficult to find, and the relatively slow load
times for content mean that it may take significant time after moving to a new
location to determine whether it will be worth staying. In such an environment,
personalization through user models has the potential to improve user experi-
ences by allowing them to find more useful content reliably after identifying a
few locations of interest.

Virtual worlds provide a wealth of information for constructing user models
to enable a high degree of personalization. In general, users have one or more
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persistent identities as avatars, allowing profiles to be built and maintained over
time. Movement in public areas is observable by other avatars and scripted
objects, providing a means to unobtrusively create user traces. Social networking
through group affiliations, friend lists, instant messaging, and both voice and
text chat is often a native service and in some cases affiliations are publicly
available. In some worlds, even user’s personal recommendations to other users
are available in avatar profiles.

However, despite the amount of information available, relatively little work
has been done to develop user models in virtual worlds. Some researchers have
studied avatar movement [I] or social networks[2], but extending user models to
incorporate content preferences is still an unexplored area. Even the companies
that run virtual worlds and thus have unlimited access to user data have been
slow to incorporate this information into user models to improve user experi-
ences. In Second Life, search results and showcased locations are ranked globally
based on either popularity or a list created by a group of curators. OpenSim-
ulator lacks even the global popularity ranking. This is unfortunate, because
virtual world grids have the easiest access to the information and in the case
of Second Life already provide search and topic-based recommendations. The
profiles presented here could easily be incorporated into existing search and rec-
ommendation systems within closed worlds, though an approach such as ours
that gathers externally from several grids would provide the additional utility of
being usable across multiple grids.

In this paper, we apply a common approach in hypertext environments of
creating content models based on the tf-idf values of terms found in the location.
We combine these content models with a social feature model to create hybrid
profiles for locations. Then, using profiles from previous locations of interest and
social affiliations for a user, we create a user preference model. Without access to
the back end user databases, we rely on only publicly available location and user
information combined with limited user tracking based on seeing other avatars
during the content collection process.

The accuracy and coverage would be improved by a server-side implementa-
tion with full knowledge of user histories. However, just as we use web crawlers
to gather information from across the web and rely on independent ranking
functions like PageRank even though each individual web site has full logs and
content knowledge, there is some utility in developing a system that does not
rely on complete access to internal databases and complete trust of self-reported
popularity. Such a system can span multiple worlds, and does not require trust-
ing individual worlds, which have an incentive to inflate popularity metrics.
Additionally, some of the challenges in virtual worlds exist regardless of how
the data is gathered. Text content in virtual worlds is quite limited. Locations
have name and description attributes with maximum lengths of 63 characters
and 255 characters, respectively. While other sources of content information are
available, each has its own limitations, and the total amount of content from
aggregating all available information is still relatively small.
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Despite these difficulties, if a successful method for developing virtual world
user models can be developed, it has the potential to improve search results and
recommendations, making virtual worlds more attractive for a broader audience.
Additionally, virtual worlds have similarities to the real world, such as spatial
proximity, movement costs, similar activities, and metadata-tagged objects that
may allow virtual world models to be applied to the real world. The amount
of tagged objects and locations combined with persistent identities and social
networks that are easily trackable make virtual worlds a possible test-bed for
more advanced virtual and real-world user models, as well.

2 Background

The data for this research was obtained from Second Life, the largest virtual
world currently available with dynamic, user-generated content. This section
provides some background on several virtual world concepts and their real-world
or hypertext analogues. We also discuss prior work on both document-based and
location-based user models developed for recommendations or search ranking
that are similar to our approach.

2.1 Virtual World Content and Users

The profiles for this research were created using data from Second Life. How-
ever, the collection system has also been used in OpenSimulator worlds, and
many of the concepts are similar in other virtual worlds where users create their
own content, such as Open Wonderland and Open Cobalt. Our OpenSimulator
data was too sparse to perform similar analysis. Most virtual worlds, includ-
ing Second Life and OpenSimulator, are divided into distinct regions that are
hosted on different servers. Some regions may be adjacent, and movement be-
tween them is often transparent to the user. Others are separated from other
regions by un-navigable space and must be teleported to directly. In Second Life
and OpenSimulator Users can discover these disconnected spaces either through
a world map displaying all available regions, or through searches, landmarks (a
kind of shareable bookmark), or directory services. Each region contains one or
more parcels, which are locations in the world with their own ownership, access
permissions, and metadata. Each parcel is owned by either an avatar or a group.
Other metadata for a parcel includes a name, description, category (e.g. shop-
ping, residential, hangout), and several other attributes. In some sense, regions
are like blocks in a city, which may be divided among several individuals or may
be owned by a single individual or group and may be zoned for different uses.
Avatars represent individual users within the virtual world. They may be con-
trolled by a human using a graphical client, or by a computer program running
a client library. The data for this research was collected by a crawler program
using the OpenMetaverse[3] client library. Avatars have profiles in the world
where they can describe themselves, list group affiliations, and list up to ten
picks, which are favorite places they have found in the world. About 38% of the
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1.15 million avatars we discovered had picks. Of those with picks, the average
number of picks per avatar was 3, but it was a somewhat bi-modal distribution,
with most having very just a few and another group using nearly all of their
allotted 10.

Researchers have developed models of user mobility and social connections
in virtual worlds, though little has been done to develop content preference
models or other recommendation systems. La and Michiardi studied user move-
ment traces in Second Life and found that that they closely matched real-world
behavior[l]. Varvello and Voelker have developed social models of avatars in
Second Life that may differentiate between human users and bots[2].

2.2 Document-Based User Models

Traditional modeling of user behavior in the two-dimensional web space is accom-
plished by collecting information by tracking user document views, often through
browser plug-ins or search engine clicks. Many users take advantage of the ability
to set bookmarks of their favorite websites to visit. Although bookmarks can be
used to extract a user profile, they may become stale over time if users do not
update them frequently. Combining bookmarks with the most visited pages, the
PROS personalized ranking system showed significant improvements in profiling
accuracy by using user profiles[4]. Second Life avatars may have a list of "picks’
that define their favorite location to visit and may be used in place of bookmarks
in the virtual world.

In addition to explicitly user defined information, passive tracking of user
browsing or searching can be used to define a user model. Click-through data
taken from search engine log files has been shown to provide useful training data
by exhibiting relative user preferences[5]. Over time, utilization of web server
logs and page hit or view counts can be assessed to modify the rankings of
pages in a manner reflecting the user’s browsing past. Using this information
gained without requiring explicit input from users has been shown to increase
the accuracy of a user model[0].

2.3 Location-Based User Models

Because the location models described here rely on proximity, location descrip-
tions and text descriptions of the objects found at the location and users visit
locations to shop, hang out, and create virtual homes, the location models are
have similarities with geospatial location models for the real world. Ashbrook
and Starner[7] used GPS tracks to model spatio-temporal behavior profiles of
user movement in order to learn significant locations and predict movement.
CitySense[8] identifies high-activity clusters in real-time, allowing users to dis-
cover where other users are gathering. Another location activity project, TTI
Model[9], attempts to infer user interests from tracking walking speed in urban
environments. They found that users often slow down when they see something
of interest, and the model attempts to build a user interest model based on walk-
ing speed and location histories. In combining multiple models, our system is
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similar to the Magitti system[10], which uses multiple indicators to create recom-
mendations based on proximity, text associated with locations, and user activity
predictions based on context such as weather, time of day, calendar entries.

The Magitti system uses location text from user reviews, store descriptions,
web pages, and other sources along with semantic information such as hours of
operations and ratings to match users with locations. Other projects have taken
a similar approach of using structured information to help users plan activities or
find new places of interest. The Mobile Commodities system[11] uses data from
Microsoft’s MapPoint database to help users plan efficient routes to accomplish
plan goals. The PERSONAF system [I2] uses multi-level ontologies to provide
users with personalized information about people and locations.

3 Collection and Profile Systems

The data for this research was collected over the course of eight days by twenty
crawler agents on the main Second Life grid. Section 3.1 provides an overview
of the collection system and the data collected. A more complete description of
the collection system and data is available in[I3]. Once the data was collected,
it was used to generate location models for each parcel visited during the crawl.
Section 3.2 describes the content and group feature vectors and the methods
used to generate user models from locations of interest for the user.

3.1 Collection System

The collection system relies on one or more avatar bots emulating the client /server
protocol to connect to the virtual world and explore it just as a normal user would.
In this respect it is similar to web crawlers which issue standard HT'TP requests to
collect web content, rather than relying on direct access to file systems or content
databases. During the collection process, the crawlers request information about
locations, avatars, objects, and groups. An average of 27 objects with meaning-
ful names or descriptions was used for each parcel. Another source of parcel text
content was the text description in avatar picks.

Because the world contains 24,000 regions, and the crawl only involved 20
crawlers, only 31,754 distinct avatars were directly observed, though some were
seen more than once, so a total of 49,328 avatar location instances were collected.
Most of the avatars were discovered instead through land ownership or group
affiliations.

3.2 Profile System

Once the raw data was collected, we created a location model for each of the
310,606 parcels discovered. Location models included general popularity, con-
tent, and group components. The content model consisted of a feature vector
containing numerical, categorical, and text features. Numerical features included
the size, traffic, object utilization, and similar attributes. Categorical features
includes some flags, such as whether the parcel was owned by a group, or was
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for sale, as well as the self-identified category for the parcel, which could be
one of 13 categories defined by Second Life (e.g. shopping, residential, hangout).
Numerical features were normalized to a 0,1 range, while categorical values and
owner IDs were assigned a value of 1 if they were true and 0 otherwise. Text
features were assigned a value based on the common tf-idf metric, with the in-
verse document frequency based on the document frequency for the type of field.
So a term that occurs frequently in object names but infrequently in location
descriptions will have a higher idf value in location descriptions.

Group models for a location were created by starting with a set of groups
associated with a location, either because of group ownership or based on the
owner’s groups. This set was expanded by doing a breadth-first search and adding
groups which were closely related (based on shared avatar members) to the initial
group or set. The value for a group is given by:

Z norm(s) (1)

axd
Where:

— s is the number of avatars shared between the child and parent group.
— norm(s) is normalized between 0 and 1.
— «a * d is the distance from the seed set, multiplied by a penalty factor .

Scores are summed when a group is found through multiple children, but total
scores are capped at 1. The BFS for additional groups continues until no more
are found or the total number of found groups is > 100 in order to limit the
time required to traverse the group graph, and because experiments with larger
numbers of groups did not improve scoring accuracy.

The user models were created by combining the content models from a set of
locations of interest for the avatar and the groups related to the avatar based on
public group affiliations and the same weighting system as locations. If a user
had no public group affiliations, the group vectors from the user’s associated
parcels were summed to create a group vector. Both content and group vectors
were normalized, so the maximum cosine similarity score in the hybrid model
was 2. In an application, personalized content and group match scores might be
combined with both general popularity scores and other factors such as query
match scores or proximity scores to rank results overall, but for this work we
have focused only on the personalization and general popularity scores.

4 Analysis

The goal of the personalization is to use picks and/or observed locations to infer
user interests and identify locations a user might be likely to visit. The data
allows us to measure the ability of the created profiles to accomplish those goals
in several ways. First, we can measure the ability of a content and metadata-
based model to predict popularity in the absence of reliable traffic measurements.
We do this by comparing our SVM general popularity model result rankings
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with known traffic rankings. We also measure how well the model based on a
set of picks matches the rest of a user’s picks. A failure to match could indicate
either inconsistency between picks, or a failure of the model to adequately infer
interests.

One concern with pick-base profiles is the inability to know when the picks
were created. As a result, even internally consistent pick-based models may not
be useful for predicting current user behavior. We explore this question by com-
paring pick-based profiles to observed user locations. Finally, if pick-based pro-
files are unreliable because of stale results or picks that do not reflect where
users visit, we may find that profiles created based on recent activity are more
useful. We use data on avatars who were seen in multiple locations during the
2-week crawl to build observed location profiles to determine if recent activity
is more accurate than picks in matching observed behavior.

4.1 General Popularity Scores

Avatar traffic logs provide an accurate measure of location popularity in a closed
virtual world, much like web logs do for a single web site. However, self-reported
popularity information may not be available or reliable in a cross-world system.
PageRank and similar models link-graph models that provide a similar metric
in hyperlinked environments are less useful in sparsely linked virtual worlds, so
some other general popularity or quality metric must be used to provide a gen-
erally available overall location score. In order to determine whether metadata
and content data for a location might be useful for generating such a metric, we
trained an SVM regression model using the known popularity scores.

The rankings we generated were computed using the regression option of the
SVMLight software[I4] with a linear kernel. Each location feature vector included
metadata features (e.g. category, size, sale price) as well as tf-idf text features.
Using five-fold validation, four groups were used to train a model that was then
used to predict the popularity ranking of the remaining group. The results from
all five sets were averaged to determine the overall ranking accuracy of the SVM
rankings.

The overall ranking accuracy is measured using the Kendall 7 rank correlation
coefficient. The results are similar in accuracy to PageRank results found in[15],
with the accuracy diminishing as the ranked parcels are restricted to the most
popular subsets.

4.2 Pick-Based Personalized Scores

After several preliminary tests of the personalized feature vectors, it was found
that including only the term, avatar, and category features produced the most
accurate predictions.

We performed several tests to determine which individual fields provided the
best accuracy, and to determine how accurate the full model was when constructed
from different sources or compared to different parcels of interest to the user.
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Fig. 1. Rank Correlations for Parcels with Traffic Above Threshold

Table 1. Average Scores for Picks vs. Random Parcels

Attribute Pick Mean Random Mean Mean Difference
Category 0.762 0.326 0.436
Parcel Name 0.107 0.006 0.101
Parcel Description 0.135 0.016 0.119
Note Cards 0.085 0.052 0.033
Object Name 0.122 0.039 0.083
Object Description 0.140 0.041 0.990
Pick Text 0.115 0.012 0.103
Landmark Text 0.071 0.042 0.029
Owner 0.095 0.001 0.094
Groups 0.161 0.068 0.093

Profiles were generated based on a user’s picked parcels and group affiliations.
While a user may list as many as 10 picks, we also tested to see how the perfor-
mance degraded as profiles with fewer picks were included.

Individual Component Analysis. In order to determine which field provided
the most information individually, we generated feature vectors that included
information from a single source, such as parcel names, or object names. In
general, we attempted to test against a sample of 5,000 avatars, though in some
cases information was available for less than 5,000 profiles. For groups, we used
500 avatars because of the time required to compute the group features from the
group graph.

The absolute match scores are generally small, primarily because the fea-
ture vectors are quite sparse. With dictionary sizes of several hundred thousand
words, but only a few words per attribute, the cosine similarity tends to be
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Fig. 2. Profile match scores with increasing picks per profile

quite small. Some attributes, such as users, landmarks, and note cards, are so
sparse that the scores are particularly small and variable. The most promising
individual fields in terms of difference between the pick and random parcels are
categories, groups, and the names and descriptions of both parcels and objects.
These are also the most frequently available features. Category matches skew
higher because most parcels are either shopping or residential.

Hybrid Profile Analysis. The next analysis is to determine the effectiveness
of a hybrid profile, which combines text, category, owner, and group data. The
same leave-one-out analysis was done, except the term features were combined
into a single set of features with the term value set to the sum of the tf-idf values
across all fields to form the content feature vector. Because few users have the
maximum 10 picks, profiles using as few as one pick were used.

Increasing the number of pick parcels improves both the overall match score
and the difference between the picks and the random comparison set. Error bars
were added to the hybrid profile scores to indicate the 95% confidence interval
for the mean. The match scores for random parcel groups were omitted to reduce
clutter, but can be inferred from the difference between the hybrid and content
scores. Group scores were largely flat regardless of the number of picks used,
while content matches improved as more information from picks was added.
We also tested a set with no pick text to see if the model was relying heavily
on the avatar’s own description of the picked parcels, but he results were not
significantly different, particularly when close to ten picks were used.

Results for Non-pick Parcels. The results for the hybrid profile show that
the user model is capable of discriminating between random parcels and parcels
which the user is likely to select as a pick. The next question is whether the
pick-based profile matches with observed user behavior. In order to test this
question, we computed the similarity between the user profile and the parcels
we observed the avatars visiting. The analysis includes three data series. In the
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first, we compared the scores across all avatar locations, but this included some
parcels which were actually listed in the avatar’s picks. The second data series
shows the results with the pick parcels removed, resulting in a lower average
score. The final data set is against a random set of locations.

The match scores that included some parcels that were also avatar picks used
in the profile were consistent regardless how many were used in the profile. In
the series with no picks included, we again see an improvement as more picks
are used to build the profile, though the improvement is not so pronounced as
in the leave-one-out analysis. The mismatch between pick profiles and observed
behavior may indicate that picks become obsolete and no longer reflect user
interests.

4.3 Observed Location Personalized Scores

Although picks are a natural source for building a profile, many users never add
them, and they may become obsolete over time. Another option is to use observed
avatar locations to build a profile. We performed the same leave-one-out analysis
as with the pick-based profile, but because relatively few avatars were observed
on more than one parcel, the number available to perform the analysis decreases
as more locations are required. @ includes 95% confidence interval error bars for
both the random and observed location hybrid profiles.

Avatar’s observed locations show a greater degree of similarity than was ob-
served in the picks. For more than 7 locations, the sample sizes were too small
to draw firm conclusions, though the trend continued. We also cannot rule out
some selection bias, where the actively mobile avatars we observed more times
were more closely tied to parcel groups than is typical. However, the data is sug-
gestive of some differences between pick-based and observed-location profiles.
In contrast to the pick-based profiles, content matches were relatively flat, while
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group matches improved as more locations were used. One possible explanation
is that content is more important for determining what an user adds as a profile
pick, while social factors are a greater factor in where they visit regularly.

5 Conclusion

The results show that the SVM popularity model is able to provide location pop-
ularity rankings with similar accuracy to the popular PageRank algorithm for
the Web, without requiring an extensive link graph. However, the traffic infor-
mation needed to train the model will still be difficult to collect in a distributed
environment without global knowledge. In cases where sufficient samples of user
activity are not available to train a global ranking model, personalized models
such as those presented here appear to provide good performance with a smaller
and less universal training set. Even in environments where completely accurate
global popularity is available, a combination of global popularity and personal-
ized relevance scores might significantly increase the quality of search results and
recommendations. Further research and user studies with users actively ranking
newly recommended locations are needed to provide more validation of the model
and to gain insights into how it could be improved.

While further refinements to feature weights, input sources, and additional
data will continue to improve the results of the proposed user model, it has
already demonstrated the ability to differentiate between the majority of un-
interesting locations for each user and the few highly relevant locations. Both
the pick-based and location-based approaches achieved viable results with lim-
ited training examples. The next step will be creating an interactive system
that users can access within the world to get either general recommendations or
personalized search results.

Acknowledgments. This research is partially supported by the NSF grant
EAGER-1050801: Mapping Three-Dimensional Virtual Worlds.
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Abstract. Food and diet are complex domains for recommender tech-
nology, but the need for systems that assist users in embarking on and
engaging with healthy living programs has never been more real. One key
to sustaining long term engagement with eHealth services is the provision
of tools, which assist and train users in planning correctly around the
areas of diet and exercise. These tools require an understanding of user
reasoning as well as user needs and are ideal application areas for rec-
ommender and personalization technologies. Here, we report on a large
scale analysis of real user ratings on a set of recipes in order to judge the
applicability and practicality of a number of personalization algorithms.
Further to this, we report on apparent user reasoning patterns uncov-
ered in rating data supplied for recipes and suggest ways to exploit this
reasoning understanding in the recommendation process.

Keywords: Collaborative filtering, content-based, machine learning,
recipes, personalization.

1 Introduction

The World Health Organisation is predicting that the number of obese adults
worldwide will reach 2.3 billion by 2015, a statistic which is attracting increased
attention [I]. Much of this attention is being paid to online diet monitoring sys-
tems, which have been replacing traditional pen-and-paper programs in recent
years. These systems, which often include informative content and services to
persuade users to alter their behaviour, gather a vast amount of user preference
information that could be harnessed to personalize interactive features in order to
increase engagement with the online system, and in turn with the diet program.
Dieters use these systems to acquire knowledge, to plan and to record dietary
intake. A personalized service ideally suited to informing diet and lifestyle is a
personalized recipe recommender. This recommender could exploit explicit food
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ratings, food diary entries, and browsing behaviour to inform its recommenda-
tions and assist dieters with one of the biggest challenges of successful lifestyle
change.

The domain of food is varied and complex and presents many challenges to
the recommender systems community. There are many factors that will impact
on a user’s opinion on foods, some of which will be more important to some
individuals than others. The obvious contributory factors are cooking methods,
ingredients, costs and availability, cooking complexity, preparation time, nutri-
tional breakdown, ingredient combination effects, as well as user goals, cultural
and social factors. Add to these factors the sheer number of available ingredi-
ents, the fact that eating often occurs in groups, that the sequencing is crucial,
and the complexity of challenge becomes clear.

In this work, we follow on from earlier preliminary analysis on the suitability of
traditional personalization algorithms for recommendations in the food domain.
We explore the possibilities of using machine learning and analyse trends in
users’ reasoning, which uncover user traits that could have significant impact
in many dimensions of recommender techniques. Thus, the contributions of this
work are (1) an analysis reporting on the applicability of various personalized
techniques for rating prediction, and (2) a report on the observed trends of
reasoning uncovered by machine learning feature selection algorithm.

The paper is structured as follows; Section 2 positions this work in relation
to other work in the field, Section [ provides details of the recommendation
algorithms implemented. In Section [4] we discuss algorithm accuracy and perfor-
mance and the trends uncovered in the ratings sets of users. We conclude with
a discussion of our findings and present an outline of future plans.

2 Related Work

Initial efforts to address the challenge of intelligent support in meal planning
resulted in systems, such as Chef [6] and Julia [9], which rely heavily on domain
knowledge for recommendations. More recently, works concentrating on social
navigation, ingredient representation and recipe modeling have come to the fore.
A recipe recommender system based on user browsing patterns is presented by
Svensson et al. [I4]. They use social navigation techniques and apply collabora-
tive filtering to predict ratings. While users reported liking the system, formal
analysis of its predictive power is not reported.

Freyne et al. investigated the performance of collaborative, content-based,
and hybrid recommender strategies, which break down recipes into ingredients
in order to generate recommendations [2/3]. Their results showed that solicitation
of recipe ratings, which are transferred to ingredient ratings, is an accurate and
effective method of capturing ingredient preferences, and that the introduction
of simple intelligence can improve the accuracy of recommendations.

Zhang et al. also make use of an ingredient representation but, in contrast,
distinguish three levels of importance, which are manually assigned [17]. Us-
ing this mechanism, ingredients that are considered to be more important have
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the largest contribution to the similarity score. Once again, a level of domain
expertise is required for this process. We would argue that the importance of
an ingredient in a recipe is likely to be user dependent rather than a generic
rule. Pixteren et al. do take a user-centered approach to recipe modeling rather
than making a priori assumptions about the characteristics that determine the
perceived similarity, such as ingredients or directions [I5]. They derive a mea-
sure, which models the perceived similarity between recipes by identifying and
extracting important features from the recipe text. Based on these features, a
weighted similarity measure between recipes is determined.

3 Recommender Strategies

This work aims to investigate how individuals reason in relation to food and
in particular recipes. We examine real user rating data to see if patterns of
reasoning exist for individuals. This analysis presented here aims to understand
reasoning on recipes only, as a first step, and disregards the context of meal
planning and scheduling. We acknowledge that other factors are at play when
planning meals but it is crucial to get the foundations right before embarking
on a total solution to this complex problem.

Each recipe in our corpus has a basic structure including a Title, Ingredient
List and Instructions. From this basic information we automatically extract
additional information. We decipher two indicators of recipe complexity: the
number of ingredients and the number of steps required to complete the recipe.
In addition, we manually annotate each recipe with simple domain knowledge in
the form of a general cuisine type, a specific cuisine type, and a broad category,
containing options traditionally used to classify a dish. The options for cuisine
types and categories are in Table [Tl

We implemented three personalized recommender algorithms: two standard
recommender strategies and one machine learning strategy suitable for rating
prediction. A standard collaborative filtering algorithm [10] assigns predictions,
pred(ugq, rr), for user u, for a target recipe, rr, based on the weighted ratings
of a set of NV neighbours. Briefly, each user’s similarity to u, is determined as
shown in Equation [l and the users with the top N similarity scores make up the
neighbours. Predictions for r are generated using Equation [2

Table 1. Metadata features and values

General Cuisine  Specific Cuisine Category
African, American, African, Australian, Chinese, Eastern  beef, pork, lamb,
Asian, European, FEuropean, French, German, Greek, chicken, veal,
International, Indian, International, Italian, Japanese, fish, vegetables,
Oceania Mexican, Middle Eastern, South East fruit

Asian, Southern, Spanish, UK&Ireland
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The second algorithm is a content-based algorithm [3], which breaks down
each rated recipe into ingredients ingry, ..., ingr, (see Figure[ll) and assigns the
provided rating to each ingredient according to Equation Bl We transfer the
ratings gathered for each recipe to each ingredient listed in the recipe equally.
The strategy then applies a content-based algorithm shown in Equation H to
predict a score for the target recipe based on the average of all the scores provided
by the user on ingredients ingry, ..., ingr; making up the target recipe.

sim(ug, up)

(1)

pred(ug, rr) =

Zreracipes(ingm) rat(ua, T)

score(uq, ingri) = #recipes(ingr;)
(2

3)

Zieingredients(m ) SCOT‘@(UG, Z)

d =
pred(ua, rt) #ingredients(ry)

(4)

Our third algorithm is a sophisticated prediction algorithm using the open
source data mining tool Weka [5]. We used the logistical decision tree algorithm
M5P [I6JI3] to predict scores based on the recipe content and metadata. The
M5P algorithm can be applied to all or a subset of the recipe features, including
the presence and absence of ingredients and the associated metadata.

M5P is a binary tree classifier, where each leaf predicts a numeric quantity
using linear regression [I3]. Each data instance is a set of features {a1,...,anyt1},
where each feature may be numeric or nominal, but ay 41 is the class label and
must be numeric. Predictions are made based on the smoothed tree by tracing
the path to a leaf and using a linear interpolation of predictions made by the
nodes on the path. Each non-leaf node performs a binary test of a single feature
from {a1,...,an}, partitioning instances into those to be classified by the right
and left sub-tree. Each leaf node is a most specific generalisation that contains
a linear regression model, predicting the class label for those instances that are
classified by this leaf, such the set of leaves of the tree collectively predicts the
class label over the whole space.
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Model tree induction by M5P occurs in three stages. In the first stage, nodes
are recursively split using a criterion that minimizes the intra-subset variation
in the class values down each branch. For each candidate feature to test at
that node, the expected reduction in error resulting from testing that feature is
computed. A node is split on the best feature if the highest expected reduction
in error is large enough. In the second stage, the tree is simplified by pruning.
Linear models are computed for non-leaf nodes, starting at the bottom, and
error estimates are compared to the corresponding leaf nodes. If the non-leaf is
chosen, that sub-tree is pruned and replaces with a new leaf node.

4 Evaluation

We gathered a dataset of recipe ratings through Mechanical Turk, Amazon’s
online task facilitator (www.mturk.com). A corpus of 343 recipes was obtained
from the CSIRO Total Wellbeing Diet books [ITJ12] and from the meal planning
website Mealopedia.com (www.mealopedia.com).

Online surveys, each containing 35 randomly selected recipes, were posted to
the system. Responses for each of the 35 recipes displayed were required and users
could answer as many of the published surveys as they wished. Each question
asked users to report on how much a recipe appealed to them on a 5-Likert scale,
spanning from “not at all” to “a lot”. Overall, we gathered 101,557 ratings of
917 users, such that the density of the obtained ratings matrix was 33%. 15%
(15191) of recipes were rated not at all, 14% (14425) — not really, 20%(19840) —
neutral, 25% (25593) — a little, and 26% (26508) — a lot.

On average, each recipe was made up of 9.52 ingredients (stdev 2.63) and the
average number of recipes that each ingredient was found in was 8.03 (stdev
19.8). On average, each user rated 109 recipes (stdev 81.9), with the minimum
number of ratings per person being 35 and the maximum being 336.

4.1 Set-up

We conducted a number of experiments on the dataset collected using traditional
recommender and machine learning approaches, to determine algorithm accuracy
for recipe rating predictions. For the collaborative filtering (CF) and content
based (CB) algorithms, we employed a traditional leave-one-out analysis, which
removed each tuple {w;, r, rat(u;,r)} from the user’s profile and used the
algorithms to predict the rating rat(u;, r:). A set of 20 neighbours were selected
only once for each user, based on the entire set of ratings provided. The M5P
algorithm was run separately on the ratings of each user. Each user profile was
split into 90% training and 10% test set and the ratings rat(u;,r;) in the test
set were predicted. 10 iterations were carried out for different selections of the
test set. We present the average MAE [g] score obtained by each algorithm.

4.2 Algorithm Accuracy

Table Bl shows the average MAE of the prediction scores for each algorithm
presented in section Bl The results of the CF and CB algorithms match earlier
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Table 2. MAE of personalized algorithms

Content Based Filtering Collaborative Filtering Machine Learning (M5P)
1.2083 1.2614 0.9774

results from a similar analysis on an smaller dataset presented in previous works
[BI2]. The accuracy of CF and CB recommenders is similar, with an increase
in accuracy of only 0.05 over CF obtained by CB. A comparison between the
CF algorithm, which treats each recipe as one entity and ignores its ingredients,
and the CB algorithm, which considers the ingredients, shows that even the
uniformly weighted break down and reconstruction offer increases in accuracy.

The best performing algorithm is the M5P algorithm, which in this case takes
only the recipe metadata into consideration to determine recipe ratings. The
M5P algorithm is the most accurate, with an MAE of 0.98. It is worth noting
that we also ran this analysis using a linear regression algorithm, but the results
were very similar to those of the M5P algorithm and the results provided by the
M5P algorithm facilitated a more in-depth analysis of user behaviour, thus we
omitted the results and discussion due to space limitations.

In terms of the coverage of each algorithm [§], the M5P strategy achieved a
100% coverage for each user, whereas the CB strategy obtained 92% coverage
and the CF strategy only 83.8%. Thus, the machine learning approach appears
to be the best performer overall.

4.3 Reasoning on User Input

While knowing which algorithm performs best is valuable, we embarked on fur-
ther investigation into the reasons behind the improved performance of the M5P
algorithm. By understanding the differences in performance we can affect other
dimensions of recommender systems such as information gathering for user pro-
filing, hybridization of recommendation algorithms, and persuasive explanation
of recommendations.

As mentioned, we use three classes of metadata: complexity data that details
the number of steps and ingredients in a recipe, cuisine data that categorises
recipes according to their cuisine type, and the broad category which categorises
recipes according to the main food type included in the recipe.

We employed a Corrleation-based Feature Selection algorithm (CFS) to com-
pute a heuristic measure of the “merit” of feature subsets from pair-wise feature
correlations. Merit is quantified by

o chS
VE+EE—1)rs

where k is the number of features in the selected set S, r.g is the mean feature-
class correlation over class ¢ and set of features S, and rg is the average feature-
feature intercorrelation over S. The correlation is calculated using symmetrical
uncertainty:

()

Ms
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Table 3. Distribution of Predictors

1 predictor 2 predictors 3 predictors 4 predictors

profiles 172 327 187 147
% of total  20.6% 39.2% 22.4% 17.7%
9(X.Y)
X,Y)=2 6
WX, ) [h(Y)Jrh(X) (©)

where h is entropy of a feature and ¢ is information gain of a class given a feature
[4]. Thus, selection of a feature as a predictor depends on the extent to which it
predicts classes in areas of the instance space not yet predicted by other features.

We analyzed the set of predictive features selected for each user in our dataset.
20.6% of users have one predictive feature, 39.2% have two, 22.4% have three
and 17.7% have four predictive features, as seen in Table Bl We hypothesize that
the different number of predictors reflects different levels of reasoning employed
by users when providing ratings. To ascertain whether the number of predictive
features is related to the number of user’s ratings, we calculated the correlation
between the density of a user’s rating vector and the number of features selected.
The correlation coefficient was -0.031, showing no patterns between the number
of ratings provided by a user and the number of predictive features.

20.6% of users have one predictive feature selected. For 93% of this group, the
feature identified was the broad category feature, i.e. the presence of a certain
key ingredient. We assume that users in this group assign ratings to recipes
based primarily on the main ingredient of the recipe. Simple rational following
this reasoning is: “I like chicken recipes, I dislike fish recipes, I love beef recipes,
etc”.

39.2% of users have two predictive features selected and we assume are rea-
soning on two levels. In 96% of these profiles, the broad category feature was
selected, this time in conjunction with an additional feature. The additional fea-
ture selected was the general cuisine feature in 48.6% of cases, the specific cuisine
in 37.3% of cases, or number of ingredients in 10.4% of cases. Table @l shows how
this breaks down for the various combinations of features. The dominance of the
broad category feature changes depending on its coupling with other features. For
example, when coupled with gemeral cuisine, the broad category feature is the
most predictive feature in 57.2% of cases. So, with respect to the broad category
and general cuisine features, 57.2% of users are rationalizing according to the
statements “I like beef and I love it when its included in a Chinese style dish”
and 42.8% of according to “I love Chinese dishes, especially ones which contain
beef”. When the specific cuisine feature is a predictor in conjunction with the
broad category, in 81.9% of cases the broad category is the most predictive feature
and only in 18.1% of cases the specific cuisine feature is most predictive. The
opposite is the case when the number of ingredients feature is present. It is
the dominating predictive feature in 74.6% of cases, while the broad category is
the most predictive feature in 26.4% of cases.
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Table 4. Combinations and dominance of features when two predictive features exist

Predictive features (featl,feat2) % of profiles most predictive most predictive

applicable featl feat2
(broad category, general cuisine) 48.62% 57.2% 42.8%
(broad category, specific cuisine) 37.31% 81.9% 18.1%
(broad category, number of ingredients )  10.40% 26.4% 74.6%
other 5.37%

Table 5. Combinations and dominance of features when three predictive features exist

Predictive features (featl, feat2, feat3) % of profiles applicable
(number of ingredients, general cuisine, specific cuisine) 43.28%
(number of ingredients, specific cuisine, broad category) 20.90%
(number of ingredients, general cuisine, broad category) 18.51%
(general cuisine, specific cuisine, broad category) 11.94%
other 5.37%

20% of users have three predictive features selected. When users are reasoning
on three features, the broad category is mot a predictive feature in 43.3% of
cases. This suggests that when users are applying complex reasoning processes
to provide well thought ratings, their focus is on the fine grained details of
cuisine type and cooking complexity, rather than simply on the main ingredient
of the recipe itself. These users are likely to reason along the lines of “I like
Asian dishes, in particular Thai dishes, but only ones with a small number of
ingredients”. Table Bl shows the break down of the three predictive features.

4.4 Applications of reasoning knowledge

One of the challenges of recommender systems is that of the cold start problem,
where insufficient user information has been attained to generate accurate rec-
ommendations. One way of combatting this is to gather ratings for items that
are seen to attract varied ratings from users (i.e items that some love and others
hate, rather than items that most tend to like or dislike). Gathering ratings on
these items maximises the information gained from each individual rating [7].
To achieve similar goals, we consider using the feature selection process as an
indicator for the number and type of reasoners that a user is using when provid-
ing rating recipes. This information would allows us to (1) obtain ratings that
provide maximal differentiation across the desired features, and (2) determine
how many of these ratings are required for accurate user profiling as well as
influencing other areas of the recommendation process.

In the following analysis we concentrate on users with more than 100 rat-
ings in their profiles. For each user, the number of features on which they reason
is determined by examining the first 100 ratings provided. In this experiment, we
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Fig. 2. Predictor stability over time

grow the number of ratings in the profile, &k, from 5 to 100 in randomly selected
increments of 5 ratings. For each k we carry out the feature selection process
and compare the number of selected features to the number of features selected
when all 100 ratings in the profile are considered. We repeat this process 10
times and report on the average error between the two. We compute the error
separately for groups of users reasoning on 1, 2, 3, and 4 features. Figure[2lshows
the average error for various values of k.

The highest error is obtained for users reasoning on 4 features. We observe
an error rate of 1.75 for kK = 5, an initial steep drop off followed by a steady
decline. The same trend is seen for users reasoning on 3 features, although the
error at k = 5 is half that of the previous group. This curve levels off at 0.4
when k& = 25. A very consistent error line is observed for users reasoning on 2
features, showing that the feature selection is accurate even when a small number
of ratings is available. In contrast to the emerging trend, the error rates are high
for users reasoning on only 1 feature. The error hovers around the 0.8, ..., 1 mark
until 35 ratings are received and then steadily decreases. Note that when a user is
reasoning on 1 feature, the error can only be positive (i.e., the algorithm selected
multiple features), whereas in other cases it could over or under predict. Thus,
the feature selection is mostly predicting that the users are reasoning on two
features rather than one for k£ < 35. We believe that this is caused by the lack
of dominance of the main feature, when insufficient ratings are available for the
feature’s merit score to be sufficient independent.

Figure B shows the MAE of predictions made using the selected features for
user profiles of different sizes of 5,..,100. For each value of k, feature selec-
tion was completed on 90% of the user profile and the selected features used to
predict the remaining 10%. 10 runs of each were carried out and the average
MAE across users in each group are reported. Note that a similar accuracy is
obtained for users reasoning on two and three features when k& > 5. However,
there is a distinct difference in the accuracy of predictions for users reasoning
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on one feature and four features. These groups had very similar absolute er-
rors in Figure Bl but the error has affected the prediction accuracy in different
ways. The average error observed for the number of selected features (Figure [2)
across users reasoning on one feature at k& = 10 was 1.0. This error however,
was always a positive error and the number of selected features was being over
predicted, resulting in an additional layer being added to the decision tree. Sim-
ilarly, at k = 10 the average error for users reasoning on four features was 1.4,
and this was always a negative error. Hence, the number of selected features
was under predicted and a shallower tree, of on average 2.6 levels, was gener-
ated. So, in the overestimated cases, noise was added to the tree, and in the
underestimated cases the tree was incomplete.

We examined the changes of merit scores when additional noisy data is added
to a tree and when information is missing from a tree. The analysis shows a
10% reduction in merit score when an additional feature was selected. Thus,
the correlation between the features in the tree and the ratings is 10% lower.
However, missing information from the tree has a weaker effect. In this case,
the information loss associated with one missing feature is 2% and with two
missing features is 4%. Thus, it appears better to underestimate the number of
predictors rather than overestimate them. Hence, the MAE scores obtained for
users with four predictive features are lower than those obtained for users with
one predictive feature.

4.5 Summary

The results of this exploratory work have uncovered several useful and infor-
mative trends in how users approach a recipe rating task and on which domain
features they are reasoning. We uncovered four groups of users, each reasoning
on recipes on different levels. The first group, which consisted of 20.6% of users,
reasoned on the most general metadata — the broad category of the recipes. The
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largest group of users (39.2%) reasoned on two features, and in most cases the
features in question related to the broad category and cuisine type metadata,
showing a deeper reasoning process. When users reasoned on three features
(22.4%), they often did not reason on the broad category but preferred other
more detailed features such as recipe complexity measures as well as cuisine
types. Finally, 17.4% of users reasoned on four features.

Further analysis showed that it is easy to select the features, on which users
reasoning on two features actually reason, even with few ratings. On the con-
trary, selecting features that users reasoning on one feature and on four features
requires more ratings. Finally, we noted that the accuracy of the feature selec-
tion technique has different effects depending on whether too many or two few
features are selected. This is explained by the decision tree based prediction
mechanism employed by M5P.

5 Conclusions and Future Work

In this work we have investigated the applicability of recommender techniques
to generate recipe recommendations and identified the performance enhance-
ments achieved by using machine learning techniques. Analyses of the results
have shown that users reason on various levels when rating recipes and that
various combinations of metadata are seen to have different predictive qualities
for different users. This information assists us in understanding how users pro-
vide recipe ratings and suggests ways in which this knowledge could be used to
benefit recommender algorithms.

As mentioned, implications of knowing how users reason are obvious in the
recommender domain. Informative rating acquisition is a logical next step for
evaluation. We will develop an active learning model, which will determine a
user’s reasoning level and adapt the ratings requested accordingly, in order to
obtain the most high value user information. Item diversity is another example
of where knowing the reasoning process is important, particularly when sequenc-
ing recommendations as in the food domain. Recipe diversity could depend on
the user, rather than just on the recipe similarity. In a similar way, persuasive
techniques aiming to increase the uptake of recommendations could be made
more effective, if the user’s reasoning process is known.
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Abstract. Social annotation systems enable the organization of online resources
with user-defined keywords. The size and complexity of these systems make them
excellent platforms for the application of recommender systems, which can pro-
vide personalized views of complex information spaces. Many researchers have
concentrated on the important problem of tag recommendation. Less attention
has been paid to the recommendation of resources in the context of social anno-
tation systems. In this paper, we examine the specific case of tag-based resource
recommendation and propose a linear-weighted hybrid for the task. Using six
real world datasets, we show that our algorithm is more effective than other more
mathematically complex techniques.

1 Introduction

The surge in popularity of social media systems shows no sign of abating. These sys-
tems leverage vast amounts of user-generated content, enhancing the user’s ability to
organize information, explore resources and build communities. One class of these ap-
plications is the social annotation system in which user-generated content takes the form
of tags, arbitrary labels applied by users to online resources. Social annotation systems
are popular in part because they allow users to tag resources with any tag they wish,
free from any preconceived conceptual hierarchy.

The freedom and richness of social annotation systems does not come without a cost.
Because the number of users, resources and tags in these systems is often measured in
the millions, the sheer volume of data can quickly burden the user with information
overload. The unrestricted nature of the tagging function is liberating, but also means
that the resulting tag data will be noisy. Ambiguous tags abound: one user may apply
“jaguar” only to cars, another only to large felines [17]. Redundant tags including syn-
onyms and mis-spellings cannot be prevented and make it more difficult for a user to
choose tags on which to search.

For these reasons, recommender systems, which can take into account the user’s in-
terests and context, have much to offer social annotation systems. However, the recom-
mendation function in social annotation systems is considerably more complex than
in the e-commerce applications to which it has typically been applied. Tags repre-
sent user interest and preference in a detailed, multi-dimensional way, as compared to
scalar ratings, but they also make comparisons between users and between items more
difficult.

Joseph A. Konstan et al. (Eds.): UMAP 2011, LNCS 6787, pp. 111-122, 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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We address the problem of tag-based resource recommendation. This task looks a
lot like a standard information retrieval problem, in which the user supplies a tag, like
a query, and the task of the system is to find matching items. However, because of
the challenges of ambiguity and redundancy in tagging systems, it is recognized that a
personalized approach is needed: our car-lover’s “jaguar” should not match the pages
on the feline predator, but might instead match pages tagged “XJ12”. Thus, the task
of retrieving pages becomes a recommendation problem requiring a personalized in-
terpretation of tags in both queries and annotations. Unlike previous work in tag-based
recommendation, our general approach does not assume access to external information,
is amenable to a variety of query types, and is easily adaptable to other related tasks,
such as recommendation of tags or recommendation by example.

This paper describes our formulation of the resource recommendation task. We out-
line our linear weighted algorithm, which is a variant of that previously proven
successful for tag recommendation [8]] and the more general case of basic resource rec-
ommendation problem without any requirements such as a tag [910]. We also introduce
a competing algorithm based on tensor factorization. We then show the performance of
the algorithms on six real-world datasets.

2 Background and Definitions

A social annotation system is essentially a collection of labeled bookmarks that users
share with one another. Each annotation records the application by a user u of one or
more tags t1,...,t,, to aresource r. The set of all bookmarks A — together with the sets U,
R and T of users, resources and tags — forms a complete representation of the system.
It is sometimes useful to view a social annotation system as a tensor U RT" in which an
entry URT (u, r,t) is 1 if u has tagged r with ¢.

We define resource recommendation as the production of an ordered list of resources
likely to be of interest to a particular user. Such a list might be requested in a variety of
ways through a system’s interface and may need to incorporate constraints that the user
imposes. For example, if the user clicks on the tag “jaguar”, the recommender system
should take that tag (and its user-specific meaning) as a requirement that the resource
being retrieved should meet.

For maximum generality, therefore, we view any resource recommendation algo-
rithm as a function ¢ : U x Q x R — R which operates on a user u € U, a set
of requirements ¢ € @ = P(U U T U R), and a resource € R, and produces a
real-valued result p, which is the predicted value of r for u: ¢(u,q,r) = p. A system
capable of computing such a function can use it to rank items and return the top-ranked
ones as recommendations.

As noted in previous efforts [4], user requirements in recommendation can take a
variety of forms. In our definition, we assume that the set of requirements g can be any
set made up of the basic annotation elements: tags, resources or even users. The simplest
case of resource recommendation is the one where no requirements are imposed and the
recommender must find resources based only on the identity of the user: ¢(u, @, 7). We
will refer to this task as basic resource recommendation.

An important special case of resource recommendation is one in which the user
supplies a requirement in the form of a single tag. This special case we call tag-based
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resource recommendation, defined as the function ¢(u, {T'},r), where ¢ = {T'}, a set
of tags. In our evaluation we examine the case where the set of tags contains a single
tag, ¢ = {t}, simulating the commonly occurring scenario in which a user selects a tag
to see what resources are related to it.

3 Related Work

Resource recommendation in social annotation systems has yet to be studied in a sys-
tematic manner. Some authors assume the basic form of resource recommendation.
Others assume the tag-based variant or perhaps other forms. Often algorithms designed
for one kind of requirement are not compatible with others. Adding to this confusion is
the fact that algorithms which perform well for other tasks such as tag recommendation
perform poorly when applied to resource recommendation.

Starting from the well-known PageRank algorithm [20], researchers have derived
Adapted PageRank and FolkRank [15,/14] for tag recommendation. These algorithms
demonstrated the importance of an integrative framework in social annotation systems:
users, resources and tags were treated as nodes and were connected based on their oc-
currence in annotations. For tag recommendation the approach works particularly well.
However for resource recommendation the algorithm suffers from the fact that poten-
tial recommendations are several steps away from the activated nodes (those resources
immediate the activated nodes are known to the user and cannot be recommended). The
computational requirements of this approach is also daunting, requiring the calculating
of the PageRank vector for each query.

Instance-based collaborative filtering has been modified to resource recommenda-
tion in social annotation systems by extending the ratings matrix to include tag infor-
mation [27], although most efforts do not assume access to ratings data. User-based
collaborative filtering [[16,24] has been adapted for recommending tags. Users can be
modeled as a vector of resources, a vector of tags, a combinations of the two, or feature
vectors such as those calculated through singular value decomposition [[11]]. [tem-based
collaborative filtering [3,122] has also been adapted for tag-recommendation [7,8]]. In
this work we extend these instance-based methods to tag-based resource recommenda-
tion in social annotation systems.

Matrix factorization approaches that have been found successful in e-commerce rec-
ommendation depend on the two-dimensional structure of the ratings matrix, in which
users and resources form the axes and the values of the matrix are known ratings. Re-
searchers have begun exploring tensor factorization to reduce the dimensionality of the
social data. Tucker decomposition is one approach, factoring the three-dimensional tag-
ging data into three feature spaces and a core residual tensor [26]. However the model-
building phase is highly computationally-intensive.

A pair-wise interaction tensor factorization model has also been proposed. It offers
far more reasonable run times in both the construction of the model and the generation
of recommendations [21]]. Given its effectiveness, this technique is considered one the
state-of-the-art approaches for tag recommendation. In this work, we adapt this method
to construct an ordered list of resources for a given user-tag pair and use it for compar-
ative purposes.
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Clusters of tags can represent topic areas [[1]]. These clusters have been used as inter-
mediaries between users and resources allowing the recommendation of resources [12,
19,125]]. Such recommenders can accommodate both the basic and tag-based constraints
of resource recommendation. Clustering tags is also useful for overcoming the problem
of redundancy [6] as well as ambiguity found in user-centric tag models [28]].

Hybrid models [2] have been used to generate integrative models by combining sev-
eral component recommenders like those above into a larger framework. One approach
demonstrated that a graph-based model may be improved by incorporating item-based
collaborative filtering [7]. A similar effort designed a hybrid for the PKDD-ECML 2009
Challenge [5]]. Hybrid models composed of both user-based and item-based collabora-
tive filtering algorithms were shown to match or outperform the state-of-the-art pair-
wise interaction tensor factorization model in tag recommendation [8]]. Another effort
incorporating hybrids predicts user ratings in MovieLens, one of the few systems that
contains both ratings and tags [23]]. We build on these efforts proposing a flexible and
easily extensible hybrid model for tag-based resource recommendation.

4 Tag-Based Resource Recommendation Algorithms

Our definition of resource recommendation centers on the function ¢, which assigns
a real-valued score to each resource describing the relevance of the resource to the
user (and, if supplied, the requirements.) In this work we focus on tag-based resource
recommendation in which the requirement is a single tag. In this section, we describe
the linear-weighted hybrid algorithm that we propose for this task, the components from
which the hybrid is constructed, and we will also describe the implementation of our
comparative benchmark, an integrative approach based on tensor factorization.

4.1 Linear-Weighted Hybrid

A linear-weighted hybrid is composed of recommendation components x; through g,
whose output is combined by computing a weighted sum [2]]. We assume that each
component «; has its own computation of the function ¢;(u, ¢, r), producing output in
the range [0..1], and a weight «; in the same range. We further require that the a-values
sum to 1. The hybrid is therefore defined as: ¢(u, ¢, ) = Zle ;i (u,q,r).

To obtain the correct «; for each component, we use a simple and efficient random-
restart hill climbing technique. A subset of the data is selected as a holdout set for
learning the algorithm parameters, including the « values. (See Methodology descrip-
tion in Section [3.2] below.) The « vector is initialized with random positive numbers
constrained such that the sum of the vector equals 1. The recommender then operates
over the holdout set, and uses hill-climbing based on the calculated precision over the
holdout set to modify the o vector until a stable point is reached. The algorithm is then
restarted to avoid local minima.

The components within the hybrid are created by reducing the dimensionality of
the U RT matrix into two dimensional projections. A more detailed account of these
projections can be found in our previous work [I8,9L[10] as well as other efforts [[15}/18]]
in social annotation systems.
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PopTag : This algorithm reduces the recommendation problem to a non-personalized
production of the most popular items for the given tag. Although this is a sim-
ple, non-personalized, algorithm, the hybrid algorithm performed better across all
datasets with it included.

KNN,, , KNN,; : These algorithms operate like the well-known user-based collab-
orative filtering algorithm [[16,24]. We obtain a matrix of user profiles by making a
two-dimensional projection of the U RT matrix. The U R projection defines a user
profile as the binary vector with a 1 for each resource the user has tagged and a
0 for those untagged. The UT' projection is a weighted vector with the count of
times that a user has applied a given tag. Depending on which projection is used,
we refer to either the K NN, or K N N,; component. To make recommendations,
we filter the users to only those who have used the selected tag. We perform cosine
similarity to find peer users, and use these peers to recommend resources with the
restriction that the resources were annotated with the selected tag.

KNN,, , KNN,; : These algorithms are analogous to item-based collaborative fil-
tering [3,22], which relies on discovering similarities among resources rather than
among users. We make projections similar to the user-based ones described above —
this time to create RU (resources as vectors of users) and RT (resources as vectors
of tags) matrices. We filter resources that have been tagged with the query tag and
use cosine similarity to score the resemblance of resources to those found in the
user profile..

TS : Because users apply tags and resources have tags applied to them, we can rep-
resent users and resources in a shared tag space. In the case of tag-based resource
recommendation, the question is whether the query tag is represented similarly in
the resource’s profile as in the user’s profile. We measure this with a degenerate
form of cosine similarity using only the values associated with the query tag in the
numerator.

4.2 Pair-Wise Interaction Tensor Factorization

Another approach to incorporate several dimensions of the data is to perform dimen-
sionality reduction on the three-dimensional matrix as a whole. As a basis for com-
parison with our algorithm, we chose the pair-wise interaction tensor factorization [21]]
algorithm, which was developed for the task of tag recommendation and is considered
among the start-of-the-art tag recommenders. Our adaptation of the model to resource
recommendation simply exchanges the roles of resources and tags with respect to each
other. This model-based approach generates a set of factor matrices which resembles
a special case of the Tucker decomposition of a tensor. The tensor itself is not directly
induced by the data, but rather reflects a ranking over the resources for each user-tag
pair. Thus, it is important to note that this model is applicable only to the special case of
tag-based resource recommendation, and not for resource recommendation tasks with
other requirements.

The model is built by considering observations in the data of the form (u, r4,r_,¢),
where (u,r4,t) is a triple which is found in the data (a positive example of resource
selection) and (u,r_,t) is a triple not found in the data (a negative example of re-
source selection). An iterative gradient-descent algorithm is employed to optimize a
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ranking function that prefers positive examples in the data over negative ones. Each of
four related matrices is updated until convergence is found. The matrices represent the
factor-reduced components of the specialized tensor factorization M = Uy, R,[CJ +TRT,
where Uy, is the user factor matrix, T} is the tag factor matrix, R,lcj is the resource factor
matrix with respect to users and R} is the resource factor matrix with respect to tags, k
is the selected number of factors, and M is the personalized resource-ranking tensor.
Generating a resource recommendation for a given user u and tag ¢ is simply a
matter of referring to the appropriate user-tag column of the ranking tensor M. The
relevance score of a resource given a user-tag pair is calculated as: ¢(u, {t},r) =

iy Unlul {1 RY [7][i] + Tu[t][i) RE [+] ).

5 Experimental Evaluation

In this section we describe the methods used to gather and pre-process our datasets and
our evaluation metrics and methodology. Then we examine the results for each dataset,
and finally draw some general conclusions.

5.1 Datasets

We have collected six real-world tagging datasets on which to perform our testing.
Each dataset has been post-processed to retain a p-core [[L5] in order to eliminate noise
and create a denser dataset. Making recommendations in the long tail of the data is a
worthwhile endeavor but lies outside the scope of this paper. In all cases we ensured
that the p-core contained enough data on each user to create five partitions. We chose
p = 20 to generate the core, when possible; some datasets did not contain a 20-core, so
instead we constructed a 5-core.

Bibsonomy enables its users to annotate both URL bookmarks and journal articles.
This data set has been made available online by the system administrators [13]], who
have pre-processed the data to remove anomalies. A 5-core was taken. It contains
13,909 annotations with 357 users, 1,738 resources and 1,573 tags.

Citeulike is a popular online tool used by researchers to manage and catalog journal
articles. The site owners make their dataset freely available to download. Once a
5-core was computed, the remaining dataset contains 2,051 users, 5,376 resources,
3,343 tags and 105,873 annotations.

MovieLens is a data set gathered from the corresponding MovieLens Web site and
is administered by the GroupLens research lab at the University of Minnesota. It
contains users, rating of movies, and tags. A 5-core was generated from the data
resulting in 35,366 annotations with 819 users, 2,445 resources and 2,309 tags.

Delicious is a popular Web site in which users annotate URLs. Profiles from 524,790
users were collected in late 2008. Due to memory and time constraints, 10% of
the user profiles was randomly selected, and a 20-core taken for experiments. The
dataset is our largest, containing 7,665 users, 15,612 resource and 5,746 tags. It
contains 720,788 annotations.
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Amazon is America’s largest online retailer. The site includes a myriad of ways for
users to express opinions of the products. Recently Amazon has added social anno-
tations to this list. After taking a 20-core of the data, it contained 498,217 annota-
tions with 8,802 users, 10,679 resource and 5,559 tags.

LastFM users upload their music profiles, create playlists and share their musical
tastes online. Users have the option to tag songs, artists or albums. The tagging
data here is limited to album annotations. A p-core of 20 was drawn from the data.
It contains 2,368 users, 2,350 resources, 1,141 tags and 172,177 annotations.

5.2 Methodology

For each data set, we started with a complete collection of annotations A. Two phases
are required for the evaluation. First, the parameters must be learned including the num-
ber of neighbors for the collaborative filtering approach, the number of features for
PITF and the « values for the linear-weighted hybrid. The annotations are divided
into five equal partitions P; though Ps. The partitions were generated randomly, but
the process ensured that each user is represented in each partition. One partition was
used for the learning of the parameters. That partition was then discarded and four-fold
cross-validation was performed using these remaining partitions. One partition P;, was
selected as a holdout set of annotations and the remaining partitions served as training
data for the recommenders.

To evaluate the tag-based resource recommendation algorithms, we need to provide
both a user and a tag and evaluate the system’s ability to find a resource to which the
user has applied that tag. We started with the holdout partition P, and operated on one
annotation at a time. Each annotation contains a user u, a resource r and a collection
of tags ¢; through ¢;. We select one tag at random, and generate a recommendation set
using this tag and the user. This is the set R.

For this approach, we measure recall in the top 10 items: recall = |Ry, N R|/|Rp|.
For any given annotation, the measure will be either 1 (if the resource appears in the
recommendation list) or O (if not.) We average over all annotations in the test set and
over all folds. Since there is only one resource in the holdout set, R, this measure is
also know as hit ratio.

The values chosen for k in the instance-based collaborative algorithms was selected
after experimenting with values in the range 1 through 100. They are shown in the
legend of Figure [l PITF, the pair-wise interaction tensor factorization model, was
built with 64 features and a learning rate of 0.03. Improvement could not be achieved
by increasing the number of features or tuning the learning rate. It was trained until
convergence.

5.3 Experimental Results

The tag-based resource recommenders accept as input a user and a single tag (represent-
ing the additional requirements). The output is a set of resources aligned with the user’s
interests and relevant given the required tag and the user profile. Figure [I] presents the
results for eight algorithms across our six datasets.
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Fig. 1. The hit ratio for tag-based resource recommendation sets of size ten for all six datasets

The requirements of the selected tag can narrow the potential resource pool consid-
erably. PopT'ags which ignores the user model and simply recommends the resources
most often annotated with the selected tag performs relatively well. Similarly TSy
which considers only the query tag’s relative occurrence in the user profile does well in
many cases. Due to the usage of cosine similarity 7'S;; may recommend infrequently
annotated resources.

KNN,, is consistently a top performer. It does well in part because it captures
several dimensions of the data. It models users as resource and uses the selected tag
to filter both neighbors and resources. It consequently includes information from the
user-resource, user-tag and resource-tag dimensions.

In nearly all cases K N N, is either equivalent or second to K N N,,,.. This algorithm
estimates the similarity between users by modeling them over the tag space instead of
the resource space. It too filters the potential resources by the selected tag, and then
relies on neighbors for recommendations.
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The item-based collaborative filtering techniques, K N N,.,, and K N N,.;, model re-
sources as either users or tags. In both cases, the neighborhood of resources is restricted
to those that have been annotated by the user with the selected tag. Item-based collab-
orative filtering performs well when compared to the user-based techniques in Movie-
Lens but fairs much worse in Delicious.

These experimental results reveal several key findings. First, not all social annota-
tion systems are equivalent. In Amazon the hit ratio is nearly 60% while in Delicious
and LastFM the results are much poorer. The performance of the individual algorithms
varies as well. These differences may be explained by considering the dynamics of user
interaction with the system.

Bibsonomy originally allowed its users to annotate journal articles. Later it was ex-
panded to include Web sites, but the focus of the system largely remains on scientific
research topics. In this system the users are motivated to organize their resources for
later retrieval. They often focus on their area of expertise and use tags reflecting con-
cepts from their discipline. The result is a social annotation system with several strong
dimensions of the data. The experimental results bear this out; algorithms relying on
different dimensions of the data all perform relatively well.

Citeulike offers a more specific example of a focused resource-centric annotation
system. Its users annotate only journal articles. In this dataset we again see several
strong recommenders each relying on different aspects of the data. This likely occurs
because users most often annotate articles from their area of research and agree with
their fellow users on how to annotate those resources. The tight-knit communities make
users a good model for resources just as the agreement on tags make them a good model
for resource description.

MovieLens provides a platform for users to annotate movies. Similar to Citeulike its
users often agree on tags often drawn directly from the genre or actor’s name. Moreover
users often focus on particular types of movies; some may prefer sci-fi while others pre-
fer romantic-comedies. This type of behavior strengthens the user-resource dimension
of the data. Consequently several of the recommenders perform well each exploiting
different dimensions of the data.

Delicious users are able to annotate any Web page on the Internet. In terms of vari-
ance across topics, this system provides the broadest focus. User are often motivated to
organize resources for later retrieval rather than share resources among friends. Their
interests are varied and the tags they use are often idiosyncratic or ambiguous. As a
result this dataset presents a difficult target for resource recommendation. The noise in
the tag space is so great that K NN, and T'S,; perform much worse than the non-
personalized recommender based on popularity.

In contrast, Amazon allows almost 60% recall for a recommendation set of size 10.
The average user focuses on a narrow selection of categories making the recommen-
dation task easier. Furthermore tags, often manufacturer names or product categories,
dramatically reduce the search space and provide a clear picture of the user’s inten-
tion. These observations suggest that it is easier to model users whether by resources
or tags. We see in the performance of K NN, and K N N,,; the value of incorporating
the neighbors.
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The results for LastFM reveal yet another example of how the manner in which users
interact with the system effects the characteristics of the data. K N N,,,- performs the
best. Both this recommender concentrates on the user-resource relation. There is a wide
gulf between this approaches and the remaining constituents to the hybrid. K N N,
KNN,; and T'S,; all perform nearly as bad or as worse as the recommender based
on popularity. This may be due to the fact that its users do not store or organize their
music within the LastFM application. Rather than using the application for organizing
and exploring music through the tag space, users often employ the system to find new
music and friends through the resource and user space. Visual examination of the tag
space reveals that when users do annotate albums, the tags are often overly generic,
such as “rock,” or not descriptive of the resource, such as “album i own.” In terms of
tag-based resource recommendation, this analysis explains why tags would offer little
utility.

In all cases the linear-weighted hybrid outperforms its constituent parts as well as
the comparative recommender based on pair-wise interaction tensor factorization. The
largest relative improvement is seen in Bibsonomy and Citeulike where all of the com-
ponents do well. In datasets where some of the components do not perform well, such
as Delicious and LastFM, the hybrid does not provide the same benefit. These results
point to the conclusion the hybrid is most effective when it can exploit component rec-
ommenders that draw on complimentary dimensions of the data.

The PITF approach provides a relevant point of comparison to our hybrid algo-
rithm. In many cases, it is competitive to the hybrid model, although in Bibsonomy and
Citeulike, it performs poorly. In tag recommendation, where PITF' has been shown
to perform quite well, the algorithm can combine tags from the user profile as well as
the selected resource profile. In tag-based resource recommendation, on the other hand,
the algorithm can promote resources from the selected tag profile but not from the user
profile since these resources are treated as positive examples and all other resources (in-
cluding the ones that might be recommended) are treated as negative examples. PITF
is consequently ill suited for the tag-based resource recommendation task. This finding
coupled with the drawback that it is not universally applicable to all resource recom-
mendation tasks underscore the need for a more flexible recommendation algorithms in
social annotation systems, such as the hybrid approach proposed here.

6 Conclusions

This paper has formalized the notion of resource recommendation in social annotation
systems. The notion of requirements for the recommendation tasks is a flexible con-
struct which covers many cases common in these systems. We provided experimental
results in the special case of tag-based resource recommendation, and we analyzed the
results across six real-world datasets with different characteristics. A linear-weighted
hybrid framework for making recommendations was also proposed and shown to be
effective.

These results motivate several conclusions. First, the way users interact with a sys-
tem can dramatically affect the underlying characteristics of the data, and as a result the
performance of recommendation algorithms. Secondly, a linear-weighted hybrid rec-
ommender provides a flexible, general, and effective approach to capitalize on strong
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relationships across different dimensions of a dataset. When constructed from simple
yet fast components, the hybrid itself maintains these properties, offering a highly scal-
able and easily updatable solution for many recommendation tasks. Thirdly, the hybrid
also offers extensibility. This work focused on recommenders which rely on the U RT'
data model, but other recommenders could be incorporate recency, context or content.
Other integrative techniques proposed to date do not provide this level of simplicity,
flexibility and extensibility while achieving the presented accuracy.
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Abstract. As showed in a previous work, different users show different prefer-
ences with respect to the rating scales to use for evaluating items in recommender
systems. Thus in order to promote users’ participation and satisfaction with rec-
ommender systems, we propose to allow users to choose the rating scales to use.
Thus, recommender systems should be able to deal with ratings coming from het-
erogeneous scales in order to produce correct recommendations. In this paper we
present two user studies that investigate the role of rating scales on user’s rating
behavior, showing that the rating scales have their own “personality” and mathe-
matical normalization is not enough to cope with mapping among different rating
scales.

1 Introduction

Recommender systems help users overcome the information overload by automatically
selecting potentially relevant items, based either on their similarity with items users
liked in the past (content-based approach) or on the preferences of people with simi-
lar tastes (collaborative filtering approach). Recommender systems usually collect user
preferences by means of “rating scales”, i.e. graphical widgets that allow a user to ex-
press her preferences by means of a numerical score. According to [3], rating scales
should ideally be devised so that users can express their preferences in an easy and
meaningful way, and a smooth translation should be possible from the granularity of
true user preferences, i.e., the number of levels among which users wish to distinguish,
to the range and granularity provided by rating scales themselves [9].

Recommender systems usually provide the same rating scale to all their users. How-
ever, in a user experiment we carried out [3]], we found that users have different pref-
erences with respect to the rating scales to use for the topic they are evaluating, and
that they prefer different rating scales for evaluating different topics. Thus, in order to
improve users’ satisfaction and promote their participation, we proposed to allow users
to choose the rating scales to use in recommender systems.

This opportunity presents some challenges. In fact, recommender systems must be
able to deal with ratings expressed by means of heterogeneous scales, mapping them
to an internal representation, in order to generate correct recommendations. [S] found
a high correlation among ratings for the same items given by means of rating scales
which differ for their granularity, numbering, and visual metaphor. Consequently, they
concluded that designers can safely allow users to choose any scale they prefer, since
they only need to compute the ratings to use in the recommendation process by means
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of a normalisation based on mathematical proportion. This is in contradiction with our
findings in a similar experiment [3], where we observed that ratings expressed on dif-
ferent rating scales may depart considerably from mathematical proportion, motivating
the idea that rating scales actually have an influence on user ratings. This insight is
also confirmed by related work in the field of survey design, which reports the effect of
scales on user ratings [[7612].

Given the importance of rating scales for recommender systems, and considering the
controversial results reported in the state of the art and previous work by the authors,
in this paper we decided to further investigate the issue of normalizing ratings given on
heterogeneous rating scales.

As a first step, we aimed at experimentally confirming our past observation that rating
scales actually have an influence on user ratings, and pure mathematical normalisation
is not enough. To this purpose, we chose the gastronomy domain as a use case and
carried out an experiment where users were asked to repeatedly assess a set of N recipes,
using N different rating scales. We then confronted average user ratings on each rating
scale, and we correlated all the ratings. We actually found that some rating scales are
characterized by ratings that are higher or lower than average ratings. This allowed
to calculate a coeflicient for each scale, that filters out the effects due to the use of a
specific rating scale. This can be used to capture the actual meaning of user ratings, and
to accurately represent user preferences.

As a second step, we aimed at confirming the results of the first experiment in a
more realistic setting, i.e. in the context of use of a real recommender system. Thus,
we wanted to validate i) that mathematical normalization is not sufficient, and ii) the
rating scale coeflicients we calculated. Therefore we carried out a controlled experiment
wherein users were asked to rate a number of recipes they liked with different rating
scales. We have contextualized this experiment using I-Cook, a recommender system
in the gastronomy domain which builds user models based on user ratings of system-
provided recipes and which offers customizable rating scales. We should notice that I-
Cook currently manages ratings coming from different rating scales using mathematical
proportion.

The paper is organized as follows. We start by presenting the state of the art of rating
scales studies in Section 2l Then, in Section 3] we present our definition of the main
concepts we refer to in the paper. We present our experiments in Section 4: the first
one is presented in Section .1l while the second one in Section Finally, section
concludes the paper.

2 State of the Art

The role of rating scales is crucial in recommender systems where suggestions are gen-
erated by predicting ratings for items users are unaware of, based on ratings users ex-
plicitly provided for other items. It is commonly accepted that different users may use
rating scales differently, and some sort of average adjusting is usually adopted in or-
der to compensate for such an idiosyncratic behaviour (see for example [QUTISI11]). On
the other hand, relevant work in the area of recommender systems also focused on the
choice of appropriate scales for collecting user ratings ( [129113])
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Referring to the design of the rating process as a whole, in [12]] the authors suggested
to adopt a mix of different types of questions (e.g., expressing binary liking versus rating
items on a Liker-like scale) and provide constant feedback on user contributions in order
to keep users from getting bored or frustrated.

Distinguishing between domain features (which refer to the content being recom-
mended) and inherent features of recommender systems, [9] points out that the granu-
larity of true user preferences with respect to recommended contents may be different
from the range and granularity of user ratings which are managed by a specific recom-
mender system. An appropriate rating scale for a certain domain should allow users to
distinguish among exactly as many levels of liking as it makes sense to them.

In [13]], the authors defined the main elements that determine the design of interface
aspects (corresponding to rating scales, according to our framework) aimed at present-
ing system predictions and at collecting explicit user feedback in the context of a TV
recommender system: 1) presentation form (which quite closely corresponds to what
we will call the “visual metaphor” in the rest of the paper); 2) scale of the prediction
or rating (including range, precision, symmetric versus asymmetric and continuous ver-
sus discrete); 3) visual symmetry or asymmetry; and 4) use of colour. They also found
that most users prefer to have predictions presented by means of five-star interfaces,
while they are less in agreement as far as interfaces to provide feedback are concerned,
consistently with our findings [3]].

Differently from our approach, however, these works do not focus on the possible ef-
fect of different rating scales on user ratings and on ways to deal with it. Instead, starting
from the consideration that a good rating scale should support users in expressing their
preferences in a meaningful way and without much effort, in [5] the authors explicitly
investigated the effect of rating scales on user ratings. More specifically, they asked their
experimental subjects to re-rate each of three sets of movies they had already evaluated
by means of the original MovieLens five-position rating scale on one of the following
rating scales: a binary scale providing only thumbs up or down, a no-zero scale ranging
from -3 to +3, and a half-star scale ranging from 0.5 to 5. Notice that, the authors did
not explicitly focus on the possible effects of numbering and visual metaphors (unlike
our case, as it will be seen later on in the paper), although they did use rating scales
which differ with respect to these aspects. The authors found that ratings on all three
scales correlated well with original user ratings, with no need for specific countermea-
sures, and suggested that designers might allow users to choose their favourite rating
scale and compute recommendations by means of mathematically normalized scores.
However, they also observed that users tended to give higher mean ratings on the bi-
nary and on the no-zero scales, and that new ratings on the binary scale correlated less
strongly with original ratings (r = 0,706) than new ratings on the no-zero and half-star
scales (r = 0,827 and r = 0,829, respectively).

The effect of rating scales on user ratings, on the contrary, is often reported in work
in the domain of survey design.

In [7]], the author produces some evidence that the presence or absence of a neutral
point on a scale produces some distortion in the results. In particular, they found that
some respondents may choose the mid-point in order to provide a less negative answer,
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because of a social desirability bias. On the other hand, rating scales with no mid-point
force the real indifferent to make a choice, causing a distortion the polarity of which is
content-specific.

Various factors which can cause a rating scale to be biased are examined in [6], in-
cluding: 1) category labels (either words or numbers); 2) effects of response alternatives
on question interpretation; 3) forced choices (e.g., no neutral point is available); 4) im-
balance in the number of positive and negative responses; 5) order of responses (there
is evidence of a bias towards the left side of a scale) and 6) granularity.

The possible effects of numeric category labels are also investigated in [2]]. In partic-
ular, the authors show that the negative-evaluation side of a scale is perceived as more
negative when it is labeled with negative rather than positive numbers (e.g., -4 rather
than 1), and this causes more positive evaluations and higher average ratings when
scales with negative numerical labels are used.

3 A General Approach for Defining Rating Scales

In this Section, we first define the three grounding concepts for our approach: rating
scales, rating scale personality and user rating. Then, we describe how we deal with
rating scale personality.

We define rating scales as complex widgets which are characterized by the follow-
ing features: i) granularity, ii) numbering, iii) visual metaphor, iv) presence of a neutral
position. For “granularity”, we mean the number of positions of the scale: this can
be coarse (e.g., a 3-point scale where only negative, neutral/intermediate and positive
ratings are possible) or fine (e.g., a 10-points scale). For “numbering”, we mean the
numbers, if any, which can be associated to each position in a rating scale (e.g., three
different 3-point rating scales might be numbered 0,1,2; 1,2,3; or -1,0,+1). For “visual
metaphor”, we mean the visualization form which is used to suggest the behaviour of
rating, and which influences the emotional connotation of each scale: for example, a
thumb rating scale shows a metaphor related to human behaviour; a star rating scale
conveys a metaphor which relies heavily on cultural conventions (as with hotel ratings),
while a slider rating scale is based on a technological metaphor which reminds, for ex-
ample, of volume tuners. For “neutral position”, we mean that an intermediate, neutral
point, indicating that users have no definite opinion, is provided.

All these features contribute to define what we call the personality of rating scales,
i.e., the way rating scales are perceived by users and affect their behaviour. In fact, we
claim that rating scales are not neutral tools, but they exert an influence on people who
are using them to express their preferences. Rating scales personality causes a certain
rating scale to have a specific influence on user ratings, e.g., it stimulates users to ex-
press tendentially higher/lower ratings than other scales. Therefore, mappings based on
mathematical proportion alone do not allow to capture the actual meaning of user rat-
ings. We assume that rating scale personality may be defined at two levels. First, at an
aggregate level, it is determined according to the behaviour of all users of a recom-
mender system, and it reflects general tendencies in the use and perception of rating
scales (e.g., according to [2], scales with negative numerical labels cause users to give
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higher ratings on average). Second, at an individual level, it is determined according to
the behaviour of each specific user, and it reflects personal idiosyncrasies in the use and
perception of rating scales (e.g., a certain user might consistently give higher ratings
when using a specific rating scale, but this behaviour might not be generalize to the
whole user community). In this paper, we focused on the aggregate level.

According to our approach, user ratings are therefore determined by at least three
elements:

— the item which is being rated;
— the personality of the user who is rating;
— the personality of the rating scale in use.

The first point is straightforward: the influence of the items being rated on user ratings
is meant to represent real user preferences for such items.

By user personality we mean the fact that users may tend to use rating scales dif-
ferently, for example, optimistic users may tend to assign very positive ratings for the
most part. User personality has been dealt with extensively in literature (see Section
for references on classical approaches which adopt average adjusted ratings for use
in collaborative filtering systems) and we do not treat it further in this paper. On the
contrary, the novel aspect we focus on here is rating scale personality.

Rating scale personality should be taken into account in various scenarios. For ex-
ample, in content-based and collaborative filtering recommender systems, if users are
expected to change the rating scales they use over time, or to assign specific ratings,
given with different rating scales, to different aspects of items (e.g., quality of food and
atmosphere for a restaurant), and such specific ratings are to be somehow aggregated in
a general item rating. In content-based recommender systems, considering scale person-
ality is useful when users are expected to use different rating scales for different types of
items which map to common domain categories. For example, restaurants and recipes
might be mapped to a common taxonomy based on their cuisine, as for restaurants, and
on their nationality or primary ingredient, as for recipes. Thus a recommender system
might be able to infer the level of user interest on French (or vegetarian) restaurants
based on user ratings of French (or vegetarian) recipes. Finally, in collaborative filter-
ing systems, rating scale personality should be taken into account if different users are
expected to use different rating scales from one another (even if they may not change
the scale they use over time, their ratings have to be compared in order to generate
recommendations).

In this paper, we investigate the impact of aggregate rating scale personality in two
users studies, which will be presented in the following section.

4 The Experiments

In this section, we present two user studies we performed:

1. A first preliminary experiment was carried out in order to: a) validate our assump-
tion that rating scales have different personalities, i.e., they exert an influence on
user ratings, and b) define numeric coefficients which formally describe rating scale
personality at an aggregate level (aggregate personality coeflicients) .
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2. A second controlled experiment was carried out in order to further assess our ap-
proach, focusing on the scenario of a content-based recommender system where
users are expected to change the rating scales they use over time.

4.1 The First Experiment

The goal of our experiment was to investigate the issue of normalizing ratings given on
heterogeneous rating scales. Our starting idea is that mathematical normalization is not
enough for mapping user ratings expressed with different rating scales. In a previous
experiment [3]] we observed that ratings expressed on different rating scales depart con-
siderably from mathematical proportion, and so that rating scales actually have an influ-
ence on user ratings. It is worth noting that in that experiment 40% of ratings departed
considerably from mathematical proportion, showing that mathematical proportion is
not enough to make a mapping which is able to capture the actual meaning of user
ratings. We believe that each rating scale has a specific personality that may influence
the rating (even if this is in contrast with other works which found different results, as
described in Section[2)).

In order to confirm our past results, we have designed an experiment where users
have been asked to repeatedly assess a set of N recipes presented in a cuisine web site,
using N different rating scales. We then confronted user ratings on each rating scale. We
chose the gastronomy domain presenting common recipes as a use case since is quite
likely that user has already had experience with the recipe (because she has already
eaten or cooked it) and if she does not she may obtain a good idea of the recipe just
reading its description (ingredients, preparation, etc.).

For this experiment, we have considered seven rating scales (see Figure [I)): thumb-
up/thumb-down, thumb-up/thumb-down/thumb-medium, 3-points stars, 5-points stars,
10-points stars, 3-points slider, and 10-points slider. These rating scales are differ-
ent for i) the granularity they provide in selecting values: they range from a mini-
mum of two position to a maximum of 10 position; ii) the numbering; iii) the visual
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Fig. 1. The rating scales used in the two experiments
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metaphor (thumb, star, slider); iv) the presence of a neutral position (thumb-up/thumb-
down/thumb-medium, 3-points slider). Notice that the experiment was counterbalanced
in order to avoid order effects. See later for details.

Hypothesis. We have hypothesized that user ratings may vary depending on the rating
scale in use and thus ratings may depart from mathematical proportion. We have also
hypothesized that this deviation could be ascribed to what we defined as the “personal-
ity” of each rating scale.

Experimental Design. Single factor within subjects design. The independent variable
was the rating scale manipulated according to four levels: visual metaphor, granularity,
numbering, and presence of neutral position. In the first treatment condition we manip-
ulated both visual metaphor and granularity of the rating scale asking users to perform
a rating task using three rating scales differing for visual metaphor and for granular-
ity: thumb-up/thumb-down, 10-points slider, and 5-points stars. In the second treatment
condition we only manipulated the granularity using the same visual metaphor (stars).
In this second condition we presented to the users the following three rating scale: 3-
points stars, 5-points stars, 10-points stars. In the third treatment condition we manip-
ulated the visual metaphor (thumb, stars, slider) leaving the same granularity (3-point
scale), and adding the presence of a neutral position (in thumbs and slider). One rating
scale (the slider) has a negative value. In this last condition we proposed to the users the
following rating scales: thumb-up/thumb-down/thumb-medium, 3-points stars, 3-points
slider. Subjects were randomly assigned to all the three treatment conditions.

Subjects. 21 subjects, 22-26 years old, 11 male and 10 female, students at the School
of Multimedia, Arts, and Humanities, University of Turin, recruited according to an
availability sampling strategy.

Measures and Material. A series of nine web pages was prepared, grouped according
to the three different treatment conditions. Each page presented a set of eight recipes to
be rated with a single rating scale per page, and randomly presented to each subject. We
randomly varied the order of the pages in each condition, and the order of the condition
served from each user. We recorded users’ performance with a screen capture video,
and we registered user’s ratings. Users received the instruction for experimental tasks
directly on the web page presenting the experiment.

Experimental task. Users were asked to read the recipes (belonging to a imaginary
friend’s blog) and then rate them taking into account the description, and if they would
cook/eat or not the recipe. Since their friend would like to know which rating scale to
use in her blog, they were asked to rate the same recipe several times with different
rating scales. At the end of the test every recipe had been rated with all the eight rating
scales (3-point stars were used twice).

Results. We have collected in total 1512 ratings. All scales were normalized to a zero-
to-one range. We computed mean ratings (see Figure 2] first row), and we correlated
original values by means of Pearson correlation in order to compare the rating behavior
of the users on different scales. We found the following significant correlations (all
significant at the 0.01 level). The reader should notice that we only consider correlations
equal or beyond a given threshold (0.5):
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— in the 3rd treatment, thumb-up/thumb-down/thumb-medium and 3-points slider:
r=0.861. Single values showed that users gave often the same values when using
these scales. When values do not co-vary, we observed the medium value of the
thumb frequently corresponds to the maximum value in 3-points slider. Even if the
granularity is the same, the negative numbering influences the rating, pushing slider
values up, as sustained in [2]];

— thumb-up/thumb-down/thumb-medium (3rd treatment) and thumb-up/thumb-
down (1st treatment): ¥=0.666. Confirming general expectations, these two rating
scales tend to vary together. When values do not co-vary the, 3-points scale shows
mean values lower than the 2-points scale due to the presence of neutral position;

— thumb-up/thumb-down (1st treatment) and 3-points slider (3rd treatment): r=
0.658. More than the previous correlations, these two scales co-vary also for higher
values. The maximum value of the slider frequently corresponds to maximum value
of the thumb;

— in the first treatment, S-points stars and 10-points slider: »= 0.631. This correla-
tion is lower than one could expect, and looking at single values we have noticed
that, when not correlated, stars promote higher values than sliders;

— S-points stars (1st treatment) and 5-points stars (2nd treatment): r= 0.616. This
correlation is lower than expected: users rated the same items with the same scale
but gave different ratings depending on the treatment condition. In the second treat-
ment S-point stars showed values slightly higher, and this trend is also confirmed
by the next correlation;

— in the second treatment, S-points stars and 10-points stars: r= 0.575. As in the
case of stars/sliders, the correlation is lower than one could expected. Looking at
single values we notice that, when not correlated, 5-points stars promote higher
values.

In order to have a measure of the impact of the rating scale on the way the user
rates, we have calculated a coefficient for each rating scales. This numeric coefficient is
calculated as a ratio between the average ratings of each scale and the average ratings of
10-points stars rating scale. This scale was chosen for the recognized acceptance of the
star metaphor and because scales with a fine granularity are considered more reliable
[4]], provided that users can handle such granularity (which certainly holds true for 10-
points rating scales, see for example [3]]). The coefficients we found are summarized
in Table[4.Jl We believe that these rating scales coeflicients could represent the role of
rating scales in the users ratings.

However, most of users ratings do not correlate, and when they do they do not corre-
late very well. Thus, we can affirm that these correlations do not reflect a mathematical
proportion. Visual metaphor, granularity, numbering, and presence of neutral position
seem to have an influence on the way the users rate. However, i) rating the same item

Table 1. Coeflicients for rating scales in the two experiments

2-p. thumb 10-p. slider 5-p. stars 3-p. stars 10-p. stars 3-p. thumb 3-p. slider
1¥experiment 1.12 0.99 1.02 1.04 1 0.84 1.17
2" experiment 1.05 0.92 0,98 1.08 1 1.08 0.77
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would bias the way the user mapped her ratings on each scale, and ii) as shown in pre-
vious experiments (see [5] and [10]), the correlation between re-ratings ranges between
0.8 and 0.7. These reasons could have affected final results. Thus we have designed a
second experiment wherein user can perform less constrained tasks in a more realistic
setting.

4.2 The Second Experiment

Hypothesis. We have hypothesized that mathematical normalization would have failed
also in a experimental setting less artificial than the one of the previous experiment,
and we wanted to validate the rating scales coefficients we calculated in the previous
experiment.

Experimental Design. Single factor within subjects design. The independent variable
was the rating scale manipulated according to 4 levels: visual metaphor, granularity,
numbering, and presence of a neutral position. The rating scales presented to the sub-
jects were the seven scales of the previous experiment (see Figure[T)). Users were asked
to choose a rating scale, then to rate five courses (appetizer, first dish, second dish, side
dish, desserts) they like using that scale. After that, they had to choose another scale,
and do the same tasks. Scales were presented to the user in a random order, as well as
courses.

Subjects. 32 subjects, 20-69 years old, 15 male and 17 female, skilled Internet users,
recruited according to an availability sampling strategy.

Measures and Material. Users were given written instructions, then they were asked
to connect to I-Cook recommender syste and perform the experimental tasks. Users’
performance was recorded with a screen capture video, they were observed in real time
by the experimenter, and their ratings were registered on a database.

Experimental task. Users were asked to connect to [-Cook, then to register on the web
site. After that they were asked to choose a rating scale, and to rate an appetizer, a first
dish, a second dish, a side dish, a dessert they like using that scale. After that, users
were asked to select another rating scale and perform the same task. User were asked to
use 7 rating scales (see Figure: thumb-up/thumb-down, thumb-up/thumb-down/thumb-
medium, 3-points stars, 5S-points stars, 10-points stars, 03-points slider, 10-points slider)
presented in a random order. At the end they had to fill in a questionnaire, and to answer
a set of questions asked by the experimenter.

Results. We have collected in total 1120 ratings. We calculated mean values for every
user/rating scale, then we correlated values using Pearson correlation (See Figure 2,
second row). The reader should notice that in the previous experiment all values were

' 1-Cook is a recommender system which suggests recipes according to user preferences in-
ferred by the user’s rating behavior. Recipes are described by several features, relating to their
course (appetizer, first dish, second dish, side dish, desserts), nationality (Italian, French, Chi-
nese, Japanese, Spanish), main ingredient (meat, fish, etc), difficulty (easy, medium, hard) and
preparation time (short, medium, long). Moreover, recipes can be characterized as vegetarian
and gluten free. Differently from existing systems, I-Cook allows users to use the rating scale
they prefer (http://brogiroberto.altervista.org/)
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2p.thumb 10-p.slider |5-p.stars 3-p. stars |10-p stars (3-p.thumb (3-p.slider
Mean 1* exp. 0.67 0.59 0.60 0.63 0.60 0.50 0.70
Mean 2™ exp. 0.68, 0.60 0.64 0.70 0.65! 0.70 0.50

Fig. 2. Mean ratings in the two experiments

comparable, since all the users rated the same item with the same rating scale. In this
experiment mean values refer to the average values obtained from all the recipes rated
by users with the same rating scales. So mean values represent the general trend of
ratings obtained by using the same rating scale. The effect of the item to be rated on the
total number of ratings has been neutralized by the high number of well-known recipes
to be rated. We found the following significant correlations, all significant at the 0.01
level:

— 10-points slider and 5-points stars: r=0.579. This correlation was already present
in the previous experiment, but with an higher value. The values expressed with
these two rating scales correlate quite strongly. However, when not correlated,
slider values are lower then star values, as in shown the previous experiment;

— 10-points stars and 5-points stars: r=0.486. This correlation was already present
in the previous experiment, but with an higher value. 10-points stars slightly pro-
mote higher values;

— 10-points stars and 3-points stars: r=0.472. This correlation was not present in the
previous experiment. 3-points stars mean values tend do be higher than 10-points
ones;

— thumb-up/thumb-down/thumb-medium and 3-points stars: r=0.458. This cor-
relation was not present in the previous experiment. Thumbs mean values tend do
be close to the ones in 3-point stars especially when users rate medium/higher val-
ues;

— 5-points stars and 3-points stars: r=0.472. This correlation was not present in the
previous experiment. However, when not correlated, 3-points stars values tend to
be higher than 5-points stars;

More than in the previous experiment we can affirm that these correlations do not
reflect mathematical proportion. To investigate the impact of single scales on ratings,
we have calculated coefficient also for these rating scales. The coefficients we found are
summarized in Table .11 (2™ experiemnt row). Comparing these new values with the
older ones we can make the following considerations. Some trend in the coefficients is
confirmed, but with some are slight different: i) thumb-up/thumb-down promote high
ratings, and the new coeflicient is lower than the old one; ii) 10-points slider promotes
low ratings, and the new value is lower than the old one; iii) 3-points star promotes
higher ratings, and the new value is higher than the old one; iv) 5-points star values
are quite close to the ones expressed with 10-points star values, but in this experiments
they tend to be lower. Some other value shows an opposite trend: i) thumb-up/thumb-
down/thumb-medium new values seem to promote higher ratings, while in the old ex-
periment they promoted low ratings. As noticed above, in this experiment users exploit
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this scale as the 3-stars one, considering its medium value close to the one expressed
by the one of 2-points star; ii) 3-points slider promotes low ratings, while in the pre-
vious experiment promoted higher ones, as also sustained in [2]. This different trend
could partly be explained by experiment design. We have noticed that users, knowing
that they could change the rating scale, prefer giving negative values using the 3-points
slider. Some user thinking-aloud said “I do not like this recipes, I will rate it after with
the slider”.

Regarding the preferences for the rating scales, the most favourite is the 5-point stars
(with 16 preferences), followed by 10-points stars (with 9 preferences). All the other
scales had few preferences (all 2). The worst is thumb-up/thumb-down with only one
preference. This confirms the results of [[13]]. Most of the users (25) claimed that they
appreciate the possibility to choose the rating scale. Two users did not have an opinion
about this, and 5 did not like this opportunity.

We can conclude this analysis with some general insight. In general, we believe that
the coeflicients for capturing the actual personality of rating scales should be learnt
by users’ behaviour with a specific system, and cannot be calculated at priori. How-
ever, concerning the design of recommender interfaces, we notice that, in general, stars
promote high ratings, especially 3-points stars, wherein 2-stars scores are largely used
for items the user likes. Sliders promote low ratings - we can hypothesize that its de-
sign constraints encourage the criticism - and with negative labels are preferred for
expressing negative ratings. Thumbs promotes high ratings, especially when used in
thumb-up/thumb-down version.

5 Conclusions

In this paper we investigated the problem of how a recommender system can properly
deal with values coming from heterogeneous rating scales. We presented two experi-
ments that confirm the idea that a normalization process for mapping preferences ex-
pressed with different rating scales onto a unique system representation should consider
the personality of the rating scale. The main contributions of the paper are the follow-
ing: i) we experimentally confirmed the idea that scales have their own “personality”
and mathematical normalization is not enough, ii) we discovered that the coefficients
for capturing the actual personality of rating scales should be learnt by users’ behavior
with a the specific system, and cannot be calculated at priori.

The benefit is that designers of recommender systems now can be aware of these
issues, and should take them into account in the creation of novel enhanced recom-
menders.

We presented our results in a context of content-based recommender systems. How-
ever, our solution could be applied as well to collaborative filtering systems in order
to compare the rating on an item given by two users using different rating scales. This
could be useful to compute similarity among users, which takes into account the ratings
given by the users on the same items. The coefficients we have proposed could be used
to compensate the variations caused by the use of different rating scales by adjusting
users’ ratings.

Another aspect we should take into account in our future work is the fact that indi-
vidual ratings in some case can simply depend on the evaluated item (i.e., the rating
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on an item is low not for the ratings scale personality or for the user personality, but
because the user does not really like the item itself). Thus, it becomes necessary to con-
sider this aspect, in order not to confuse the effect of the rating scale with the effect of
the evaluated item. For example, if the user uses an optimist scale for voting items she
does not like, her ratings will be higher than using other more pessimistic scales, but
the average could be low, as if the scale were pessimistic. To avoid this, some kind of
semantic description of item is useful, in order to be able to compare the items and see
if the users rate similar objects in a similar way.

Finally, we are planning to experiment the case of rating scale personality at the
individual level, i.e. consider the specific rating behaviour of the individual user. Thus
we will investigate to use machine learning techniques.
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Abstract. Student modeling plays an important role in educational research.
Many techniques have been developed focusing on accurately estimating student
performances. In this paper, using Performance Factors Analysis as our
framework, we examine what components of the model enable us to better
predict, and consequently better understand, student performance. Using transfer
models to predict is very common across different student modeling techniques,
as student proficiencies on those required skills are believed, to a large degree, to
determine student performance. However, we found that problem difficulty is an
even more important predictor than student knowledge of the required skills. In
addition, we found that using student proficiencies across all skills works better
than just using those skills thought relevant by the transfer model. We tested our
proposed models with two transfer models of fine- and coarse-grain sizes; the
results suggest that the improvement is not simply an illusion due to possible
mistakes in associating skills with problems.

Keywords: performance factors analysis, question difficulty, student overall
proficiencies, predicting student performance.

1 Introduction

Many computer-based tutoring systems use student modeling techniques to track
student knowledge and predict student performance or behaviors in order to
individualize instruction, such as supporting mastery learning [1]. A study shows that,
from a ‘most-wanted’ list of specific features, students primarily require an ITS to
provide individualized teaching and learning [2]. In order to promote student feelings
of being tutored in an individualized manner, high predictive accuracy of the applied
student model is important. There have been many efforts focusing on developing
student modeling techniques. The knowledge tracing model (KT) [3] is a generative
model and can be implemented by a Hidden Markov Model [4], which uses student
performance to estimate student knowledge. In addition, there is another group of
models, which are discriminative models, such as Learning Factors Analysis (LFA,
[5]). The LFA model uses three predictors, taking the form of a logistic regression to
predict student performance. A new model, which is a variant of LFA, and is
competitive with knowledge tracing, is the Performance Factors Analysis model
(PFA) [6]. It modifies LFA model to incorporate item difficulty and the effects of
student prior performance.
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Although LFA/PFA and KT differ markedly in their functional forms (HMM vs.
logistic regression), one constant between them is only paying attention to the skills
required to answer the question. That is, they consider only those skills noted in the
transfer model and ignore all other skills (also called knowledge components in this
paper). Specifically, LFA estimates a single parameter capturing the learning rate for
each skill and a parameter representing skill difficulty, while PFA estimates two
parameters to represent the effects of prior successes and prior failures on each skill.

To determine which skills are required in a question, a transfer model maintains the
associations between skills and questions. It is usually created by domain experts, yet
can also be learnt automatically by algorithms [7, 9]. Given that almost all student
modeling techniques use transfer models, it is reasonable to infer that transfer models
are fundamental to student modeling. In this paper, rather than taking the importance
of transfer models for granted, we try to answer a basic question: what components
are important to a student model for better predicting student performance.
Specifically, our goal is to determine whether there are other factors that are equally
as (or even more) important than transfer models.

2 Predictive Factors for Student Modeling

Although the skills required to answer a question are presumably important, two
questions can use the same skills but vary in difficulty; which leads to a natural
question: compared to the predictive power from a transfer model, does question
difficulty deserve equal, or even more attention? This research question motivates us
for the following two reasons. First, to our knowledge, the PFA model using question
difficulty [6] has never been evaluated in terms of the model’s predictive accuracy
[Pavlik, personal communication]. The second reason is originated from our prior
work [8], where we compared the PFA model against KT and found that PFA is
considerably superior to KT with respect to making more accurate predictions on
unseen student’s performances: 0.16 vs. 0.06 in R* and 0.75 vs. 0.66 in AUC (Area
Under the Curve) of the ROC (Receiver Operating Characteristic) curves. In this
study, we are interested in digging deeper to explore the reason for PFA’s superior
performance. We hypothesize that the difference may come from question difficulty,
as although the two models take different modeling forms, from a more general view,
what is the same between PFA and KT is the utilization of the transfer model, while
the major difference is that PFA alone takes question difficulty into account. In this
study, we want to test the hypothesis of whether PFA capturing question difficulty is
responsible for the large gain in accuracy.

In addition to focusing on examining the predictive powers of question difficulty
and transfer models we, from a scientific standpoint, also question the assumption of
using transfer models to predict. The common use of transfer models assumes that
student proficiencies on, and only on, the required skills, as specified by a transfer
model, have impact on solving the question. Note that the assumption only holds
when the following corollary is also true: student performance on the problem is
independent of student proficiencies on non-required skills. However, the corollary
could fail to be true, perhaps due to the possibility that there are relationships between
required skills and non-required skills that are not well captured by the transfer
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model, or perhaps problems involve a broader range of skills than the subject matter
expert believed and encoded in the transfer model. Therefore, it is reasonable for us to
relax the assumption and design a model acknowledging that the probability a student
successfully solves a problem might also depend on his proficiencies on “non-
required” skills. Therefore, we propose a model where student proficiencies on all
skills are considered as possibly relevant for making predictions.

There is another reason for us to incorporate student proficiencies on all skills: in
some student modeling techniques, student ability is viewed as a factor helpful for
producing higher model accuracy. Some models, such as LFA, have incorporated
student ability by estimating a parameter for each individual student based on
examining the student’s overall proficiencies. Recently, [10] proposed an individualized
knowledge tracing model, which enhances the traditional knowledge tracing model by
considering student’s individual difference and leads to higher predictive accuracy than
the classic KT model.

Thus, it appears that considering the student’s individual ability is reasonable to
other researchers. Since student proficiencies across all skills is a reasonable proxy for
student ability, we suspect it will likewise be a useful predictor. In a sense, it is
reasonable to assume that an overall stronger student is more likely to produce a
correct response than a weaker student, even if neither has practiced the skills
required for the problem. Therefore, considering student overall proficiencies as an
indicator of student ability forms the second reason for us to design a model
incorporating student overall proficiencies.

Moreover, it is worth pointing out that there is a thorny problem with the
approaches that utilize an explicit parameter to represent student ability (such as
LFA): in those approaches, a student’s ability is represented as a specific value based
on examining all of the student’s performances, so the value cannot be applied to a
new student. This leads to the model’s lack of ability to adapt to new incoming
students. The model presented by Pardos, et al.[10] solves the problem by using the
new student’s first performance as a piece of evidence to initialize the model.

The requirement of handling new students is not negligible in applications of
intelligent tutoring systems, as findings should generalize to new students. Our model
can accommodate new students as, rather than trying to estimate student ability, it
instead estimates the effects of student proficiencies on all skills. Therefore, it is able
to reuse those estimated effects when making predictions for new students. In this
way, since the student parameter is no longer necessary, the model doesn’t require
peeking into the future at all of the student’s performances.

3 The Models

We used the performance factors analysis as our framework, for the reason that it has
been shown to work well on our data [8], as well as it takes the form of logistic
regression, so it is straightforward to incorporate more (or different) variables.

3.1 Performance Factors Analysis

Performance Factors Analysis (PFA), a new student modeling approach, was
developed by Pavlik et al. [6]. Briefly speaking, PFA takes the form of a logistic



138 Y. Gong and J.E. Beck

regression model for making predictions with student performance as the dependent
variable. PFA reconfigures LFA on its independent variables, by dropping the student
variable and replacing the knowledge component difficulty with the question difficulty
(i.e. one parameter per question). The PFA model can also be viewed as a learning
decomposition [11] model in that it estimates the different effects on performance of
getting a practice opportunity correct or incorrect.

m(i, j, q € questions, s, )= f3 + z (8., +p; ;) (1

jerequired _KCs

As shown in Equation 1, m is the logit representing the accumulated strength of
student i practicing on a series of problems. The model estimates a parameter (f),
representing the difficulty of question ¢, and two parameters (y and p) for each skill j
reflecting the effects of the prior successes and prior failures achieved for that skill.
The terms s, ; and f; ; represent the counts of the prior successful and failed attempts
by student i on skill j. Unlike LFA, the PFA model doesn’t capture student ability.
However, by dropping the student ability term it gains the ability to make predictions
about new students.

The following example illustrates the factors used in the PFA model and how they
are organized. Suppose there are two skills in the data set. Table 1 shows a sequence
of performances, extracted from the middle of the input file. These questions are
answered by a single student and organized in chronological order. In each row, the
counts of prior successes and prior failures, achieved by the student in the past for the
corresponding skills, are shown in the last four columns. Note that in the PFA model,
the counts for a skill are only non-zero when that skill is required in the question.
Consequently, as a correct data format for the PFA model, all the cells with two
numbers separated by a slash should be set to Os (the number preceding the slash), as
the transfer model does not believe performance on that skill impacts performance on
the question. For example, in the second row, even though the student has generated 5
correct and 3 incorrect responses for skill 1 in the past, when the model deals with the
question with ID = 53, since this question requires no ability about skill 1, the student
proficiency on skill 1 is ignored, thus two zeros should be assigned for the number of
prior success and failures (columns 4 and 5). In this way, the model follows the
assumption of using transfer models to predict: student proficiencies on non-required
skills are irrelevant.

3.2 The Overall Proficiencies Model

As we argued in Section 1.2, student proficiencies on all skills, not just on required
skills, could be important in terms of providing more predictive power. Our model is
built based on the assumption that student proficiencies on certain specific skills are
less important than his overall proficiencies. Therefore, we reconfigured the PFA
model’s predictors, keeping question difficulty, yet replacing the student proficiencies
on required skills to those on all skills. We call this new model the overall
proficiencies model. Its formula is shown as follows.

m(i, j, q € questions, s,f):ﬂq+ Z (s, tP 1) 2)

jeALL_KCs
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Table 1. Input data formats of the PFA model and the overall proficiencies model

Question skills correct prior prior prior prior

ID successes failures successes failures
skill 1 skill 1 skill 2 skill 2

1004 1 Yes 4 3 0/10 0/4

53 2 No 0/5 0/3 10 4

5 1,2 Yes 5 3 10 5

214 2 No 0/6 0/3 11 5

The skills taken into account by the model differentiate our proposed model from
the original PFA model (note: the set which skill j is drawn from—all KCs vs.
required KCs). In this new model, student proficiencies on all skills are believed to
have effects on student performance. This modification enables the model to break the
limitations due to the potential failure of the assumption underlying transfer models,
namely that student performance is independent of non-required skills. Furthermore,
it also incorporates student overall ability as a predictor of student performance. In the
example of Table 1, the data format of this model is different from that of the PFA
model in using the underlined values to the right of the “/” in those cells with two
numbers—it considers performance data for all skills.

3.3 A Hybrid Model — The Overall Student Proficiencies Model Emphasizing
the Transfer Model

The original PFA model solely pays attention to the skills in the transfer model, as it
follows the assumption that student proficiencies on non-required skills are not
helpful. The overall proficiencies model takes the opposite approach and makes no
assumption about which skills are more important for a particular problem. Compared
to the well-established models, this model acknowledges the effects of student overall
proficiencies, yet overlooks the importance of transfer models in prediction. Ignoring
the transfer model could be an issue, as empirically almost all existing student
modeling techniques make use of it, suggesting its effectiveness in prediction.
Furthermore, it is reasonable to believe that student proficiencies on those required (at
least according to the transfer model) skills would be more important predictors than
an average skill. Towards this issue, we designed a hybrid model which considers
both student overall proficiencies and his proficiencies on the required skills. The
model is built based on the overall proficiencies model, meanwhile combining the
idea of emphasizing the skills noted in the transfer model.

m(i, j, k, q, s, f):ﬂq+ Z (7jsi,j+pjfi,j)+ Z (7'1( si,k+pyk fzk) (3)
JjEALL_KCs ke required _KCs
As shown in Equation 3, the first part remains the same as the overall proficiencies
model, while the effects of student’s proficiencies on skills in the transfer model are
included in the second part of the equation. The problem with this model is that when
there are a large number of skills, the number of estimated parameters is also very
large. There are two parameters for each skill in the original PFA model (y and p),
while in this hybrid model the number increases to 4 for each skill (y, p, y* and p’).
The first two parameters, ¥ and p captures the effects of practices on a skill, when
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those practices are treated as evidence of student overall proficiencies, while the other
two, vy’ and p’, are corresponding to the effects of student proficiency on the required
skill. Considering that if we add additional 2*n (n=# of skills) columns in the input
data, most cells in a single row would be 0Os, as among n skills, only a small number
of skills are required in a question, to reduce the sparseness we compressed the 2*n
columns to 2*x columns, where x is the maximum number of required skills of a
question across all questions in our data set. For the second part of the model, for each
row, the spaces for non-required skills are removed and all the followings are moved
forward, until the preceding cell has been filled in and corresponding to another
required skill, so that all effective counts are maintained in those 2*x columns.

Table 2 shows the data format under the scenario where there are n skills and at
most a question requires x skills. Due space limitations, we use abbreviations for the
titles: s-s; is short for the number of prior successes of skill 1; the counterpart is f-s;.
Req-s-s; is short for the number of prior successes of the first required skill; while for
failures, the abbreviation is req-f-s1.

Table 2. Input data format of the hybrid model

Question skills correct s-s; f-s; ... s-s, f-s,|req-s-s; req-f-s; ... req-s-s, req-f-s,
ID

1004 1 Yes 4 3 0o 0 |8 7 .. 0 0

53 2 No 0o o0 10 4 |15 24 ... 10 4

5 1,2 Yes 5 3 10 5 15 8 ... 10 5

214 2 No 0 0 11 5 17 8 ... 11 5

Note that for those x columns, the counts in a single column could correspond to
different skills in different rows. For example, suppose in the first row, the values of 8
and 7 in the cells of req-s-s; and req-f-s; are of the skill of Addition; in the second
row, the values in the corresponding cells, 15 and 24 could be the counts of the same,
or any other skill, such as Subtraction, Multiplication, etc. Thus, this model has an
issue where the model parameters of y’ and p’ lose the meanings of the effects of
practices on a specific, named skill, but acquires the interpretation of the effects of
practices on a skill with a specific position (first, second, third, ...).

In order to preserve semantic meaning for a particular position in the table, and
thus have interpretable model parameters, we need some way to order the required
skills. There are several reasonable approaches we can take. If we assume that in a
multiple skill question, all the required skills are equally important in terms of
contributing an accurate prediction of student performance, then we could use a
random ordering. However, in the case where even if multiple skills are required, if
the proficiency on one skill is more important than the others, we could put the more
important skill earlier. In such a model, the first skill is the most important, and
presumably the most difficult, skill required in the question. To determine difficulty,
we could use student initial knowledge of skills, or the grade when the skill is taught,
based on the assumption that an easier skill is taught earlier. We used the latter in this
study; specifically the highest grade-level skill is req-s1, the second highest level skill
is req-s2, etc. Our subject matter expert provided, as part of the domain model, the
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grade level where different skills are typically introduced. Thus, the coefficient for
req-sl is not interpretable in terms of a particular skill, but instead refers to the impact
of the most advanced skill related to the problem.

4 Experiments and Results

We used data from ASSISTments [12], a web-based math tutoring system. The data
are from 445 twelve- through fourteen- year old 8th grade students in urban school
districts of the Northeast United States. They were from four classes. These data
consisted of 113,979 problems completed in ASSISTments during Nov. 2008 to Feb.
2009. Performance records of each student were logged.

It is worth pointing out that the results of this study might be sensitive to the
transfer model we used. Imagine that if the transfer model has many mistakes in
associating skills to questions, it could lead to opportunities for the all skills or hybrid
models being a better classifier than the original PFA model built with student
proficiencies on the skills in the transfer model. Therefore, in order to reduce the
possibility of using a poor transfer model, we used two transfer models with different
grain sizes. The fine-grained transfer model has 104 math skills, including area of
polygons, Venn diagram, division, etc. The other has 31 coarser math skill categories,
such as Data-Analysis-Statistics-Probability: understanding-data-generation-techniques,
Data-Analysis-Statistics-Probability: understanding-data-presentation-techniques, Geometry:
understanding-polygon-geometry, etc. It is much less likely for a problem to be
mistagged in the coarse- than in the fine-grained model since there are fewer possible
skills with which to tag it.

A source of bias could be how affected our data are by the transfer model itself.
For example, if ASSISTments is making pedagogical decisions based on the transfer
model, it could impact how students perform. For this dataset, ASSISTments did not
make use of the transfer model for any adaptation techniques (e.g., no mastery
learning, although this feature has been since added to ASSISTments). For this study,
the only way the transfer model was used was to group questions into problems sets
that contained related questions. The impact of such problem grouping is probably
minimal, as it is also the most common method of assigning math problems to
students both in computer tutors and for school work.

We did a 4-fold cross validation at the level of students, and tested our models on
unseen students. We hold out data at the student level since that results in a more
independent test set. In the next section, we report the comparative results by
providing mean test-set performance across all four folds (all reported results are for
unseen students in the test set). To evaluate the models, we perform paired two-tailed
t-tests using the results from the cross validation with degrees of freedom of N-1,
where N is the number of folds (i.e. df=3, except where noted).

In this study, we focus on the student model’s accuracy in predicting student
performance. Predictive accuracy is the measure of how well the instantiated model
predicts the test data. We used two metrics to examine the model’s predictive
performance on the unseen test data: R* and AUC. R” is a measure of how well a
model performs in terms of accurately predicting values for each test data point,
where the baseline it compares to is a model using the test data mean to predict; O
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indicates that the model has no predictive power once knowing the mean value of the
target to be predicted, and 1 indicates prefect prediction. AUC of ROC curve
evaluates the model’s performance at differentiating students’ positive and negative
responses. An AUC of 0.5 is the baseline, which suggests random prediction: there is
no relationship between the predicted value and the true value.

4.1 Question Difficulty vs. Transfer Model

We examine the predictive power provided by the property of questions: question
difficulty, and the traditionally-believed important factor: student proficiencies on the
skills identified by the transfer model as being necessary to answer the question. We
compare predictive accuracy between the two variants of PFA, one of which is fitted
by only using question identity to capture question difficulty (i.e. it ignores student
performance). The other is fitted by just using the observation counts of prior
successes and prior failures on each skill and ignores all information about question
difficulty. The first model reflects the effect of question difficulty on predicting
student performance, while the second examines the model’s predictive performance
in the case of solely relying on transfer models. The latter is trained and tested using
both the fine-grained and coarse-grained transfer models (the first model makes use of
neither transfer model).

Table 3 shows that, as indicated by the mean values of both metrics, the model
using question difficulty is able to achieve higher predictive accuracy than the models
just using the transfer models with different granularities. Based on the statistical tests
using the results from the cross validation, for the comparison of the model with
question difficulty vs. the one with the fine-grained transfer model, the difference in
R’ is statistically reliable with p<0.05, while p=0.06 for AUC. In the other comparison
concerning the coarse-grained transfer model, the superiority of the model with
question difficulty is reliable, supported by the t-tests of both metrics with p<0.01.
The results suggest that divergent from the traditional belief that transfer models
deliver a large amount of predictive ability to prediction of student performance, at
least on our data sets, question difficulty is a more powerful source.

Table 3. Comparisons between the models with question difficutly and with transfer models

R’ AUC
Question_Difficulty 0.101 0.689
Transfer_Model-Fine 0.076 0.668
Transfer_Model-Coarse 0.061 0.650

4.2 Student Proficiencies on Required Skills vs. Student Overall Proficiencies

We proposed that estimating the effects of student overall proficiencies might
contribute to more accurate predictions. To test that, we compared the proposed
student overall proficiencies model against the original PFA model, which, in order to
predict student performance on a question, only uses the skills in the transfer model.
Table 4 shows the comparative results with the models sorted by predictive
accuracy. For the models using the coarse-grained transfer model, the results in the
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first and the fifth rows, the mean values of the two metrics suggest that the overall
proficiencies model is superior to the PEA model. The t-tests yielded p values for R?
and AUC less than 0.005, indicating that the differences are reliable.

For the models using the fine-grained transfer model, the second and third rows,
the overall proficiencies model seems to outperform the PFA model in both metrics,
but we failed to find any reliable differences between these two models, even though
there is a suggestive trend in the mean values that the proposed model is probably
better than PFA. We have encountered this problem previously [8], as the issue is one
of relatively low statistical power of the t-tests, as we only have four independent
observations (one for each fold of the cross validation).

Table 4. Comparisons between the original and our proposed PFA models

Transfer Overall Grain R? AUC

model proficiencies  Size
PFA-Coarse Yes No Coarse 0.162 0.740
PFA-Fine Yes No Fine 0.167 0.745
Overall proficiencies-Fine No Yes Fine 0.181 0.756
Hybrid-Fine Yes Yes Fine 0.189 0.760
Overall proficiencies -Coarse | No Yes Coarse 0.191 0.762
Hybrid-coarse Yes Yes Coarse 0.194 0.763

Given that the statistical tests might not be sensitive to detect differences due to
small number of observations, increasing the sample size is a cure. We grouped the
measurement values from the models with fine and coarse grain size together. For
instance, for the R? values, the number of observations increased to 8 (4 from each
model). Taking the 8 observations, we were able to conduct paired two-tailed t-tests
(df=7) with a larger sample size. The p values of 0.005 in R* and 0.001 in AUC
suggest that the overall proficiencies model is reliably better.

One interesting pattern in the data is summing the R values of the Question
Difficulty and Transfer Models in Table 3 is approximately equal to the R” of a model
that uses both components (as seen in the second row of Table 4 for the fine-grained
PFA model and the first row for the one using coarse granularity). With the fine-
grained model, 0.101+0.075=0.176 is fairly close to 0.167, while for the coarse-
grained model, 0.101+0.061=0.162 equals to that of the PFA model. This fact
suggests that the variance covered by question difficulty and the variance covered by
the transfer model contain little overlap. In other words, estimating question difficulty
can provide unique coverage of variance in student problem-solving performance.

4.3 A Hybrid Model: Combining Overall Proficiencies and Transfer Models

Our results showed that the overall proficiencies model is reliably more accurate than
the original PFA model. However, the overall proficiencies model treats skills that are
peripherally related to solving the problem as having equal importance as those most
likely to be helpful in solving the problem. Since focusing on relevant skills might be
able to improve model accuracy, we combined the transfer and all proficiencies into a
hybrid model (see Section 3.3).
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We compared the overall proficiencies and the hybrid models, showing the results
in the last four rows of Table 4. For both model granularities and for both performance
metrics, the hybrid model is more accurate on unseen test data. P-values from paired
two-tailed ttests confirmed that the differences are reliable: p=0.043 in R* for the fine-
grained transfer model, while the value of the coarse-grained model is 0.01. P values in
AUC for both comparisons are both less than 0.005.

It is worth noticing that the improvement from incorporating transfer models into
the overall proficiencies model is fairly small, less than 1%. Thus, once the model
knows question difficulty and student overall proficiencies, student proficiencies on
required skills contain little predictive power in terms of modeling student
performance. Therefore, we question whether student proficiencies on required skills
in the transfer models are overrated in the traditional student modeling approaches,
especially considering evidence in Section 3.1, where we showed that using transfer
models alone produced less accuracy than question difficulty alone.

5 Contributions

This paper made several contributions to student modeling.

First, this work determined what knowledge is fundamental to student modeling by
examining the impacts of different sources of power on student model accuracy. Many
components have been believed helpful for more accurately predicting student
performance, and have consequently been incorporated by various student modeling
techniques, such as question difficulty in LFA[S], PFA[6], as well as student overall
proficiency (individual difference) in LFA and an augmented KT model, the prior per
student model[10]. Nevertheless, few studies (e.g. [10]) have explored impacts of those
components, i.e. model accuracy contributed by those factors, even though it is an
important guideline for designing student models. Our study found that question
difficulty is capable of accounting for more variance in our data than the skills labeled
as necessary by the transfer model. More important is that question difficulty’s
predictive power is orthogonal to the variance accounted for by transfer model; thus
they provide unique sources of information. Therefore, we recommend including
question difficulty in student models for higher predictive accuracy. In addition, there
are several existing techniques that have already incorporated notions of student
overall proficiencies, usually also referred as student ability or student individual
difference. This study, by conducting the comparisons between models with and
without a means of considering student overall proficiencies, showed that the
predictive power of student overall proficiencies is better than using the required skills
for the problem.

Second, we proposed a new model on the basis of the PFA model, enabling it to
incorporate student overall proficiencies on skills beyond those in the transfer model
and showed that it reliably raised the student model accuracy. The model’s advantage
is its ability to capture the relationships, if there are any, between the problem and
skills that are not specified by the transfer model as being relevant. Also the model
works under the assumption that student overall proficiency impacts student
performance. Unlike most existing models of student overall proficiency, our model is
able to rapidly use partial data as it becomes available: rather than estimating a
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parameter summarizing the student, instead it estimates the effects of student prior
performances on each skill. Since the model just needs to apply the effects so as to
make the prediction, it is able to work immediately for new students.

Finally, we found that using the transfer model to predict is one of the least useful
sources of predictive accuracy. While transfer models are often treated as a key
component of student models, its importance is not supported by our results. We
showed that both question difficulty and student overall proficiencies are able to
capture more variance of student performance than transfer models. More than that,
using transfer models to predict provides little additional power over using question
difficulty and student overall proficiencies.

6 Future Work and Conclusions

Our study leaves several interesting questions deserving more effort. The overall
proficiencies model works well, but it is uncertain regarding the source of its power.
As we pointed out, there are at least two possible mechanisms explaining why the all
proficiencies model works well. First, the all proficiencies model might be capturing
the underlying structure of skills, where relationships between skills exist, yet are not
captured by the transfer model. Second, the overall proficiency model could be
capturing the overall competence of the student rather than properties of the domain.
It is an important step to determine which, or the relative combination of each, is the
key to the improvement.

It is also interesting to understand what other sources of predictive power are.
The R? values of all of the models are relatively low, but that is where the field is
at the moment; KT and PFA are the established baseline techniques, and although
we certainly wish we had more accurate models, that is an open challenge for
the user modeling community. Finding other factors that are able to account for
student performance variability is a key challenge. One possibility is recent student
performance, based on the assumption that recent performances are more predictive of
the next performance than those that occurred further back in time. Student seriousness
could also be key, as a student performance is not entirely determined by the student’s
ability, or the question’s difficulty, but could be affected by his attitude.

To sum up, this work, based on the Performance Factors Analysis model, examines
the components of student modeling in terms of their abilities to produce higher
model accuracy. Although we need transfer models to build student models, using
transfer models to predict appears to not be very helpful. We showed that question
difficulty is a more important factor. Incorporating student performances on all skills,
rather than those in the transfer model, also substantially benefits the predictions.
Therefore, our results suggested that the effect of student proficiencies on the skills in
the transfer model is overrated, and other factors that influence student performance
should be considered.
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Abstract. The main source of information in most adaptive hyperme-
dia systems are server monitored events such as page visits and link
selections. One drawback of this approach is that pages are treated as
“monolithic” entities, since the system cannot determine what portions
may have drawn the user’s attention. Departing from this model, the
work described here demonstrates that client-side monitoring and inter-
pretation of users’ interactive behavior (such as mouse moves, clicks and
scrolling) allows for detailed and significantly accurate predictions on
what sections of a page have been looked at. More specifically, this pa-
per provides a detailed description of an algorithm developed to predict
which paragraphs of text in a hypertext document have been read, and
to which extent. It also describes the user study, involving eye-tracking
for baseline comparison, that served as the basis for the algorithm.

Keywords: interaction monitoring, modeling algorithm, eye-tracking,
empirical study.

1 Introduction

Server-side data collection is the most common source of information in adaptive
hypermedia systems (AHS). The main drawback of relying solely on request-
based information is that requesting a page is not necessarily equivalent to read-
ing everything that is presented on this page. Therefore, more recent systems
also utilize time between requests [I] and / or semantic information embedded
in the requests to improve on derived assumptions.

Client-side user behavior has long been identified as a potential additional
source of information, but due to technical limitations it was difficult to access.
Early attempts used custom browsers [2] or browser plugins [3] to enable client-
side monitoring. With JavaScript now established as a commonly supported
in-browser technology, more recent systems used this to reliably capture mouse
and keyboard events on the client side. For instance, mouse movements have
been used to identify learning types [4] [5] or as input for a neural network to
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calculate a “level of activity” for a page [3]. Within “The Curious Browser” [6],
Claypool et al. found that the amount of scrolling and the time spent on a page
may be used to identify interests, and that the absence of individual scrolling
actions or mouse clicks helped to identify the least interesting pages.

More recent work by the authors has examined the premise that increased
granularity of information on a user’s client-side activities might help not only
in making inferences on a page as a whole, but also in splitting pages and treat-
ing the resulting fragments separately [7]. A first user study conducted to this
end [8] addressed the question of whether browser events (resulting from user
interaction) are generally suited for differentiating the user’s reading behavior in
distinct parts of a page. In this study, users were asked to read a single news page
including several short articles. Their behavior was recorded with a purposely
developed JavaScript monitoring library. Results showed that some events (espe-
cially clicks and text selections) are well suited to identifying whether the related
text fragment has been read, although the lack of explicit interactions reduces
the accuracy of assumptions. For instance, a selection in a paragraph is a strong
indicator that the paragraph has been read; however, the more common case of
“no selections” provides hardly any information at all. On the other hand, in
some cases it is trivial to determine that something has not been read (e.g., the
user never scrolled to a part of the page), but increasing times of visibility of
text fragments —above the estimated time required for reading— by themselves,
only slightly change the probabilities that something has been read. Using the
amount of time the mouse pointer has hovered over articles was found to give
some additional information on whether some paragraph might have been read.

Following these first encouraging results, we went on to examine whether it
is possible to increase the accuracy of predicting what a user has read while at
a page, by identifying and interpreting specific patterns in the user’s interactive
behavior. A primary objective in this second study has been to perform the
monitoring unobtrusively, allowing the user to behave naturally (in contrast to
approaches that enforce specific user behavior, such as blurring the screen and
highlighting only the area around the mouse pointer, to force the user to “read
with the mouse” [9]). Our overall goal was to find out how the observation of
users’ normal and unencumbered mouse and keyboard behavior could be related
to what users are currently reading. Correlations of mouse and eye positions in
situations with many “required” mouse interactions like web browsing [10] and
within search interfaces [I1] [12] have already been measured. The same is true
for repeated visitation patterns [I3] [14]. Our own results [15] showed a potential
for learning environments as well, and we have been able to prove a number of
hypotheses based on interaction patterns that were then used as a basis for an
algorithm that associates such patterns with the users’ reading behavior.

This paper reports on the aforementioned second study, along with the hy-
potheses tested and the results obtained; the prediction algorithm developed on
the basis of these results; and the performance of the algorithm. The paper is
concluded with a discussion of the algorithm’s strengths and limitations, and an
outlook of our ongoing and forthcoming work in this area.
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2 Method and Experimental Setup

2.1 Hypotheses

As a first step in developing an algorithm for predicting what users read on
a page, we examined a number of hypotheses that attempted to relate specific
interaction patterns with reading behavior. These included (imprecise terms used
are defined in section 23] after discussing the experimental setup):

H1: For pages where users moved their mouse frequently: (a) there is strong
correlation between the positions of the mouse pointer and the users’ gaze;
(b) there is strong correlation between the positions of the mouse pointer
and the users’ gaze, while the users are moving the mouse; (c¢) the paragraph
under the mouse pointer tends to be the same as the one being read; (d)
the paragraph under the mouse pointer tends to be the same as the one
being read, while the users are moving the mouse; and, (e) if the frequent
movement is vertical, the mouse pointer’s position is strongly correlated with
the position of the users’ gaze.

H2: An indicator for the user’s current reading position is: (a) moving the mouse;
(b) clicking on text; and, (c) selecting text.

H3: For users using their mouse frequently, the mouse position may be used to
identify the relative position within the screen (e.g., top, middle, bottom)
they most likely pay attention to (using the mouse position as indicator)

H4: After scrolling up, users are more likely to focus their attention on the items
that became visible and were not visible before.

Hb5: Users scrolling down at small increments, tend to read mostly within a
relative area of the screen (top / center / bottom).

2.2 Experiment Setup

To test these hypotheses, we designed a study that allowed us to compare users’
reading behavior when encountering different types of text, to their interactive
behavior while reading these texts in a browser. Reading behavior was deter-
mined through eye-tracking (described in more detail later), whereas interactive
behavior was recorded through the purposely developed JavaScript library. The
study involved a total of 13 participants (6 male, 7 female) in Ireland. Partic-
ipants were given five tasks to perform, each based on a different type of text
typically encountered online (one main task with seven pages of instructions and
information for a board game, and four additional single-page tasks: a multiple
choice questionnaire on the board game, a set of search results, a health-related
article, and a set of news items). User interaction with the texts, as well as with
all other study-related materials and instructions, was through a browser.

The main task involved the users learning about, and answering questions
regarding, the game of “Go”. The seven different pages comprised text (ca. 7010
words), graphics (11) and pictures (5). A typical page is shown in Fig.[Il Partici-
pants were free to navigate between pages, using the navigation bar or hyperlinks
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Fig. 1. Excerpt of page on basic game rules for the game of “Go”

in the text. In order to motivate participants to read this text carefully, they were
told in advance that they would have to sit a quiz on the content afterwards. Web
pages were presented through the Internet Explorer browser (in “kiosk” mode
with only a minimal set of browser controls visible in a toolbar at the top of the
page). Descriptions of tasks and instructions were also included in web pages.
All material was presented through a TFT screen, running at a resolution of
1280x1024 (1280x996 effective, excluding browser navigation bar). Gaze position
was determined with an SMI RED4 remote eye-tracker. Gaze data, as well as
data about web pages presented, was collected through the so called Experiment
Center Suite software.

2.3 Evaluation of the Hypotheses

In the briefly described first step of our analysis [I5], we tested the hypotheses
to identify interaction patterns suitable for developing an algorithm. In total 112
page requests were recorded, with a page being visited for 2 to 1096 seconds with
a mean of 122 (o = 116s). On average, each user spent 17.54 minutes on the
information on the game of Go. Before proceeding to discuss the results obtained,
we need to more precisely define some of the terms used in the hypotheses.

To start with, several of the hypotheses refer to “mouse moves”’. For this
study we defined a “mouse move” to be any set of changes in the mouse pointer’s
position, preceded and followed by at least one second of idle time. This definition
was derived empirically and subsequently verified on the basis of the collected
data, coupled with direct observation of recorded video of the users’ sessions.
Moves outside the viewing area (e.g., users dragging the scrollbar) were filtered
out. “Frequency” of mouse moves on a per page basis was defined to be the ratio
of time during which the mouse pointer moved, vs. the total time spent on the
page (including idle time); e.g., a frequency of 25% indicates that the pointer
moved for a quarter of the time a page was viewed. With these definitions at
hand, we can now proceed to discuss the findings.
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Table 1. Correlations of pixel positions of mouse cursor and eye gaze, depending on
the frequency of mouse usage

Frequency of Correlation Regression model
mouse moves Teyepsmouse N constant weight sig.
vertical  baseline .250 89739 345.133 .228  .000*
all; weighted by frequency .528 89739 233.106 494 .000*
frequency > 25% .608 39134 211.082  .567 .000*
frequency > 50% .658 21906 173.328 613 .000*
frequency > 75% 746 16360 165.461 666 .000*
horizontal baseline .101 89739 577.499 .75 .000%*
all; weighted by frequency .284 89739 461.427 .248  .000*
frequency > 25% .393 39134 385.193 .386  .000*
frequency > 50% .493 21906 241.912 .604 .000%*
frequency > 75% .560 16360 188.254 727 .000*

H1: Are mouse pointer position and gaze position correlated? Analyzing
across all users and including idle times, we found weak correlations both hori-
zontally and vertically (see baseline in Table[l]). However, these correlations are
too weak to make reliable predictions on what has been read. We thus explored
how predictions may be improved based on the frequency of movements.

H1.a: Is it possible to improve prediction of gaze by considering the frequency
of mouse usage on a page? We found that, the higher the percentage of mouse
movements, the lower the distance between mouse and gaze positions — see Table
[[ Including mouse frequency as a weight (see rows “all” in Table[Ilin comparison
to baseline) raises the correlation significantly. When events are filtered by the
level of frequency of mouse movements (e.g., greater than 25%), the correlation
increases even further. As one might expect, the more restrictive the filter, the
higher the correlation. In accordance with the baseline, the correlations in the
vertical direction are higher than in the horizontal. In summary, predictions of
the gaze position will be more accurate for users who use their mouse frequently
on a page, than for those using the mouse less often.

H1.b: Are Hl.a predictions better while the mouse is in motion? To analyze
this hypothesis, we identified those events where the mouse was actually in
motion. In comparison to the previous model, correlations increase yet again
— see Table 2l In line with the results above, correlations also increase with more
restrictive frequency filters. This suggests that prediction of the gaze position
will be more accurate while the mouse is in motion.

Table 2. Correlations of pixel positions of mouse cursor and eye gaze while the mouse
is being moved, depending on the frequency of mouse usage

Frequency of Correlation Regression model
mouse moves Teyepsmouse N constant weight sig.
vertical baseline .250 89739 345.133 1228 .000*
all; weighted by frequency 752 59857 137.826 723 .000*
frequency > 25% 746 36202 142.850 .725  .000*
frequency > 50% 751 21401 139.159 701  .000*
frequency > 75% e 21270 153.598 .696 .000*
horizontal baseline .101 89739 577.499 .75 .000*
all; weighted by frequency 521 59857 252.650 596  .000*
frequency > 25% 513 36202 265.610 .579 .000*
frequency > 50% .551 21401 202.246  .682 .000*

frequency > 75% .580 21270 170.052 .764 .000*
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Table 3. Frequency of element hovered by mouse matches element currently being
looked at based on frequency of mouse moves — overall and while mouse being moved

Frequency overall filter: while mouse moved
level of Frequency: Standard Frequency: Standard
mouse moves match Deviation match Deviation
0%-25% 21,00% .404 24331 59,00% 493 12555
25%-50% 51,00% .500 9461 60,00% .490 8512
50%-75% 70,00% .458 3478 82,00% .387 3314
75%-100% 72,00% 451 13921  72,00% .449 13844
Total 26,00% 441 51191  65,00% ATT 38225

H1.c: Do gaze and mouse point at the same paragraph on the screen? In
general, the element pointed at with the mouse coincides with the paragraph
looked at in 26% of the cases. When limiting the analysis to cases where people
use the mouse a lot, this rises up to 72% (see Table B]). Again, more restrictive
frequency filters increase the likelihood that the paragraphs are the same.

H1.d: Are Hl.c predictions better while the mouse is in motion? In line
with H1.b results, predicting which paragraph has been looked at is easier when
the mouse is in motion. In particular, for users that do not use the mouse a
lot (frequency level 0% — 25%), prediction increases strongly (compare columns
“overall” and “filter: while mouse moved” in Table [B]).

H1.e: If vertical predictions are better, should we select vertical moves rather
than just frequent moves in any direction? While in all cases the predictions were
better than the baseline and followed the same trends as the previous results
(e.g., in motion better than not in motion), frequency of vertical movements did
not improve prediction over the levels observed for general frequency of mouse
movements (e.g., r = .397 for vertical moves vs. r = .528 for general moves).

H2.a-c: When the mouse is actively used, users are likely to look at the region
the mouse is positioned. The mean distance of mouse and eye position reduces
to less than 50% when users are clicking, selecting text, or when the mouse is
moving (see Tables ll and [). Again, the horizontal correlation is lower than the
vertical. This is in particular true for text selection activities, where users seem
to read left to right, but keep the mouse at one end of the selected text. However,
this improvement of prediction comes at the expense of very limited coverage. In
short, when mouse actions occur, predictions will be good, but clicks, selections
and movements occur only for a fraction of the total observation time.

H3, H4, H5: While we could not establish statistically significant support
for these hypotheses, this may partly be due to the type of task we set. For

Table 4. Mean distances in pixels between mouse cursor and eye gaze for selected
types of interactions

N mean distance Std. Error F Sig

click no 86838 383.9 746 796.5 .000*
yes 2901 163.4 7.77

select no 89706 382.0 746 26.31 .000*
yes 33 136.3 47.8

in move no 29882 404.7 768 7063.5 .000*

yes 59857 222.1 2.033
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Table 5. Regression models for user interactions

event Correlation Regression model
filter 7reye,smouse N constant weight sig.
vertical baseline .250 89739 345.133 .228  .000*
click .873 2901  83.245 .820 .000*
select .986 33 64.388 .826  .000*
in move 672 59857 161.966 .659  .000*
horizontal baseline .101 89739 577.499 .075 .000*
click .808 2901  98.057 774 .000%*
select .494 33 334.191 579 .004*
in move .436 59857 330.684 435  .000*

instance, we observed only a limited number of scrolling-up events (H4) and
very few instances of small increment scrolling (H5). The analysis for relative
areas on the screen (e.g., top, middle, bottom) seems to be invalidated by the fact
that almost everybody gazed at the middle part of the screen for the majority
of time (H3) (see Fig. )); this finding (i.e. users tend to scroll down just for a
few lines while they are reading to keep the currently read item at the center
of the screen), however, is in itself also quite useful in establishing a prediction
algorithm as we see later.

3 From Hypotheses to Algorithm

3.1 General Structure of the Algorithm

Based on the findings outlined in the previous section, an algorithm was de-
veloped to calculate the extent to which paragraphs (or more generally: text
fragments) of a page have been read. The main premise of the algorithm is the
“splitting” of the time spent reading between the items visible at that time.
Therefore each page view is split into “scroll windows”, i.e. the time window
where the visible items and their relative position on the screen remain constant
(identified as the time spans between load, scroll or resize events).

For each such scroll window, the algorithm first calculates the “estimated time
spent reading” (T'g). This is based on the measured “available” duration of the

ms
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Fig. 2. Histogram of vertical eye position within the screen
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scroll window (T4), but also takes into consideration interaction data that may
provide additional information. For instance, if users usually exhibit considerable
mouse activity, and then suddenly stop interacting, it is possible that they have
not been continuously reading. The motivation behind the introduction of Tg is
the derivation of a time measure that potentially more accurately represents the
real time that users spent reading during a scroll window.

To get the time spent reading for each visible fragment (Iﬁé)7 Tg is split
among the visible page fragments by multiplying it with a vector defining the
percentage of time that should be assigned to each fragment. This vector is a
weighted average of a number of normalized distributions of time (m) cre-
ated by different modifier functions (hereforth referred to as “modifiers”), each
focusing on a different aspect, for instance, the number of words in the different
paragraphs, the number of interactions, the relative position of the paragraph
within the screen, etc (see section B2). Each modifier receives as input the in-
teraction data of the scroll window, and provides the following output values:

— wrnT: The internal weight of the modifier, which provides an indication of
the modifier’s relative significance for a given scroll window. For instance, a
modifier based on text selections would return a wynT of zero if no selections
were made during a scroll window, as it can not provide any predictions.

— m: The modifier’s normalized distribution of time over the text fragments
(partially or entirely) visible during the scroll window. The result is a vector
of weights for each such fragment.

— Ty: The modifier’s estimated percentage of the total available time (T'4) the
user spent reading in a scroll window.

— wrrpme: A weight to be used in association with Tv,. Similar to the internal
weight for the time distribution this value is the internal weight for the
estimation on the percentage of time a user spent reading.

Further to the above, each modifier has an “external weight” (wgxr), which
denotes the relative significance of a modifier over others. A modifier based on
text selections for instance provides stronger indicators of reading behavior than
one based on fragment visibility.

Based on the above, Tg is defined as follows:

N
1 WEXT, Ty, -wrivmE,
TE — TA . Zz—l 04

Zf\;ﬁl WEXT; - WT'IME;
where Ny is the total number of modifiers applied. The final algorithm can then
be described as follows:

N ?
. Lt Lt D .
TR — T > it WEXT, - wINT; - T DN,

N
i=1 WEXT; *WINT;

where T'SE is the column vector containing the calculated time spent reading
for each visible text fragment.
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The external weight of the modifiers is the only part of the algorithm that
is not directly derived from user interaction. Our first experiments had already
shown which interactions should get stronger weights (e.g., text selections). Com-
bining these results with the more recent findings (specifically with the identified
strength of the correlation for confirmed hypotheses), allowed us to arrive at a
set of weights that were used to derive the results described in section @l Note
that we do not consider these weights to be final or absolute. We expect that
adjustments may be needed to cater for specific characteristics of the reading
context. Nevertheless, there are two points that merit attention: (a) the derived
weights appear to have only little sensitivity over the type of text being read;
and, (b) even in a “worst case” scenario with all weights set to 1 (equivalent to
no knowledge of the expressiveness of different interaction patterns) the algo-
rithm still classified 73.3% of the paragraphs correctly (92.9% with a maximum
error of 1 level); please refer to Section [ for a discussion of these percentages.

3.2 The Weight Modifiers

Currently there are six implemented modifiers focusing on different aspects of
the interaction data. Due to lack of space we provide here only a brief outline of
each modifier, along with its base hypotheses and external weight:

Mgeiect: This modifier is based on text tracing, i.e., selecting portions of text
while reading [16], which is a strong indicator of current reading. In all our
experiments it was both the strongest indicator, but also the least frequent type
of interaction. (H2.c, wgxr = 150)

Meiick: Based on mouse clicks, which, like text selections, are a strong indi-
cator of current reading. If users click on fragments / paragraphs, this modifier
splits the available time among them. (H2.b, wgxr = 70)

M prove: Based on the users’ tendency to move their mouse while reading. This
modifier sets weights according to the time the mouse cursor has been moved
above a fragment. The more users tend to move their mouse, the stronger the
weight of this modifier. (H1.a-d and particular Hl.c-d, wgxr = 45)

M pfousePositions: Eoven if the mouse is not moved the position of the cursor may
be used to identify the area of interest. This modifier considers the placement
of the mouse over a fragment, as well as its placement in at a position that falls
within the vertical constraints of the fragment (e.g., in the white-space area next
to the text). (Hl.e, wgxr = 45)

Mgereenareas: Even if there are only few interactions we may make further
assumptions on what has been read. Most people prefer to read in the center of
the screen, so if the page is long enough that a user could scroll up or down (the
first and last paragraphs of a page definitely have to be read while on top/bottom
of the screen), this modifier puts its weight on the centered 80% of the page.
A more fine-grained distribution over different parts of the screen or additional
knowledge on the user’s preferred reading area might improve a future version
of this modifier. (adjusted H3 as per Fig. 2l wgxr = 5)

My isivitity: The simplest modifier, this one just splits the time among all
visible paragraphs based on the number of words they contain. (wgxr = 1)
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Table 6. Classification distance of para- Table 7. Classification distance of para-

graphs in the Go course graphs in Questions page
Dist. # Par. % Cumulative % Dist. # Par. % Cumulative %
0 746 78.7% 78.7% 0 41 85.4% 85.4%
1 143 15.1% 93.8% 1 3 6.3% 91.7%
2 47 5.0% 98.7% 2 2 4.2% 95.8%
3 12 1.3% 100.0% 3 2 4.2% 100.0%
Total 948 100.0% Total 48 100.0%

Table 8. Classification of paragraphs split by the actual reading level (L0-3) — context:
Go course

L0 # Par. % Ll # Par. % L2 # Par. % L3 # Par. %

Lo 596 89.1% LO 23 26.7% LO 7 8.0% LO 0 0%

L1 46 6.9% L1 34 39.5% L1 15 17.2% L1 14 13.2%

L2 15 2.2% L2 18 20.9% L2 43 49.4% L2 19 17.9%

L3 12 1.8% L3 11 12.8% L3 22 25.3% L3 73 68.9%

Total 669 100.0% Total 86 100.0% Total 87 100.0% Total 106 100.0%
4 Results

In order to evaluate our algorithm we measured the reading speed of each user
(rate of words per minute). We used that rate, along with the number of words
in each paragraph, to estimate the time the user would require for reading it
(Tp,.,). We then used that in conjunction with the time the user spent on the
paragraph, as per the algorithm’s predictions (7},,.,), to define four “levels” of
reading for paragraphs:

— level 0
— level 1
— level 2
— level 3

paragraph skipped): Tp,,., < 0.3- T,

paragraph glanced at): 0.3 -1, < Ty, ., <0.7-T,
paragraph read): 0.7 - T}, < T, <13-T,.,
paragraph read thoroughly): 1.3 - T}, . < T) .,

req

Ppred

NN N N

The user’s fixations have been used to calculate the baseline reading level
our algorithm should be compared against. Table [l shows the absolute distances
between the calculated reading level and the baseline from the eye tracking data.
In 78.7% of all cases the algorithm was able to classify the paragraph correctly.
However, not only the exact matches, but also the difference between the baseline
category and the level selected is important. In 93.8% of all cases this distance
is only 0 or 1.

Table 8 shows in more detail how paragraphs of each level have been catego-
rized by the algorithm. The highest precision was reached for paragraphs that
have been skipped or read thoroughly. However, even for the intermediate levels
the algorithm classified most paragraphs correctly.

The focus of our experiment was to test the algorithm in the context of read-
ing learning materials. Nevertheless, it is worth noting that the algorithm per-
forms comparably well in the other contexts tested. For example, on pages where
users answered questions (a task that inherently requires more interaction), the
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algorithm performed even better than in the case of the Go course (see Table[T]).
However, we concentrate on the learning scenario where it is more difficult to
get valid information due to reduced requirements for interaction.

5 Conclusions and Ongoing Work

This paper has demonstrated that it is possible to predict, with satisfactory
precision, the users’ reading behavior on the basis of client-side interaction. In
our experiments, users visited all pages of provided hypertext material. A tra-
ditional AHS might, thus, assume everything has been read. In contrast, using
the proposed approach, we were able to determine that 70% of the paragraphs
were not read, and users focused on certain paragraphs instead of reading entire
pages. Our experiment has shown that the algorithm, using mouse and keyboard
events, can correctly identify a paragraph’s “reading level” in 78.7% of all cases
(and in 93.8% of the cases calculate the correct level £1).

The algorithm, in its current form, has weaknesses that need to be addressed.
To start with, it is geared towards pages that contain one main column of text.
While this may be typical for learning content, enhancements are required be-
fore the algorithm can satisfactorily handle multi-column page content. A related
question is how well the algorithm might perform in mobile settings, with dif-
ferent screen factors (and, therefore, different amounts of text visible at a time)
and potentially different interaction patterns (brought forth by the screen factor,
or by alternative input techniques available). Another area that requires further
work is the establishment of the effects of external modifier weights in different
reading contexts (e.g., with less text visible at a time, the visible part of a page
may be a stronger indicator on what is currently being read).

Among the strengths of this algorithm is its extensibility. For example, addi-
tional input devices may be easily integrated through client-side “drivers” and
the introduction of corresponding modifiers (e.g. a webcam, eye tracking, etc.).
The same is true for interaction patterns that may be established as evidence
for reading behavior in the future.

Further to the above, and specifically in the domain of learning, we intend
to test the effects of having access to predictions of reading behavior on learner
models and their use in adaptive educational hypermedia systems. Our next
experiment will use the presented algorithm to make predictions on which ques-
tions relating to course content a learner is likely to be able to answer, based on
what that learner has (been predicted to have) read from that content.

Finally, as soon as the algorithm has matured and been shown to be of general
applicability, we intend to make the implementation (along with the accompa-
nying JavaScript library for monitoring) publicly available.
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Abstract. Competence management systems are increasingly based on
ontologies representing competences within a certain domain. Most of
these systems represent a user’s competence profile by means of an onto-
logical structure. Such semantic competence profiles, often structured as
a hierarchy of competences, are difficult to navigate for self-assessment
purposes. The more competences a user profile holds, the more challeng-
ing the comprehensive presentation of profile data is. In this paper, we
present an integrated user interface that supports users during compe-
tence self-assessment and facilitates a clear presentation of their semantic
competence profiles. For evaluation, we conducted a usability study with
19 students at university. The results show that users were mostly sat-
isfied with the usability of the interface that also represents a promising
approach for efficient competence self-assessment.

Keywords: User Interface, User Profile, Semantic Competence Profile,
Profile Editing, Ontology.

1 Introduction

Today, competence management systems (CMSs) play an important role in cor-
porate efforts to ensure the achievement of strategic goals and thus gain sus-
tainable competitive advantage. The major task of a CMS is the provision of
information describing an individual’s competences. This information is used to
support tasks like expert finding or workforce planning [§]. A user’s competence
information is also used for personalization. For instance, in learning manage-
ment, recommendations for future learning activities are personalized based on
a user’s competences.

In recent years, CMSs adopted competence ontologies for the representation
of competences [4] [I8]. Such an ontology consists of competence concepts and
the relations between them. Liao et al. [I2] use competence ontologies to em-
power a knowledge-based system to effectively find individuals to accomplish a
certain business task. Individuals are represented with competence profiles that
contain sets of instances from the underlying competence ontology. Since com-
petences are hierarchically structured, the representation with ontologies seems
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very suitable. Due to the relations between competences, it is possible to in-
fer additional knowledge about competences. For instance, Sieg et al. [16] use
additional knowledge gained from ontological reasoning to improve web search
personalization. In the following, we address a competence profile based on a
competence ontology as a semantic competence profile.

To gain user acceptance for a CMS, it is necessary to leave the ultimate
control of profiles to the users [13]. Even though competences may be derived
implicitly, the users should be able to maintain them. A review of CMSs [§]
reports that employees are increasingly supplied with self-service portals to self-
assess competences.

Besides competence management, Bull and Kay [3] describe a similar trend
in opening profiles to users in the field of intelligent tutoring systems. Giving
learners greater control over their learner models may aid learning by supporting
the reflection of competences and the planning of future educational activities.
There is a need for tools allowing individuals to maintain their competence
profiles.

Competence ontologies are mostly very large in both breath and depth. The
navigation through such ontologies as well as the presentation of semantic com-
petence profiles are major challenges in the design of user interfaces [o] [I]. As for
navigation, a conventional tree view of concepts is very cumbersome to handle.
A user starts at the top of the tree and navigates to the bottom of it. If this
navigation leads to a path the user is not interested in, the user must go back
all the way to the starting point. Regarding the presentation of a competence
profile, users may quickly lose their sense of the big picture as more concepts are
available in their profile. In this paper, we address the following two questions
in order to make competence self-assessment easier:

1. How can we support a user in navigating a competence ontology, selecting
concepts and assigning values to these concepts?
2. How can we achieve a useful competence profile presentation for the users?

In answering these questions, we propose a novel user interface that consists of
(1) a navigation and (2) a presentation component. The navigation component
helps users to easily select concepts from a competence ontology, to assign them a
competence score and finally to store the competence profile to the database. The
presentation component aims to provide a comprehensive view of competences
as well as several options to adapt this view to personal preferences.

Regarding the research method, we adhere to the constructive approach and
started out with developing a prototype by means of an iterative design pro-
cess. We compiled various user interface elements from literature and reviewed
their usability. For evaluation, we set up a usability study with 19 master stu-
dents enrolled in a computer science program at university. Within a tutorial on
knowledge management, students were asked to assess their competences in the
field of internet technologies by using the proposed interface. We focused mainly
on the level of user satisfaction by means of a quantitative feedback. However,
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there was room for qualitative feedback as well. We logged all user interactions in
order to interpret user behavior and analyze problems that might occur during
user testing.

This research is part of a larger project that visions a system which recom-
mends courses to students based on their competence profile. Students may also
benefit from finding other students with the same interests for building learner
groups. The integration of this system with the university’s career platform may
bring further value for both students and potential employers.

The remainder of this paper is organized as follows. The next section discusses
related work concerning ontology navigation and approaches how to present
profile data. Section [ describes the components that build up the prototype
system and introduce the structure of the competence ontology. In Section @l
and [B we propose the integrated user interface for competence self-assessment.
The setup of the usability study as well as the results are presented in Section
[6l We conclude in Section [[l and come up with ideas for future work.

2 Related Work

A survey regarding ontology visualization shows that ontologies are predomi-
nantly structured as hierarchies [I1]. However, in many domains ontologies tend
to be quite large and complex, which makes them difficult to explore and present
[17].

The Visual Information Seeking Mantra tackles the problem of representing
large data in three steps including overview first, then zoom and filter and show
details-on-demand [I5]. When dealing with large unknown data, the concept of
Information Scents [14] and its application in the form of scented widgets [19]
improves traditional user interface elements. Information scents provide users
with more context and help them to accomplish tasks more efficent. Crowder et
al. [0] make use of content dependent filtering, an autocompletion text box and
partial segments using drop-down lists for ontology navigation.

With regards to the cognitive support for ontology navigation, d’Entremont
and Storey [6] suggest principles to provide overview and context, reduce the
complexity, indicate points of interest and support incremental exploration. They
further introduce a plugin for the ontology editor Protégé using these principles
in providing Visual Orientation Cues for user relevant content. The user in-
terface Jambalaya [I7], also based on Protégé, employs the concept of nested
interchangeable views to allow a user to explore multiple perspectives of infor-
mation at different levels of abstraction.

Based on the reviewed principles, Bakalov et al. [I] present a rich-interaction
interface enabling users to inspect and alter their user profiles. The interface pro-
vides an overview of terms representing user interests, allows for zooming/filtering
and displays additional term information like a term’s relationship with other
terms.

To the best of our knowledge, none of the reviewed approaches support an
ontology navigation that allows users to reflect and compare values between
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Fig. 1. System architecture and competence ontology

several ontology concepts. They also do not facilitate a clear procedure to assign
values to ontology concepts.

3 System Architecture

Figure[llshows the architecture of our prototypical implementation that is based
on a three-tier model commonly used for web applications. We iteratively de-
veloped the user interface elements into more advanced ones for ontology nav-
igation, competence self-assessment and competence profile presentation. For
navigation, competence concepts are retrieved from the ontology on demand.
The competence ontology may grow without affecting the interface’s perfor-
mance. For this retrieval task, AJAX-methods effectively decrease user waiting
time and thus increase efficiency. Once users assign competences to their pro-
files, the whole profile is transferred to the server for data storage. Dorn and
Hochmeister [7] introduce a competence ontology as the foundation for their
competence mining approach. We use this ontology as a starting point for the
ontology design. The ontology represents competence concepts within the do-
main of internet technologies structured in a hierarchical order. The more gen-
eral/specific a competence concept is, the higher/lower its place in the hierarchy
is. In order to support the assessment of competences, ontology concepts are
enhances with a property that holds a value reflecting the expertise level of a
competence.

The right side of Figure [Il depicts a snippet of the final competence ontology.
An ontology instance describes a user who is competent in one or more topics,
each with a certain level of expertise. Our ontology design adheres to the overlay
model presented by Brusilovsky and Millan [2], where a user’s knowledge is
represented as a subset of a domain model. After modification, the competence
ontology holds 422 competences and 224 synonyms. The synonyms are used for
the autocompletion feature that supports ontology navigation as described in
the next section.
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4 Navigation Component

In this section, we assemble the elements that allow users (1) to navigate through
the competence ontology in order to find a desired competence concept and (2)
to assign a value to a selected competence representing the user’s expertise level.

4.1 Versatile Ontology Navigation

Crowder et al. [5] present autocompletion text boxes and interconnected drop-
down lists as means for ontology navigation. We take these user interface ele-
ments as a starting point for our work.

Once a user enters a word in the autocompletion text box, the underlying
ontology is queried for concepts that match the user’s input at best. The query
string will be enhanced with wildcards and the returned result set is further
expanded with its concepts children [5]. The resulting list is directly displayed
below the text box. We extended the result list with competence values assigned
by the user. The left side of Figure [2] shows an example of the autocompletion
text box. Eventually, the user selects the desired competence from the list and is
able to modify its value. Conventional drop-down lists show all concepts avail-
able. This is cumbersome for navigation purpose since they do not maintain
the overview of hierarchy. To solve this, interconnected drop-down lists limit the

1a: Ontology navigation using autocompletion 1b: Ontology navigation using drop-down lists
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Fig. 2. Two ways of competence selection leading to value assignment
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number of elements to the number of hierarchy levels. When a user selects a com-
petence from the list, another drop-down list will pop up including all concepts
from the selected competence above as illustrated on the right side of Figure 2
Selecting the option choose... causes the lower drop-down lists to disappear.

In order to offer the user a versatile ontology navigation, we combine the au-
tocompletion text box with interconnected drop-down lists. According to Ernst
et al. [9], a top-down approach especially helps users unfamiliar with the on-
tology. On the other hand, advanced users might directly dig into the ontology
by selecting a particular concept they assume or even know to exist. Using the
combined approach, users can choose their preferred way to explore the ontology.
The system starts with a drop-down list of top level ontology concepts shown in
Figure 2l The autocompletion text box may be activated by choosing the item
autocomplete... in the drop-down list, which is then replaced by an autocom-
pletion text box. The drop-down list can be restored by double-clicking on the
autocompletion text box. After selecting a competence in the autocompletion
text box, the navigation component switches back to the interconnected drop-
down lists providing a competence’s full path to the root of the hierarchy. The
user interface presents the current value of the selected competence as shown in
the bottom part of Figure Pl For the presentation and modification of compe-
tence values, we utilize a graphical element called bullet graph introduced in the
next section.

4.2 Assigning Values to Competences

During self-assessment, users assign numeric values between 0 and 100 points
to selected competences. To illustrate this task, we introduce an interface ele-
ment that is based on bullet graphs [10]. Originally, a bullet graph consists of a
content box, which represents a qualitative scale, a quantitative scale and a bar
illustrating a value. Additionally, a cross bar may indicate a comparative value
to qualify the value shown by the bar element.

A bullet graph is usually not intended to be interactive. Thus, we build up
an interactive bullet graph using widget elements that allows users to drag the
value bar to a desired level of expertise. Furthermore, we add labels to describe
the fields of the qualitative scale. The comparative value can be used for differ-
ent purposes, for instance, to represent supervisors’ opinions about the expertise
level of their employees. Figure [3l shows the bullet graph including our modifi-
cations.

5 Presentation Component

To display a user’s competence profile, we introduce a table including compe-
tences, their values and the relation amongst them. Since our ontology represents
only hierarchical relations, we make use of an hierarchical approach for profile
presentation using a HTML table element as a base. Figure @ illustrates the pre-
sentation of a user’s competence profile. We proceed by incorporating the ideas
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of the visual information seeking mantra by Shneiderman [I5] as well as infor-
mation scented widgets [19]. We also consider the principles of cognitive support
for ontology navigation by means of visual cues [6]. By using hierarchical visual
cues, we adapt the intensity of background color in each table row according to
how deep a concept is located in the ontology. A tooltip at the left border of
each row shows the path in the ontology leading to the concept in reverse order.
For the same purpose, we indent the competence labels. In order to distinguish
two succeeding items on the same level but with different top levels, we separate
the respective two rows with a thicker grey line. Competence values are repre-
sented by circled numbers. When moving the mouse over a competence value,
a graphical tooltip visualizes how the value changed over time by means of a
filled line chart. The last column of the profile table shows the date of the last
modification together with a bar chart representing the time passed since the
last update. Users can personalize their competence profile table with filtering
and sorting options. A filter text box allows users to filter competences towards
a string in a concept’s full path represented by this row. The users can also sort
each column to their personal preferences.

The components for navigation and presentation are displayed within the
same view. This means, the user can search for competences, assign competence
values and refer to the competence profile at the same time. The functionalities
of both components are linked together as well. A click on the profile table causes
the navigation component to refresh and to show the selected competence.
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6 Evaluation

In order to evaluate usefulness and usability of the proposed user interface, we
conducted a usability study with students at university. When referring to usabil-
ity, we measure user satisfaction and investigate how efficient users may perform
competence self-assessment using the interface. The study had a duration of 22
days and took place in a knowledge management course at university. 19 master
students of computer science participated in the study. In order to ensure easy
access to the user interface, we published the service on the web. The students
were free to access the user interface as often and as long as they wanted.

We asked the students to self-assess their competences by navigating through
the competence ontology, selecting desired competences and assign values to
these competences. We provided a short user guide describing the main features
of the interface, but did not recommend strategies on how to use it.

At the end of the study, the students had to fill out a questionnaire that
primarily focused on the measurement of usefulness and user satisfaction. By
means of the users’ feedbacks we aimed to interpret the following questions.

1. How satisfied are users with navigating the competence ontology and the
selection of competences?

2. How useful is the presentation of self-assessments based on bullet graphs
that show values on two different scales?

3. How useful is the presentation of a user’s profile based on the profile table
that displays competence values as well as the relations amongst compe-
tences?

4. How useful are the sorting and filter functions to adapt a user’s competence
profile?

Students were also asked to give their opinion about likes and dislikes of the
user interface. The interpretation of these feedbacks may reveal further details
on how the navigation and presentation of competences can be improved.

6.1 Results and Findings

During the study, users self-assessed 1267 competences. Figure Bl shows the re-
sults regarding the quantitative part of the questionnaire. A significant majority
was mostly satisfied with the interface for ontology navigation and perceived the
bullet graph as useful to specify a competence’s expertise level. As for the com-
petence profile table, the users were predominantly convinced of its usefulness
and have used the sorting and filtering functions to adapt the profile table to
their preferences. The user opinions mainly confirm the results shown in Figure
Bl Some said that the visual navigation cues in the profile table were not clear to
them. Others appreciated the extensive use of AJAX for navigation and profile
presentation.

Figure[]illustrates the users’ competence self-assessments on a timelime. We
aggregated the data in time clusters to better show the total number of assessed
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competences. The size of the dots in Figure represents the number of com-
petences related to a certain expertise level. Figure [6al shows that users did not
use minimum or maximum values for self-assessment. We expected that users
would not assign minimum values since they were not asked to declare compe-
tences they do not possess. As for the maximum values, Figure [6al confirms the
well-known phenomenon that experts seldom assign maximum expertise scores
to themselves. It is assumed, experts know better than less competent people
that there might be something they do not know.

Figure [Bal as well as Figure [6h] show that the number of assessed competences
increases over the course of the study. Is this evidence strong enough to prove
the interface to be an efficient support for self-assessment?
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We could interpret the rise of competence assessments as an indication that
the more competences are assessed by users, the faster the self-assessments were
performed. This interpretation may be supported by the fact that only one task
was given to the users at the beginning of the study. From this point on, the
users were free to undertake self-assessment in the given time period and were
not asked for further tasks.

We can rule out the possible bias that students assessed more competences
in favor of getting better marks since students were not required to finish the
task with a profile holding a certain number of competences. There certainly is
a shortcoming in our study design. Students might have been curious in the first
place about how the interface is built up and just started to try it out. While
attending other courses students may stick to a plan on when to accomplish
tasks for particular courses. This plan could lead to a larger workload in the end
of some courses assuming that all courses started at the same time. This might
have biased our results. Another limitation of this study is that its participants
are to some extent familiar with the domain and the notion of ontologies. We
plan to conduct the next user study with students from different study programs
to possibly gain more reliable results.

Assuming that these biases did not remarkably affect the results, we could
interpret that the proposed user interface helps to maintain the overview of
competences since this would definitely be a challenge the more competences
are assessed. However, for the current stage of our research, it is not totally
clear if the interface can be proved as efficient support for self-assessment. We
have to consider this issue for a future user study.

7 Conclusion and Future Work

Based on the problem that large competence ontologies are difficult to navigate
for self-assessment, we propose an integrated user interface that allows users to
easily find competences by various navigation options. In order to assign val-
ues to competences, we make use of bullet graphs, which offer a quantitative as
well as a qualitative scale to qualify competence scores. We further introduce
a competence profile table to display assessed competences and their relations
to adjacent competences. The proposed components for navigating and present-
ing competence profiles are functionally linked together, which allows users to
approach competence self-assessment in various ways.

We conducted a usability study with 19 master students enrolled in a com-
puter science program. The results show that the users were mostly satisfied
with navigating the competence ontology. They perceived the bullet graph for
competence assessment as useful and were satisfied with the presentation of
competences and its options to adapt it to personal preferences.

We could not fully prove if the proposed user interface provides efficient com-
petence self-assessment. Efficient means that the interface speeds up the pro-
cess of self-assessment. Probable biases affecting the results may have been too
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dominant for a solid claim. However, the results are promising under certain
assumptions and motivate the further investigation of proper evaluation methods
to measure efficiency.

Regarding future work, we will evaluate the use of a score propagation mech-
anism to recommend values for competences not scored yet based on compe-
tences already assessed by the user. This may increase the efficiency of the
self-assessment, procedure. Introducing tool tips, little information chunks dis-
played on mouseover, may provide a more detailed competence description on
demand. This was an argued desire from some of the participants. Another idea
considers the use of a query language applied in the autocompletion text box.
For instance, a user could query ::recommended competences gained from score
propagation mentioned before.

Acknowledgments. This research is part of the project SeCoMine, which cal-
culates users’ competence scores based on their contributions and social inter-
actions in online communities. SeCoMine is fully funded by the Osterreichische
Forschungsforderungsgesellschaft mbH (FFG) under the grant number 826459.

References

1. Bakalov, F., Konig-Ries, B., Nauerz, A., Welsch, M.: Introspectiveviews: An in-
terface for scrutinizing semantic user models. User Modeling, Adaptation, and
Personalization, 219-230 (2010)

2. Brusilovsky, P., Millan, E.: User models for adaptive hypermedia and adaptive
educational systems. The Adaptive Web, 3-53 (2007)

3. Bull, S., Kay, J.: Open learner models. Advances in Intelligent Tutoring Systems,
301-322 (2010)

4. Colucci, S., Di Noia, T., Di Sciascio, E., Donini, F., Ragone, A.: Measuring core
competencies in a clustered network of knowledge. In: Knowledge Management:
Innovation, Technology and Cultures: Proceedings of the 2007 International Con-
ference on Knowledge Management, Vienna, Austria, August 27-28, p. 279. World
Scientific Pub. Co. Inc., Singapore (2007)

5. Crowder, R., Wilson, M.L., Fowler, D., Shadbolt, N., Wills, G., Wong, S.: Naviga-
tion over a large ontology for industrial web applications. In: International Design
Engineering Technical Conferences and Computers and Information in Engineering
Conference. DETC2009-86544 (2009), http://eprints.ecs.soton.ac.uk/17918/

6. d’Entremont, T., Storey, M.A.: Using a degree of interest model to facilitate on-
tology navigation. In: IEEE Symposium on Visual Languages and Human-Centric
Computing, VL/HCC 2009, pp. 127-131 (2009)

7. Dorn, J., Hochmeister, M.: Techscreen: Mining competencies in social software. In:
The 3rd International Conference on Knowledge Generation, Communication and
Management, Orlando, FLA, pp. 115-126 (2009)

8. Draganidis, F., Mentzas, G.: Competency based management: a review of sys-
tems and approaches. Information Management & Computer Security 14(1), 51-64
(2006)

9. Ernst, N.; Storey, M., Allen, P.: Cognitive support for ontology modeling. Interna-
tional Journal of Human-Computer Studies 62(5), 553-577 (2005)


http://eprints.ecs.soton.ac.uk/17918/

170

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

M. Hochmeister and J. Daxbock

Few, S.: Information dashboard design: the effective visual communication of data.
O’Reilly Media, Inc., Sebastopol (2006)

Katifori, A., Halatsis, C., Lepouras, G., Vassilakis, C., Giannopoulou, E.: Ontology
visualization methods—a survey. ACM Computing Surveys 39(4), 10 (2007)

Liao, M., Hinkelmann, K., Abecker, A., Sintek, M.: A competence knowledge base
system as part of the organizational memory. In: Puppe, F. (ed.) XPS 1999. LNCS
(LNAI), vol. 1570, pp. 125-137. Springer, Heidelberg (1999)

Lindgren, R., Henfridsson, O., Schultze, U.: Design principles for competence man-
agement systems: a synthesis of an action research study. MIS Quarterly 28(3),
435-472 (2004)

Pirolli, P.: Information foraging theory: Adaptive interaction with information.
Oxford University Press, USA (2007)

Shneiderman, B.: The eyes have it: A task by data type taxonomy for information
visualizations. In: Proceedings of the IEEE Symposium on Visual Languages, 1996,
pp. 336-343. IEEE, Los Alamitos (2002)

Sieg, A., Mobasher, B., Burke, R.: Web search personalization with ontological
user profiles. In: Proceedings of the Sixteenth ACM Conference on Conference on
Information and Knowledge Management, pp. 525-534. ACM, New York (2007)
Storey, M., Musen, M., Silva, J., Best, C., Ernst, N., Fergerson, R., Noy, N.: Jam-
balaya: Interactive visualization to enhance ontology authoring and knowledge ac-
quisition in protégé. In: Workshop on Interactive Tools for Knowledge Capture
(K-CAP 2001), Citeseer (2001)

Tarasov, V., Sandkuhl, K., Henoch, B.: Using ontologies for representation of indi-
vidual and enterprise competence models. In: 2006 International Conference on
Research, Innovation and Vision for the Future, Ho Chi Minh City, Vietnam,
February 12-16. IEEE Operations Center, Piscataway (2006)

Willett, W., Heer, J., Agrawala, M.: Scented widgets: Improving navigation cues
with embedded visualizations. IEEE Transactions on Visualization and Computer
Graphics, 1129-1136 (2007)



Open Social Student Modeling: Visualizing Student
Models with Parallel IntrospectiveViews

I-Han Hsiaol, Fedor Bakalovz, Peter Brusilovskyl, and Birgitta KC)nig.;—Ries2

! School of Information Sciences, University of Pittsburgh. 135 N. Bellefield Ave.,
Pittsburgh, PA 15260, USA
% Institute for Computer Science, University of Jena,
Ernst-Abbe-Platz 2, 07743 Jena, Germany
{ihh4,peterbl}@pitt.edu;
{fedor.bakalov,birgitta.koenig-ries}@uni-jena.de

Abstract. This paper explores a social extension of open student modeling that
we call open social student modeling. We present a specific implementation of
this approach that uses parallel IntrospectiveViews to visualize models
representing student progress with QuizJET parameterized self-assessment
questions for Java programming. The interface allows visualizing not only the
student’s own model, but also displaying parallel views on the models of their
peers and the cumulative model of the entire class or group. The system was
evaluated in a semester-long classroom study. While the use of the system was
non-mandatory, the parallel IntrospectiveViews interface caused an increase in
all of the usage parameters in comparison to a regular portal-based access,
which allowed the student to achieve a higher success rate in answering the
questions. The collected data offer some evidence that a combination of
traditional personali