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Preface

This volume contains the papers presented at the 25th Annual WG 11.3 Confer-
ence on Data and Applications Security and Privacy held in Richmond, Virginia,
USA, July 11-13, 2011. This year’s conference celebrated its 25th anniversary
and presented the IFIP WG11.3 Outstanding Service Award and IFTP WG11.3
Outstanding Research Contribution Award for significant service contributions
and outstanding research contributions, respectively, to the field of data and
applications security and privacy.

The program of this year’s conference consisted of 14 full papers and 9 short
papers, which were selected from 37 submissions after rigorous review and in-
tensive discussion by the Program Committee members and external reviewers.
Each submission was reviewed by at least 3, and on average 3.9, Program Com-
mittee members or external reviewers. The topics of these papers include access
control, privacy-preserving data applications, query and data privacy, authenti-
cation and secret sharing. The program also includes four invited papers.

The success of this conference was a result of the efforts of many people. 1
would like to thank the Organizing Committee members, including Peng Liu
(General Chair), Meng Yu (General Co-chair), Adam J. Lee (Publicity Chair),
Qijun Gu (Web Chair), Wanyu Zang (Local Arrangements Chair), and Vijay
Atluri (IFIP WG 11.3 Chair), for their great effort in organizing this conference.
I would also thank the Program Committee members and external reviewers for
their hard work in reviewing and discussing papers.

Last but not least, my thanks go to the authors who submitted their papers
to this conference and to all of the attendees of this conference. I hope you enjoy
reading the proceedings.

July 2011 Yingjiu Li
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Information Flow Containment:
A Practical Basis for Malware Defense*

R. Sekar

Stony Brook University

Security threats have escalated rapidly in the past decade. “Zero-day attacks,”
delivered via web pages, pictures or documents, have become significant threats.
Malware is rampant, being installed using phishing, software vulnerability ex-
ploits, and software downloads. With the emergence of a lucrative black market
in cyber crime, even ordinary users are becoming targets of sophisticated mal-
ware attacks.

Existing malware defenses rely mainly on reactive approaches such as
signature-based scanning, behavior monitoring, and file integrity monitoring.
Malware writers are increasingly deploying code obfuscation to fool signature-
based detection. They can also modify malware behavior to fool behavior-based
techniques. Moreover, to further complicate the development of signatures or
profiles, malware is increasingly incorporating anti-analysis and anti-
virtualization measures. Finally, sophisticated malware uses rootkit-like tech-
niques to hide its presence from virus scanners and file integrity checkers.

The most commonly deployed proactive defense against untrusted (and hence
potentially malicious) software is behavior confinement, i.e., restricting access
permissions of software using restrictive, fine-grained access control policies.
Policies may be enforced on code downloaded from untrusted sources, as well
as processes such as web browsers that are at high risk of being compromised.
Untrusted processes may be restricted by these policies in terms of their access
to system resources (e.g., files) and inter-process or inter-host communication.
Unfortunately, an adversary that knows the policy can easily modify their mal-
ware so that it can achieve its goals without violating the policy. For instance, if
a policy prevents an untrusted process from writing files in system directories, it
may simply deposit a shortcut on the desktop with the name of a commonly used
application. When the user subsequently double-clicks on this shortcut, malware
can do its work without being confined by a policy. Alternatively, malware may
deposit files that contain exploits for popular applications such as those used for
creation or viewing of documents and pictures, with the actual damage inflicted
when a curious user opens them. Indeed, there are numerous ways to mount
such multi-step attacks, and it is very difficult, given the complexity of today’s
applications and operating systems, to eliminate every one of them. Of course, it
is possible to impose very restrictive policies, such as preventing any file writes,
but this will come at the expense of usability and will likely be rejected by users.

* This work was supported in part by ONR grants N000140110967 and
N000140710928, NSF grants CNS-0208877 and CNS-0831298, and AFOSR grant
FA9550-09-1-0539.

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 1 2011.
© IFIP International Federation for Information Processing 2011



2 R. Sekar

A key feature of many malware infections, including the multi-step attacks
described above, is the subversion of legitimate (also called benign) processes
that aren’t confined by strict policies. Thus, rather than focusing on untrusted
process confinement, our research focus has been on isolating benign processes
from untrusted data and code. In addition to restricting the execution of un-
trusted code by benign processes, our approach also restricts benign processes
from consuming any data that resulted (in part or whole) from an untrusted
process. As a result, there can be no causal relationship between the actions of
a benign process and those of untrusted malware.

One approach we have developed is based on the concept of one-way iso-
lation, where information can flow freely from benign applications (or data) to
untrusted applications, but the reverse flow is blocked. In particular, all data cre-
ated or modified as the result of executing an untrusted application are contained
within our safe-execution environment (SEE), and is inaccessible to benign ap-
plications. SEEs are not only suitable for trying out untrusted software, but
have several other interesting applications, including testing of software patches
and upgrades, penetration testing, and testing out new software configurations.
Our SEE enables these tasks to be performed safely, and without disrupting the
operation of benign servers and desktop applications that are running outside
the SEE. Moreover, if the result of an SEE execution is determined to be safe by
an user, he or she may commit the results so that they become visible to the rest
of the system. We have developed simple and effective criteria to ensure system
consistency after a commit.

Although our SEE is effective in restricting information flows without affect-
ing the usability of untrusted applications, there is one problem it cannot solve
by itself: users need to decide whether the results of untrusted execution are
“safe” to be committed to the host system. We have explored ways to automate
this step. In its most basic form, this automation is achieved by encoding the
safety criteria in the form of a program, and by permitting this (trusted) pro-
gram to examine the state inside the SEE. If the SEE state is determined to be
safe, then its contents are committed, as mentioned before. We point out that
a policy enforcement mechanism that combines isolated execution with post-
execution state examination is more powerful and flexible than a traditional
behavior confinement mechanism. In particular, behavior confinement policies
need to be written so that every permitted operation leaves the system in a safe
state. In contrast, our hybrid approach allows the system to go through inter-
mediate states that are unsafe. For instance, we can permit an execution that
deletes a critical file and recreates it, provided the recreated content is equal to
the original content (or contains some permitted modifications). In contrast, a
traditional behavior confinement system would require aborting the execution
at the point the application attempts deletion of the critical file.

We then considered the special but important case of verifying the safety of
software installations. Since software installations normally require high privi-
leges, they are a favorite target for malware writers. If malware can trick a user
into permitting it to be installed, then, by utilizing the administrative privileges
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that are available during the installation phase, malware can embed itself deeply
into the system. We have developed an approach that can automatically identify
the correctness criteria for an untrusted software installation, and verify it after
performing the installation within an SEE. Our technique has been implemented
for contemporary software installers, specifically, RedHat and Debian package
managers.

Most recently, we have been investigating an approach that performs com-
prehensive information-flow tracking across benign and untrusted applications.
The advantage of such an approach is that it can altogether avoid the question
of what is “safe.” Instead, data that is produced (or influenced) by untrusted
applications are marked, and any process (benign or untrusted) that consumes
such data is confined by a policy. Moreover, outputs of such processes are also
marked as untrusted. Although the concept of information-flow based integrity
is very old, its practical application to contemporary operating systems has not
had much success. Guided by our experience with SEEs, we have developed an
effective and efficient implementation of this approach for contemporary operat-
ing systems, specifically, recent versions of Ubuntu Linux. This talk will conclude
with a description of our approach, and our experience in using it.



Re-designing the Web’s Access Control System*
(Extended Abstract)

Wenliang Du, Xi Tan, Tongbo Luo, Karthick Jayaraman, and Zutao Zhu

Department of Electrical Engineering and Computer Science,
Syracuse University, Syracuse, New York, 13244, USA
Tel.: +1 315 443-9180
wedusyr.edu

Abstract. The Web is playing a very important role in our lives, and is becom-
ing an essential element of the computing infrastructure. With such a glory come
the attacks—the Web has become criminals’ preferred targets. Web-based vulnera-
bilities now outnumber traditional computer security concerns. Although various
security solutions have been proposed to address the problems on the Web, few
have addressed the root causes of why web applications are so vulnerable to these
many attacks. We believe that the Web’s current access control models are fun-
damentally inadequate to satisfy the protection needs of today’s web, and they
need to be redesigned. In this extended abstract, we explain our position, and
summarize our efforts in redesigning the Web’s access control systems.

Keywords: web security; access control model.

1 Introduction

The Web is playing a very important role in our lives, and is becoming an essential
element of the computing infrastructure. Because of its ubiquity, the Web has become
attackers’ preferred targets. Web-based vulnerabilities now outnumber traditional com-
puter security concerns [2,/4]. SQL injection, cross-site scripting (XSS), and cross-site
request forgery are among the most common attacks on web applications. A recent re-
port shows that over 80 percent of websites have had at least one serious vulnerability,
and the average number of serious vulnerabilities per website is 16.7 [26].

Attacks on the Web are quite unique, compared to the attacks on the traditional com-
puter systems and networks. From the top 10 list of web attacks recently release by
OWASP [19], we can tell that these attacks, to a large degree, are attributed to the
unique architecture of web applications. In general, the most common structure for
web applications is three-tiered [20]: presentation, application, and storage. The web
browser belongs to the first tier, presentation. The web server, using technologies like
PHP, ASP, ASP.NET, etc., is the middle tier, which controls the application logic. The
database is in the storage tier. Therefore, a typical web application consists of three
major components: contents (static and dynamic, such as Javascript code) for the pre-
sentation tier, code for the application tier, and interactions with the database.

* This work was supported by Award No. 1017771 from the US National Science Foundation.

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 4 2011.
(© IFIP International Federation for Information Processing 2011



Re-designing the Web’s Access Control System 5

Various security solutions have been proposed to address the problems on the
Web [10, 115514, 11LI551174204164 1 1L121]; although some of them are quite effective in de-
fending against certain specific type of attacks, few have answered the questions “why
is the Web so vulnerable to these many attacks” and “what are the root causes of these
problems”. If we do not address the root causes, we may be able to address some known
problems today, but more and more problems may arise in the future, as the Web is still
evolving and new features are being introduced from time to time. We need to study
the fundamental problems of why web applications are so vulnerable, and develop so-
Iutions to address these fundamental problems, instead of developing point solutions to
fix each specific attack.

Most of the vulnerabilities appear to be caused by the mistakes in the programs,
but, when we look deeper and think about why the developers make such mistakes, we
realize that the real problem is the underlying access control architecture: because of the
inadequacy of the access control support from the underlying architecture, developers
are forced to implement additional access control in their programs. History has told
us that asking average developers to implement access control is dangerous, and that
being able to build software systems does not necessarily mean being able to build the
security part correctly.

Let us look retrospectively at how the access control in operating systems has been
evolved to counter the ever-increasing threats. We can see a clear trend: access control
has evolved from the simple access control list, to capability-based access control in
Linux [8] and Solaris [23]], and to the support of more complicated Mandatory Access
Control (MAC) models in SELinux [18] and Windows Vista [3]]. These sophisticated
access control mechanisms free application developers from building all the access con-
trol in their own applications; they can rely on the operating system to do most of the
access control work.

Unfortunately, web application developers do not have such a good luck, because
the access control mechanisms in the web architecture are quite rudimentary. Although
the Web has been evolved quite significantly, with new features being added and new
types of data incorporated, the underlying protection model is basically the same as that
in the early days, and it has become much insufficient for the Web today. To make up
for the insufficiency of the underlying protection model, application developers have to
include a lot of access control logics in their programs. This is the exact task that the
operating systems strive to free developers from. While much work has been done to
secure web applications without changing the fundamental access control model, we
take a bold and significantly different position in our research:

Our position: We believe that the current access control models of the web
architecture are fundamentally inadequate for the Web; they need to be re-
designed to address the protection needs of the current Web. A well-designed
access control model can simplify application developers’ tasks by enforcing
much of the access control within the model, freeing developers from such a
complicated and error-prone task.
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To understand our position, we need to understand the access control architecture un-
derlying web applications. Conceptually, the access control in web applications can be
divided into two parts: browser-side and server-side access control. We will discuss
them in the next section.

2  Current Access Control in the Web

2.1 Browser-Side Access Control

Web applications have evolved to become highly interactive applications that execute on
both the server and client. As a result, web pages in modern applications are no longer
simple documents—they now comprise highly dynamic contents that interact with each
other. In some sense, a web page has now become a “system”: the dynamic contents
are programs running in the system, and they interact with users, access other contents
both on the web page and in the hosting browser, invoke the browser APIs, and interact
with the programs on the server side. To provide security, web browsers adopt an ac-
cess control model called Same Origin Policy (SOP). SOP prevents the active contents
belonging to one origin from accessing the contents belonging to another origin, but it
gives all the active contents from the same origin the same privileges.

Unfortunately, today’s web pages no longer draw contents from a single source; con-
tents are now derived from several sources with varying levels of trustworthiness. Con-
tents may be included by the application itself, derived from user-supplied text, or from
partially trusted third parties. Web applications merge these contents into web pages,
which are then sent to users’ browsers at their requests. During parsing, rendering, and
execution inside the browser, entities (dynamic and static) in web pages can both act on
other entities or be acted upon—in classic security parlance, they can be instantiated as
both principals and objects. These principals and objects are only as trustworthy as the
sources from which they originate.

With the SOP model, all these contents have the same privileges, because once em-
bedded into a web page, from the browser’s perspective, they are indeed from the same
origin, and will be treated the same. This is a limitation of the SOP model. Since SOP
cannot enforce access control based on contents’ actual originating sources, web appli-
cations have to implement the control at the server side, even though the access actually
takes place at the browser side. The goal of this access control approach is to conduct
checking and filtering at the server side before merging the contents into web pages,
thereby preventing specific, known attacks from even initiating an action within the
generated web pages. For example, to defeat the cross-site scripting attack, one can
filter out the code from the contents that are from untrusted sources.

Conducting browser-side access control at the server side has a number of limita-
tions. First, doing the filtering and validation has proven to be difficult; many vulner-
abilities are caused by the errors in such a process [7,9,[12]]. For example, despite the
fact that My space had implemented many filtering rules, the Samy worms still found
the ways to inject unauthorized Javascript code into users’ profiles [13]. Second, if web
applications need to run some third-party code (e.g. advertisement and client-side ex-
tensions) on a web page, but want to put a limitation on the code (e.g. disallow the
access to cookies), it will be difficult, if possible at all, for input validation and filtering
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to achieve this goal on the server side. In a recent event (September 2009), an unknown
person or group, posing as an advertiser, sneaked a rogue advertisement onto New York
Times’ pages, and successfully compromised the integrity of the publisher’s web appli-
cation using a malicious Javascript program [25]. Third, since the accesses actually take
place at the browser side, the server side is fundamentally the wrong place to control
these accesses. Access control should be conducted at the run time, when the access is
already initiated; this way, we will have all the contexts for access control, including
principals, objects, and the condition of the environment.

Therefore, we strongly believe that the browser-side access control should be put
back to its proper location, namely, in browsers. This cannot be achieved with the cur-
rent SOP access control model; a new access control model needs to be developed for
web browsers.

2.2 Server-Side Access Control

On the server side, access control is primarily based on sessions. When a user logs into a
web application, the server creates a dedicated session for this user, separating him/her
from the other users. Sessions are implemented using session cookies; as long as a
request carries a session cookie, it will be given all the privileges associated with that
session. Namely, within each session, all requests are given the same privileges, regard-
less of whether they are initiated by first-party or third-party contents, from client-side
or server-side extensions, or from another origin. We refer to this access control as the
“same-session” policy.

Such a single level of granularity, being sufficient for the earlier day’s Web, becomes
inadequate to address the protection needs of today’s Web. The Web, initially designed
for primarily serving static contents, has now evolved into a quite dynamic system,
consisting of contents and requests from multiple sources, some more trustworthy than
others. For example, nowadays, many web applications include client-side extensions,
i.e., they include links to third-party code or directly include third-party code in their
web pages. Examples of client-side extensions include advertisements, Facebook appli-
cations, iGoogle’s gadgets, etc. Their contents, containing JavaScript code, can be very
dangerous if they are vulnerable or malicious,

Unfortunately, the current session-based access control at the web server cannot
treat these third-party contents differently. In the current access control systems, it is
very difficult to allow the requests from the same web page to access the same ses-
sion, while preventing some of them from invoking certain server-side services. To
achieve such a distinction, applications have to implement their own ad hoc protec-
tion logic, such as asking users to confirm their actions, embedding tokens in hidden
fields, etc.

The fundamental cause of the above problem is the granularity of a session: it is
too coarse. The Web has become more and more complicated, and its client-side con-
tents are no longer uniformly trusted, so requests initiated by these contents are not
uniformly trusted either. Therefore, giving all the requests within the same session the
same privileges cannot satisfy the protection needs of today’s Web anymore. In order
not to ask application developers to bear the complete responsibility of implementing
those protection needs, we need a better server-side access control system.



8 W. Du et al.

3 Our Approaches

Our approach is inspired by the access control in operating systems. Operating systems
consider the implementation of access control as their own responsibility, instead of the
responsibility of their applications. This is for security reasons, because OS needs to
guarantee that all the accesses are mediated; relying on applications to enforce access
control simply cannot achieve this goal. Unfortunately, in web applications, because of
the lack of appropriate access control models, web applications have to implement their
own access control mechanisms, which tend to be error prone: if they miss some places,
loopholes may be created.

To satisfy the needs of access control, most operating systems have built in some
basic access control models, such as the ACL model in most OSes, an integrity-focused
MAC model since Windows Vista [3]], and a fine grained MAC model in SELinux [18].
With these models, user applications do not need to worry about implementing some of
the access controls if they can be covered by the models. For example, if an application
system’s protection needs can be satisfied by the underlying ACL model, it only needs
to properly configure all the objects in the system, and then relies on the operating
system to enforce the access control. If an application system needs to enforce a specific
MAC policy in SELinux, it only needs to configure its system, and then lets SELinux to
enforce the access control; the configuration in this case includes setting up the security
policies and labeling the subjects and objects.

The benefit of replacing implementation with configuration can be summarized
briefly in the following: First, from the implementation perspective, configuring a sys-
tem is easier than implementing a system, and is thus less error-prone (although errors
are still possible). Second, from the verification perspective, because configuration is
usually defined based on logics that are much simpler than programming logics, veri-
fying configuration is also much easier than verifying programs. Third, from the error-
resistance perspective, configuration is safer: any missing configuration can fall back
to a safe default; however, there is no “safe default” if an access control checking is
missing. When a web application has over 1000 security checks, missing a few checks
is not uncommon [27]]. Fourth, configuration allows web applications to put the access
control in the place where the access actually takes place.

Motivated by the successful practice in operating systems and the benefit of con-
figuration, we set out to investigate whether we can develop a better access control
system for the Web, such that we can take some of the access control enforcement logic
out of web applications, and replace them with configuration, a much easier task. The
enforcement will be done by the access control system that we develop for browsers,
servers, and databases. We summarize our ongoing efforts in the following.

Browser-side access control: We have developed two access control models for web
browsers: Escudo [[11]] and Contego [[16]. Escudo proposes a ring access control model
for web browsers. This model allows web applications to put webpage contents in dif-
ferent rings, based on their trustworthiness: Elements accessible only to more trust-
worthy principals or from more trusted sources are placed in higher privileged rings.
Ring assignments are carried out at the server side, because only the server-side code
knows how trustworthy the contents are. Assigning ring labels to contents is called
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“configuration”, and once a web page is “configured”, the browser can enforce ac-
cess control based on the configuration and Escudo’s security policies: contents in the
lower-privileged rings cannot access the contents in the higher-privileged rings. We im-
plemented Escudo in a browser called Lobo [22].

To provide an even finer granularity, we have developed Contego, a capability-based
access control for web browsers. Contego divides the action privileges (e.g. accessing
cookies, sending AJAX requests, etc) into small “tokens” (called capabilities). A princi-
pal needs to possess the corresponding tokens if it wants to perform certain actions. For
example, a Javascript code within a web page will not be able to send AJAX requests
if it is not assigned the AJAX-request token. Using these fine-grained capabilities, web
applications can assign the least amount of privileges to principals. We implemented
Contego in the Google Chrome browser.

Server-side access control: We have developed a fine-grained server-side access con-
trol system, which can assign different privileges to the requests in the same session,
based on their trustworthiness. The new access control system is called Scuta [24],
which is a backward-compatible access control system for web application servers. Ex-
tending Escudo’s ring model to the server, Scuta labels server-side data (e.g. tables in
database) and programs (functions, classes, methods, or files) with rings, based on their
protection needs. Programs in a lower-privileged ring cannot access data or code in a
higher-privileged ring.

Scuta divides a session into multiple subsessions, each mapped to a different ring.
Requests from a more trustworthy region in a web page belong to a more privileged
subsession. Requests belonging to subsession & are only allowed to access the server-
side programs and data in ring k£ and above (numerically). With the subsession and ring
mechanisms, server-side programs can treat the requests in the same session differently,
based on the trustworthiness of their initiators, and thus provide access control at a
finer granularity. Subsessions in Scuta correspond to the rings in Escudo, i.e., requests
initiated from Escudo ring &k in a web page is considered as belonging to subsession k,
and can thus access the corresponding server-side resources.

To demonstrate the effectiveness of Scuta, we have implemented Scuta in PHP, a
widely adopted platform for web applications. We have conducted comprehensive case
studies to demonstrate how Scuta can be used to satisfy the diversified protection needs
in web applications.

4 Summary

We strongly believe that the access control systems in the current Web infrastructure is
fundamentally inadequate to satisfy the protection needs of today’s Web, and they have,
directly and indirectly, contributed to the dire situation in web applications. It is time
to think about whether we can design a better and backward-compatible access control
system, instead of developing fixes to patch the existing one in order to defeat cer-
tain specific attacks. The web technology is still evolving, so a good design should not
only be able to satisfy today’s needs, it should also be extensible to satisfy the unknown
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protection needs that will inevitably come up during the technology evolution. In this
extended abstract, we have summarized our pursuit in building a better access control
system for the Web.
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Integrated Management of Security Policies
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Abstract. The design of an integrated approach for security manage-
ment represents a difficult challenge, but the requirements of modern
information systems make extremely urgent to dedicate research efforts
in this direction. Three perspectives for integration can be identified.

1 Challenges to Security Policy Management

The management of security policies is well known to be a hard problem. Signif-
icant attention has been paid in the past to the design of flexible and powerful
solutions for the high-level representation of a security policy and its translation
to a concrete configuration, but the impact on real systems has been limited.
Indeed, most information systems today present an extremely partial support
of security policies. Network security is typically the portion of the security do-
main that exhibits the greater support by tools, with the possibility to define
high-level requirements and to get support on mapping them to concrete con-
figuration. The other components of the system are instead managed with labor
intensive processes. When automation is used, it relies on configuration scripts
and ad hoc solutions. In general, the security policy is documented at the lowest
level, as a concrete set of configurations of devices and system modules.

The analysis of long-term trends in the evolution of the ICT scenario makes
very clear that the importance and complexity of security policy management is
going to increase. Information systems are becoming more extensive, integrate
resources of different owners, and offer access to a larger variety of users. Service
oriented architectures are an instance of these trends, supporting the realization
of large systems that implement functions with the integration of a variety of
services executing under the responsibility of potentially independent providers.
In addition, modern systems have often to demonstrate compliance with reg-
ulations to other parties. For instance, HIPAA, PCI-DSS, and Sarbanes-Oxley
Act are leading in their specific domain to an urgent need for better security
management solutions.

2 Conceptual, Vertical, and Horizontal Integration

A crucial aspect to consider for the evolution of security management is the
need to offer a better integration in the management of security policies. The
configuration of the concrete security policy of a specific system in isolation is

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 12 2011.
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not trivial, but it is not the main obstacle, since it can benefit from sophisticated
access control models that have been developed for a variety of systems, from
relational database management systems to application servers. The significant
obstacles emerge when the need arises to integrate and harmonize the security
policies specified in different systems at different levels. Three clear integration
perspectives can be identified:

— Conceptual integration: security policies have to be described at different
levels of abstraction, from the business level to the concrete configuration
of modules and devices. Separate models are required for the different lev-
els, as testified by software engineering practice in many areas. Also, some
support for translating the policy at a high level to a more concrete policy
has to be provided. Describing the correspondence between the policies at
different levels, compliance of the concrete policy with the high-level secu-
rity requirements can be verified in a more effective and efficient way. In
addition, a structure with different abstraction levels greatly facilitates the
maintenance of the security policy.

— Vertical integration: the structure of a modern information system presents
several components that can be represented in a vertical stack: physical
hardware, virtual hardware, operating system, network, DBMS, application
server, application. Security policies can be supported at each of these layers.
The security policies at the different layers are typically defined indepen-
dently, but a clear opportunity exists for their integration. The advantage of
a careful integration is both a greater level of security and a greater level of
flexibility.

— Horizontal integration: Compared to the classical scenarios considered in ac-
cess control, where a policy is assumed to be enforced by a specific reference
monitor, modern information systems present a variety of computational
devices cooperating in the execution of a specific user request. The compu-
tational infrastructure can be owned by independent parties. In these scenar-
ios, the management of security policies requires to carefully define models
and mechanisms able to map a security requirement to a coordinated policy
enforced by the different parties. This aspect is particularly difficult when
few hypotheses can be made about the specific security management func-
tionality supported by the service providers.

The PoSecCo project [I] plans to investigate these three aspects. Conceptual
integration will rely on the design of metamodels structured at three levels:
Business, IT, and Landscape. Vertical integration will specifically consider the
harmonization between access control and network configuration. Horizontal in-
tegration will be considered in a Future Internet scenario, where applications are
realized integrating the services of a variety of providers. A shared motif will be
the detection and resolution of conflicts in the policies.
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Abstract. In this paper, we discuss the problem of enabling cooperative
query execution in a multi-cloud environment where the data is owned
and managed by multiple enterprises. We assume that each enterprise
defines a set of allow rules to facilitate access to its data, which is assumed
to be stored as relational tables. We propose an efficient algorithm using
join properties to decide whether a given query will be allowed. We also
allow enterprises to explicitly forbid access to certain data via deny rules
and propose an efficient algorithm to check for conflicts between allow
and deny rules.

Keywords: Cloud, Rule Composition, Join Path.

1 Introduction

With increasing popularity of virtualization, enterprises are deploying clouds to
flexibly support the IT needs of their internal business units or departments
while providing a degree of isolation between them. Enterprises may need to
collaborate with one another in order to run their businesses. For example, an
insurance company needs information from a hospital, and vice versa. Clouds
remove the physical boundaries of enterprise data so that several enterprises can
share the same underlying physical infrastructure. Physical location of the data is
important when planning an optimal query plan with data cooperation among
enterprises. However, in this work, it suffices to assume that each enterprise
has access to a logically separate cloud. We assume that all data is stored in
relational databases and accessed via relational queries. The enterprises disclose
some information to others based on their collaboration requirements, but would
like to avoid leakage of other information.

Similar data sharing scenarios arise in other contexts as well, including those
between independently owned data centers and between the enterprise clouds
and the underlying physical infrastructure. Figure [Il shows the latter situation

* This material is based upon work supported by the National Science Foundation
under grants CCF-1037987 and CT-20013A. Any opinions, findings, and conclusions
or recommendations expressed in this material are those of the authors and do not
necessarily reflect the views of the sponsoring organizations.
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more clearly where the enterprise clouds A and B run on top of the physical
infrastructure 1. Similarly, enterprise cloud C runs on top of a different physi-
cal infrastructure I1. In this case, the enterprise clouds need to know suitable
configuration information from the infrastructure providers and the providers
may need to know the characteristics of the software deployed by the enterprise
clouds. Given the standard CIM [L10] (common information model) based storage
of configuration data, it may even be necessary to consider access to information
that is obtained by combining the stored data in some way (much like joins in
normal databases). Thus, the collaboration requirements among these entities
can be similar to those in the context of multiple enterprises sharing data.

If in Figure[I] enterprise A needs
data from enterprise B to satisfy its
business needs, A and B need to ne-

gotiate and establish policies regard- m

Authorizatior

ing the accessibility of each other’s Corfigh
data. This results in authorization o
. L 1Zanon i
rules for A and B to follow. With Cloud Infrastructure Provider |
these authorization rules, A is able i anfig
to answer some queries that require merprize’
. . Cloud C ‘Siatus
information from B but not others. v

If A also has authorization rules for
cloud C, then A may be able to
answer a query that requires some
data from both B and C. In the first Fig. 1. Cooperative data access in cloud en-
part of our work, we want to decide Vironment

whether a given query against enter-

prise A is allowed according to all the authorization rules given to A.

In general, there are two ways of specifying the authorizations: explicit (as
in reference [I]), and implicit. The explicit method is easier in that any queries
that do not match any explicit authorization rule will not be answered. However,
the number of rules could become large and cumbersome to manage. In the
implicit approach, the enterprises are only given some basic rules, and are free to
compose them and thereby access more information than the rules imply directly.
The implicit method can be more concise, and is the focus of this paper. The
main problem with implicit method is that there is no way to exclude certain
compositions. We fill this gap by introducing deny policies as well.

Deny policies are needed for two reasons. The first reason is simply to avoid
certain combinations and thereby achieve the same level of expressiveness as
the explicit authorizations. The second reason is that an enterprise may be able
to do compositions locally after having obtained the desired data from other
enterprises, but such compositions may not be intended.

In this paper, we also present an algorithm to verify whether a deny rule will
be violated by the authorization rules. In other words, we check the conflict
between allow rules and deny rules. In some cases, the deny rules may still be
difficult to enforce with existing parties. In such case, the conflicts found by our

Cloud Infrastructure Provider Il
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algorithm can be used to alert the data owners to change their authorizations
or policies in order to remove the conflicts. On the other hand, if it is possible
to implement deny rules using a third-party, then they should be given higher
priority over the allow rules. Of course, if a deny rule does not conflict with the
allow rules, it has no effect and can be ignored. Thus our consistency checking
algorithm can be used to reduce the number of deny rules.

The main purpose of this paper is to come up with efficient algorithms for
query permission and conflict checking. This paper does not address the next
step of actually formulating a query plan as well as the problem of implementing
and enforcing all the rules, which will be explored in a subsequent paper.

The outline of the rest of the paper is as follows. Section[2 discusses the related
work. Section [ presents the concepts related to join group and composable rules,
and the intuition behind our approach. For checking whether a query originating
from a cloud can be authorized, we propose a new two-step algorithm which
first selects all the related given rules, and then tries to compose these rules to
determine authorization of the query. This is discussed in Section @l In section[B]
we present an algorithm for checking whether the deny rules are consistent with
the given authorization rules. Finally, in section [6] we conclude the discussion
and outline future work.

2 Related Work

De Capitani di Vimercati, Foresti and Jajodia [I] studied the problem of au-
thorization enforcement for data release among collaborating data owners in a
distributed computation so as to make sure the query processing discloses only
data that has been explicitly authorized. They proposed an efficient and expres-
sive form of authorization rules which define on the join path of relations and
they also devise an algorithm to check if a query with given query plan tree
can be authorized using the explicit authorization rules. In our work, we follow
the format of authorization rules they proposed. However, it is possible that
these explicit authorization rules given to the same enterprise can be composed
together to implicitly allow more information to be released through queries.

In another work [2], the same authors evaluate whether the information release
the query entails is allowed by all the authorization rules given to a particular
user, which is similar to the problem of query permission checking in our work.
Their solution uses the graph model to find all the possible compositions of the
given rules, and checks the query against all the given allow rules. In our work,
the rules are given to different clouds instead of users, and we propose a more
efficient algorithm to filter more unrelated rules first. Moreover, we deal with
deny policies also.

Processing distributed queries under protection requirements has been stud-
ied in [9UT2/T4]. In these works, each relation/view is constrained by an access
pattern, and their goals are to identify the classes of queries that a given set
of access patterns can support. These works with access patterns only considers
two subjects, the owner of the data and a single user accessing it, whereas the
authorization model considered in this work involves independent parties who
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may cooperate in the execution of a query. There are also classical works on the
query processing in centralized and distributed systems [RI13/5], but they do not
deal with constraints from the data owners. Superficially, the problem of check-
ing queries against allow and deny rules is similar to checking packets against
firewall allow and deny rules [6]. However, firewall rules are usually explicit, and
one rule can contain another rule but not compose with another rule.

There are several services such as Sovereign joins [I1] to enforce the autho-
rization rule model we used, such a service gets encrypted relations from the
participating data providers, and sends the encrypted results to the recipients.
Also, there are some research works [3J4l7] about how to secure the data for
out-sourced database services. These methods are also useful for enforcing the
authorization rules in our work, and their primary purpose is to provide mech-
anisms for information sharing among untrusted parties.

3 Composing Rules for Query Checking

In order to check if a query is admissible according to the authorization rules,
one naive idea is to generate all the possible compositions of the given basic
rules, so as to convert each implicit rule into explicit one, and then check the
query permission. The problem is that the compositions may generate too many
rules, which make the approach very expensive.

Instead of generating all possible compositions, we organize the rules based
on join attributes, and then use a two-step algorithm to check whether a given
query can be authorized. In the first step, we filter as many rules as possible
according to the given query. In the second step, we compose these rules based
on their join attributes.

In this section we build up the machinery to enable this checking. In order to
illustrate the various concept and models, we start with an e-commerce example
that we will use throughout the paper. The example has the following schema:

Order (order id, customer id, item, quantity) as O
Customer (customer id, name, creditcard no, address) as C
Inventory (item, retail price, date) as I

Warehouse (location, item, supplier id, stock) as W
Supplier (supplier id, supplier name, cost price) as S
Shipping (location, customer id, days, ship cost) as Sp

S Ct W

The underlined attributes indicate the primary keys of the relations. We assume
that relations Order and Customer are stored at Cloud A, and other relations
are on the other clouds. The authorization rules for Cloud A are given below.
The first two rules define access to local relations, and the following rules define
remote access cooperated with other clouds. Each authorization rule has an
attribute set, and is defined on one relation or a join path; the rule is also
applied to a specified cloud.
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(order id,customer id,item,quantity),(Order) — Cloud A

(customer id,name,creditcard no,address),(Customer) — Cloud A
(item,supplier id,supplier name), (Warehouse, Supplier) — Cloud A
(item,order id,retail price), (Order, Inventory) — Cloud A
(location,supplier id,retail price,stock), (Warehouse, Inventory) — Cloud A
(location,item,customer id,ship cost), (Shipping, Warehouse) — Cloud A
(ship cost,stock, cost price), (Shipping, Warehouse, Supplier) — Cloud A

RN S ol M

For simplicity, we assume identical attributes in different relations have the same
name, and queries are in simple Select-From- Where form. In addition, relations
satisfy the Boyce-Codd Normal Form (BCNF), and possible joins among the
relations are all lossless joins. Also, we assume there is no collusion between
clouds to bypass access limitations.

To illustrate query authorization, we shall consider two specific queries:

1. Select name, address, ship cost, retail price
From Customer as C, Shipping as Sp, Warehouse as W, Inventory as [
Where C.customer id = Sp.customer id and Sp.location = W.location and
W.item = Litem

2. Select supplier name, stock
From Supplier as S, Warehouse as W, Inventory as I
Where S.supplier id = W.supplier id and W.item = Litem
and cost price>‘100’

3.1 Basic Concepts

In order to perform efficient authorization checking, we group relations according
to their join capability. For this we define a Join Group as a set of relations
that share the same set of attributes and any subset of them can be joined based
on that attribute set. A relation can appear in several Join Groups. A Join
Group is identified by the set of attributes that its relations can join over, and
we call this as Joinable Attribute Set (JAS) for the group. In our example,
relations Shipping, Warehouse are in the same Join Group, and attribute set
{location} is the JAS of this group. Other JASes among these relations are:
customer id, supplier id,item. In order to address information release by joining
two or more relations, we define the notation of Join Path.

Definition 1. (Join Path) Given a set of relations Ty, Ts...T,,, a Join Path
< Ty, Ts... T, > is an ordered chain of these relations, where each pair of relations
< T;,Tiy1 > are joined with each other on the JAS.

Each query itself has an associated Join Path called Query Join Path. In con-
trast, join path associated with a rule is called Rule Join Path. For instance,
the Query Join Path of Query 1 is < C,Sp,W,I >, and Rule 7 is defined on
the join path < Sp, W, S >. For each rule, the Join Path defines a view, and
the attribute set further refines the view. Therefore, a rule for a cloud defines a
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view that this cloud can access. Similar to relations, views (rules) can also be
joined together. By joining two views, the resulting view is defined over a longer
join path. Next, we define the concept of Sub-Path relationships between two
join paths, which is useful for determining the relevant rules for checking the
authorization.

Definition 2. (Sub-Path Relationship) A Join Path A is a Sub-Path of an-
other Join Path B if: 1) The set of relations in Join Path A is a subset of the
relation set of Join Path B. 2) For each join pair < T;,T;11 > joins on a JAS
henceforth denoted as JAS;, and < T;,T;11 > also appears in Join Path B and
joined on JAS;.

Given two join paths A and B, whether A is a Sub-Path of B cannot be deter-
mined by a simple linear matching of Join Paths. It is because the order of the
relations may be interchanged in a join path, and JASes in the join path also
need to be compared.

3.2 Graph Model to Determine Sub-path Relationship

Here, we use a graph model to determine the Sub-Path relationships. We present
Join Path via a labeled graph. G =< V| E >, where each node v € V represents
a relation in the Join Path, and each labeled edge e € E connects two nodes if
the two relations form a join pair in the Join Path, and the label indicates the
JAS. The graph model applies to both queries and the authorization rules. To
determine whether an authorization rule is defined on a Sub-Path of a query is
equivalent to checking whether graph G(r) of a rule r is a sub graph of query
graph G(q).

@—cusmmer_ fdocaﬁon@-item@ @sunﬂ!;-er_ ,-gp@—ite!ﬂ@
Query Join Path Query Join Path
@ @suppﬁer_r’d@ @—item@ @suppﬁ'er_a’d@ @—itﬂm@
Rule 1 Rule 3 Rule § Rule 1 Rule 3 Rule 5
@—Itsm—@ Focaﬁon@ @ @—r’ram—@ Ocation-®
Rule 2 Rule 4 Rule & Rule 2 Rule 4 Rule &

foca!fon@suppﬁer_id@ Rule 7 faca!fon@suppﬁer_id@ Rule 7

Fig.2. Rules defined on the Sub-Paths Fig.3. Rules defined on the Sub-Paths
of Query Join Path of Query 1 in example  of Query Join Path of Query 2 in example

Figure 2l shows the query 1 in our example, and the rules in the boxes are the
ones defined on the Sub-Path of the Query Join Path. Figure [3 does the same
for query 2. For query 1, rules 2, 5, 6 are defined on the Sub-Paths of the Query
Join Path. For query 2, the rules are 3 and 5.
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Determining Sub-Path relationship is an important step to figure out the
composable rules as we shall show later in Theorem 1. However, a rule defined
on a Sub-Path of the Query Join Path is not necessarily a composable rule of the
query. Hence, we also look at the attributes that can be used to compose rules
in the given query. We call the JAS in a Query Join Path as Query JAS. Each
Query JAS is also associated with the relation pair that join over it. For example,
in query 2, the Query JASes are: supplier id(S, W), item(W, I). As rules can be
composed using join operations, we define the concept of Composable rule below.

Definition 3. (Composable rule) An authorization rule is a composable rule,
if the attribute set of the rule contains at least one JAS.

According to the definition, only Rule 7 in our example is not a composable rule
because its attribute set does not contain any of the four JASes. Similarly, with a
given query, we define Query Composable rule as an authorization rule whose
Join Path is defined on a Sub-Path of the Query Join Path and attribute set
contains one Query JAS. For illustration, Rules 2, 5, 6 are the Query composable
rules for query 1 since Rule 2 contains customer id and Rule 5 and 6 contain
location. As join operations can occur in rules, the concept of Join Groups can
also be applied to rules instead of basic relations. Within each Join Group of
rules, there are the rules whose attribute sets contain a common JAS.

Definition 4. (Join Group List) Each entry in a Join Group List is a Join
Group of composable rules. There is a unique JAS to identify each entry and

within the entry there are composable rTules whose attribute sets contain this
JAS.

It is clear that one rule may appear in multiple entries. The Join Group List can
be generated with the given rules, and an example of Join Group List can be
found in section B3l Query Join Group List is a Join Group List based on
the given query. For each entry in such list, it is identified by a Query JAS, and
within each entry are the Query composable rules whose attribute set contains
this Query JAS. Only rules in the Query Join Group List are the relevant rules
that will be considered in the composition step. In section .2l we show the Query
Join Group Lists of queries in our example.

3.3 Rule Composition Rationale

Our mechanism first checks if a single rule can authorize the query. If not, we
compose the relevant rules to see whether the given query can be authorized. All
the rules within the same entry of the Query Join Group List can be composed
together since they are all composable on that Query JAS. Therefore, rules
within one entry can be composed into one single composed rule with longer
join path and larger attribute set. If one rule appears in two or more entries of
the list, it indicates that this rule can be used to connect these Join Groups so
that the composed rules from these entries can be further composed.

Such a composition is also transitive. If a rule r, appears in entries of JAS;
and JASs and a rule r, appears in entries of JAS; and JAS3, then all the rules



Cooperative Data Access in Multi-cloud Environments 21

within these 3 entries can be composed into one rule. It is because r, and r, share
JASs, these two rules can be composed by joining on JAS,, and their connected
entries can be further composed. Therefore, we group the entries in the Query
Join Group List based on their connectivity. All the rules within a connected
entry group can be composed into one rule. This procedure produces one or more
maximally composed rules such that no further composition is possible. If there
is more than one such composed rule, at most one of them can be defined on
the Query Join Path. This follows from the fact that if two composed rules are
defined on the same join path, then they can be further composed together. In
addition, since the Query composable rules are all defined on the Sub-Path of
the Query Join Path, composition of the rules will not have a join path longer
than Query Join Path. Therefore, we only need to check the composed rule
which includes the greatest number of relations (longest join path). If this rule
is defined on the same join path as the query join path, then we check whether
the attribute set of the composed rule is a superset of the attribute set in the
query. The query can be authorized if and only if this is the case.

3.4 Theorems and Proofs

In this section, we prove a number of assertions regarding the rule composition
and query checking which are useful in formulating the checking algorithm and
proving their correctness.

Theorem 1. All authorization rules that are not defined on a Sub-Path of query
Join Path are not useful in the rule composition.

Proof. Assume a query ¢ has a Join Path of < T1,75..T, >. A rule r not
defined on a Sub-Path of the Query Join Path will have two possibilities by
definition. 1) The Join Path of r includes at least one relation T, which is
not in the set of {11,75...T,}. 2) The Join Path of r is defined on the set of
relations which is a subset of {T1,T5...T,,}, but join over different JASes. The
composed rule that can authorize the query must have the same Join Path as
Query Join Path. Otherwise, the query results will have incorrect tuples because
the underlining views are joined differently, and such a case also means the
query is not authorized. Thus, if an authorization rule r has T}, in its Join Path,
then any composed rule using this rule will also have T, in its Join Path which
is different from Query Join Path. For the second case, such a rule generates
a different view, and any composed rule containing this rule also have a Join
Path different from Query Join Path. Therefore, both types of rules need not be
included to compose a rule that will authorize the query.

Theorem 2. Only Query Composable rules are useful in the rule composition.

Proof. A rule that is not a Query composable rule can have two possibilities: 1)
it is not defined on a Sub-Path of Query Join Path. Theorem 1 indicates these
rules are not useful. 2) the rule is defined on a Sub-Path of query Join Path,
but the attribute set of the rule does not contain any Query JAS. To compose a



22 M. Le, K. Kant, and S. Jajodia

rule with others to authorize the query, it must join with other rules on Query
JAS. Otherwise, either it cannot compose with any other rule, or the composed
rule has a join path different from Query Join Path. Therefore, only the Query
composable rules should be included for rule composition step.

Theorem 3. The composition step can cover all the possible ways to authorize
the query.

Proof. From Theorem 2, we know that any composition including non-Query
Composable rules will not authorize the query. Then the composition step looks
for only possible compositions among Query Composable rules. According to the
connectivity among the entries, if two rules are in two disconnected entries, then
they cannot be composed into one rule. On the other hand, for rules within the
connected entries, we compose them into a maximally composed authorization
rule. Such a rule maybe more than enough to authorize the query, but the Join
Path of the rule can be at most the same as the Query Join Path. From above
two observations, all the possible compositions that may authorize the query are
included in these composed rules from separate connected entry groups. Finally,
only one composed rule that has the same join path as the Query Join Path can
authorize the rule, and there is at most one such composed rule.

4 Verifying Query Admissibility

Our two-step algorithm first builds up the Query Join Group list, and then uses
composition step to construct rules that can possibly authorize the query.

4.1 Algorithm for Checking Query Permission

In the first step, the algorithm examines all the given rules and builds the Query
Join Group List as discussed above. Each Query composable rule is put into the
entries based on its Query JAS. If one rule appears in multiple entries, these
entries are connected. Also, each entry is augmented with the relations which
are accessible from the rules in this entry. At the end of this step, the algorithm
maintains the connected entry group with the greatest number of relations.

In the second step, the algorithm can compose rules efficiently with Query Join
Group List. The algorithm only examines all the entries within the connected
group that holds the largest number of relations (can be multiple), and entries
with only one rule are also ignored. The rules within each connected entry group
are composed into one rule as discussed above. As the algorithm examines the
groups with most relations, if these composed rules cannot authorize the query,
then the query is not authorized.

We assume the complexity of the basic operation that checks whether a given
rule r can authorize the query ¢ is C, and there are N given rules, and the query
q is defined on a Join Path of m relations. In the algorithm, step one has the
worst case complexity of O(N xC +m). It is because the complexity of Sub-Path
determination is lower than that of checking the query authorization; both of
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them need to compare the Join Paths and attribute set. If all the rules pass
the Sub-Path checks, then the algorithm compares each rule with the m — 1
Query JASes to decide which entries to put in. None of the rest operations is
more expensive than C. Similarly, in step two, at most m entries and N rules
are checked, and composing the rules is not expensive than C' also, thus, the
complexity of step two is O(N x C). Therefore, the overall complexity of the
algorithm is O(N % C' *m). Considering the fact that most join paths in practice
involves less than 4 or 5 relations, the number of m is expected to be very small
in most cases. Therefore, in average cases, we can expect the complexity of the
algorithm close to O(N * C).

Algorithm 1. Query Permission Checking Algorithm
Require: Set of authorization rules, the query ¢
Ensure: Query can be authorized or not
STEP ONE:

1: for each authorization rule r do

2 if r authorizes ¢ then

3 q is authorized

4 return true

5.  else if Sub-Path(r, ¢) then

6 for each Query JAS in ¢ do

7 if r is composable on this JAS then

8 Add r into the entry of this JAS in Query Join Group List

9: Connect this entry with previous entry that r also appears
10: Update the relation set associated with this entry
11: for each unvisited entry in Query Join Group List do
12:  Follow the link to the connected entries
13:  Update the relation set associated with each entries in the same group
14: Keep the largest connected entry groups with most relations
STEP TWO:

15: Construct an empty rule r.
16: for each largest connected groups do

17:  Begin from one entry in the group

18:  Follow the link to the connected entries

19:  Compose the rules in entry with the existing composed rule r.
20: Generate a composed rule 7.

21:  if r. authorizes ¢ then

22: q is authorized

23: return true

24: q is denied
25: return false

4.2 Illustration with the Running Example

We begin with query 1. In the first step, the algorithm examines all the rules.
As no single rule is defined on the Query Join Path, none of the given rule can
authorize this query. Based on the definitions, rules 1, 3, 4, 7 are not defined on
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the Sub-Path of the Query Join Path, so that they are not useful to authorize
the query. The Query Join Group List is:

1. customer id (C, Sp) — {Rule 2, Rule 6}.
2. location (Sp, W) — {Rule 5, Rule 6}.
3. item (W, I) — {Rule 6}.

Since Rule 6 appears in all three entries, these three entries form the only con-
nected entry group in this list. Then in second step of the algorithm, the en-
try ¢tem is ignored since there is only one rule in the group, and Rule 6 is
composed with Rule 2 by joining on Query JAS customer id which further
composes with Rule 5 by joining on Query JAS location. Thus, the composed
rule is “(customer id, name, creditcard no, item, address, retail price, stock,
ship cost, location), (Customer, Shipping, Warehouse, Inventory) — Cloud
A”. This composed rule is defined on the Query Join Path of query 1, and the
attribute set contains all the attributes required in query 1. Therefore, the query
is authorized.

Query 2 has Query Join Path < S, W,I >, attribute set {supplier name,
stock, cost price}, and Query JASes are {supplier id (S,W), item (W ,I)}. Here,
attribute cost price appears in Where clause is put into the attribute set, since
the query needs the authorization on that attribute to do the select operation.
As no single rule can authorize the query, the algorithm builds the Query Join
Group List during the first step. Rules 1, 2, 4, 6, 7 are filtered as their Join Paths
are not Sub-Paths of Query Join Path. The Query Join Group List is:

1. supplier id (S, W)— {Rule 3, Rule 5}.
2. item (W, I) — {Rule 3}.

Then the algorithm ignores entry item, and composes the Rule 3, 5 by joining on
Query JAS supplier id. The resulting composed rule is “(item, supplier name,
supplier id, retail price, stock), (Supplier, Warehouse, Inventory) — Cloud
A”. Since attribute cost price is not in the attribute set of the composed rule,
this query cannot be authorized.

5 Checking Consistency with Deny Policies

In addition to the authorization rules to allow access, cloud owners usually have
deny rules to make sure that certain combinations of attributes are not accessible
so that the information contained in such a relationship will not be released. We
want to check using all the given authorization rules whether there exists any
possible authorized query that violates the deny rules. For example, we can have
a deny rule as below:

1. (Inventory.item, Inventory.retail price, Supplier.cost price) — Cloud A
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This rule means the Cloud A does not allow to get these three attributes from
two tables at the same time (in one tuple), however the appearance of two of
the attributes at the same time is allowed. Unlike the authorization rule, deny
rules are not defined on join paths because such a rule is more restrictive than
the one defined on a join path from the perspective of deny. Without join path,
a deny rule prohibits any composition result that make the attribute set appear
together no matter which join path is used. Since they are not defined on join
paths so that they cannot be composed, and we always check them one at a
time. To make sure a deny rule is not violated, all the possible join paths and
rule compositions that will allow the attribute set need to be checked. To do so,
one naive idea is to generate all the possible authorization rules and check if any
one of them violates the given deny rules. Again, this is highly inefficient and
we need a better algorithm.

5.1 Join Group List Approach

If the attributes within one deny rule are not explicitly allowed by an autho-
rization rule, then the only possible way to violate it is the composition of the
given authorization rules. We use the Join Group List to check the possible rule
compositions that may violate the deny rules. Unlike query authorization con-
sidered earlier, the rule composition here is not constrained by the Query Join
Path, and any composition of the rules that may violate the deny rule should
be considered. Similar to the above algorithm, rules in a connected entry group
of the Join Group List can be composed into one rule. Beginning with one basic
rule and following all the connected entries, we can get a maximally composed
rule including that basic rule.

To test whether a given deny rule is violated, we begin with the deny rule
by randomly pick an attribute from the rule. We can randomly pick the first
attribute because that for the attributes in a deny rule to appear together in one
tuple, there must exist a composed or given rule to include all these attributes.
After picking the first attribute, we choose all the basic rules that include this
attribute. It is because any composed rule that violates the deny rule must be
composed with at least one of such rules. We then compose the rules much like
that for the query authorization one. In addition, there is no need to generate
the real composed rule, as we are only concerned with the attribute set of the
composed rule. This can be achieved by taking the union of the attribute set
from all the connected Join Group List entries.

5.2 Deny Rule Verification Algorithm

The deny rule verification algorithm first generates the Join Group List with
given rule, and then composes rules to check violation. The first step of the
algorithm can be treated as a pre-computation step since once the authoriza-
tion rules are given, the list can be generated. According to the definition, by
examining the authorization rules with each JAS, putting the rules in the cor-
responding entries, and creating the connections among the entries, the list is
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generated. In the second step, the algorithm goes through all the rules containing
the randomly picked attribute and tries to compose maximum possible rules to
violate the rule. If and only if one of such rule is found, the deny rule is violated.
Algorithm 2 is the detail description of Deny Rule Verification procedure.

Algorithm 2. Deny Rule Verification Algorithm

Require: Set of authorization rules, the deny rule d, the JAS set
Ensure: Deny rule can be violated or not

STEP ONE(Join Group List Generation):
1: for each authorization rule r do

2 for each JAS do

3: if JAS C Attribute set of r then

4 Add r into the entry of this JAS in Join Group List
5

: Connect this entry with previous entry that r also appears
STEP TWO(Verification):

6: Pick one attribute A from deny rule d

7: Create an empty attribute set UA

8: for each rule r includes attribute A do

9:  if r is in Join Group List and not visited then

10: Get the attribute set from the rules in the entry that includes r
11: Follow the links among the entries to get all connected entries
12: Union all the attributes from the rules in these entries, get set UA
13: if The attribute set of deny rule d C UA then

14: Deny Rule can be violated

15: return true

16:  else

17: if The attribute set of deny rule d C The attribute set of r then
18: Deny Rule can be violated

19: return true

20: Deny Rule cannot be violated
21: return false

In order to examine its complexity, suppose that there are N given rules, and
there are m possible JASes among them, and the cost of checking whether an
attribute is included in a set is C. Then the complexity of step one is O(NxC'xm).
If the largest number of rules in each entry in the list is ¢, and basic operation
cost for getting the attribute set from a rule is C, the worst complexity of step
two is O(N = C x t). It is because in step two, at most N rules are examined,
and for each entry, at most ¢ rules are checked. Therefore, the overall complexity
depends on the number of given rules and the relationships among them. On the
other hand, since such verification can be done offline with all given authorization
rules and deny rules, complexity is not a big concern here.

5.3 Illustration of Deny Rule Checking

Based on the definition in section Bl the Join Group List of our running example
including all the relations is:
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customer id) — (Rule 1, Rule 2, Rule 6)
supplier id) — (Rule 3, Rule 5)

item) — (Rule 1, Rule 3, Rule 4, Rule 6)
. (location) — (Rule 5, Rule 6)
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and then examines the con- Fig. 4. Composition of the rules 1 to 6
nected entry group including

entry ¢tem. Since entries location and customer id connect to item with Rule 6,
and entry supplier id connects entry location with Rule 5, all the entries in this
list are connected. Therefore, Rule 5 does not need to be checked again. Figure [
depicts how the rules 1 to 6 are composed together with JASes to obtain the
attribute set. The resulting composed rule will have the attribute set which is
the union of the attribute sets from rule 1 to 6. Because this set is not a superset
of {item, retail price, cost price}, the deny rule cannot be violated.

6 Conclusions and Future Work

In this paper, we examined the problem of cooperative data access in multi-
cloud environments. Given the authorization rules for allow policies, using the
join properties among the given rules, we presented an efficient algorithm to
decide whether a given query can be authorized. In addition, we proposed an
algorithm to check whether the given authorization rules are consistent with the
deny rules that the enterprises may have specified to ensure that sensitive data
is not released.

As stated earlier, we do not consider the generation of actual query plans in
this paper. Generating a query plan may require the help of a trusted third-party
in order to do the required join operations without violating the authorizations
and deny rules. The query plan generation also involves performance consid-
erations, which, in a multi-cloud environment would require consideration of
location of data. The implementation of authorization checks may need to be
done at all the parties that contribute data to the query before the query ex-
ecution can begin. The query execution itself must decide what operations are
done where in order to avoid any unauthorized leakage of information.

It may be possible to formulate the query authorization problem formally
with first-order logic so as to use traditional SAT based techniques; however, the
feasibility and complexity of this approach remain to be investigated.
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Abstract. Online social networks (OSNs) have experienced tremendous growth
in recent years and become a de facto portal for hundreds of millions of Internet
users. These OSNs offer attractive means for digital social interactions and in-
formation sharing, but also raise a number of security and privacy issues. While
OSNss allow users to restrict access to shared data, they currently do not provide
effective mechanisms to enforce privacy concerns over data associated with mul-
tiple users. In this paper, we propose a multiparty authorization framework that
enables collaborative management of shared data in OSNs. An access control
model is formulated to capture the essence of multiparty authorization require-
ments. We also demonstrate the applicability of our approach by implementing a
proof-of-concept prototype hosted in Facebook.

Keywords: Social network, Multiparty, Access control, Privacy, Data sharing.

1 Introduction

In recent years, we have seen unprecedented growth in the application of OSNs. For
example, Facebook, one of representative social network sites, claims that it has over
500 million active users and over 30 billion pieces of shared contents each month [2],
including web links, news stories, blog posts, notes and photo albums. To protect user
data, access control has become a central feature of OSNs [1.3]].

A typical OSN provides each user with a virtual space containing profile informa-
tion, a list of the user’s friends, and web pages, such as wall in Facebook, where users
and friends can post contents and leave messages. A user profile usually includes infor-
mation with respect to the user’s birthday, gender, interests, education and work history,
and contact information. In addition, users can not only upload a content into their own
or others’ spaces but also tag other users who appear in the content. Each tag is an
explicit reference that links to a user’s space. For the protection of user data, current
OSNs indirectly require users to be system and policy administrators for regulating
their data, where users can restrict data sharing to a specific set of trusted users. OSNs
often use user relationship and group membership to distinguish between trusted and
untrusted users. For example, in Facebook, users can allow friends, friends of friends,
specific groups or everyone to access their data, relying on their personal authorization
and privacy requirements.

* This work was partially supported by the grants from National Science Foundation (NSF-IIS-
0900970 and NSF-CNS-0831360) and Department of Energy (DE-SC0004308).

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 29 2011.
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Although OSNs currently provide simple access control mechanisms allowing users
to govern access to information contained in their own spaces, users, unfortunately,
have no control over data residing outside their spaces. For instance, if a user posts a
comment in a friend’s space, s/he cannot specify which users can view the comment. In
another case, when a user uploads a photo and tags friends who appear in the photo, the
tagged friends cannot restrict who can see this photo, even though the tagged friends
may have different privacy concerns about the photo. To address such an issue, pre-
liminary protection mechanisms have been offered by existing OSNs. For example,
Facebook allows tagged users to remove the tags linked to their profiles. However, re-
moving a tag from a photo can only prevent other members from seeing a user’s profile
by means of the association link, but the user’s image is still contained in the photo.
Since original access control policies cannot be changed, the user’s image continues to
be accessed by all authorized users. Hence, it is essential to develop an effective and
flexible access control mechanism for OSNs, accommodating the special authorization
requirements coming from multiple associated users for collaboratively managing the
shared data.

In this paper, we propose a multiparty authorization framework (MAF) to model
and realize multiparty access control in OSNs. We begin by examining how the lack of
multiparty access control for data sharing in OSNs can undermine the protection of user
data. A multiparty authorization model is then formulated to capture the core features
of multiparty authorization requirements which have not been accommodated so far by
existing access control systems and models for OSNs (e.g., [6/701314419]]). Meanwhile,
as conflicts are inevitable in multiparty authorization specification and enforcement,
systematic conflict resolution mechanism is also addressed to cope with authorization
and privacy conflicts in our framework.

The rest of the paper is organized as follows. Section [2] gives a brief overview of
related work. In Section[3] we present multiparty authorization requirements and artic-
ulate our proposed multiparty authorization model, including multiparty authorization
specification and multiparty policy evaluation. Implementation details and experimental
results are described in Section @ Section[3 concludes this paper.

2 Related Work

Access control for OSNss is still a relatively new research area. Several access control
models for OSNs have been introduced (e.g., [6/7013I14/19]). Early access control so-
lutions for OSNs introduced trust-based access control inspired by the developments
of trust and reputation computation in OSNs. The D-FOAF system [19] is primarily a
Friend of a Friend (FOAF) ontology-based distributed identity management system for
OSNs, where relationships are associated with a trust level, which indicates the level of
friendship between the users participating in a given relationship. Carminati et al. [6]
introduced a conceptually-similar but more comprehensive trust-based access control
model. This model allows the specification of access rules for online resources, where
authorized users are denoted in terms of the relationship type, depth, and trust level be-
tween users in OSNs. They further presented a semi-decentralized discretionary access
control model and a related enforcement mechanism for controlled sharing of informa-
tion in OSNs [7]. Fong et al. [14]] proposed an access control model that formalizes
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and generalizes the access control mechanism implemented in Facebook, admitting ar-
bitrary policy vocabularies that are based on theoretical graph properties. Gates [§]
described relationship-based access control as one of new security paradigms that ad-
dresses unique requirements of Web 2.0. Then, Fong [[13] recently formulated this
paradigm called a Relationship-Based Access Control (ReBAC) model that bases au-
thorization decisions on the relationships between the resource owner and the resource
accessor in an OSN. However, none of these existing work could model and analyze
access control requirements with respect to collaborative authorization management of
shared data in OSNs.

Recently, semantic web technologies have been used to model and express fine-
grained access control policies for OSNs (e.g., [SI1021]]). Especially, Carminati et
al. [5]] proposed a semantic web based access control framework for social networks.
Three types of policies are defined in their framework, including authorization policy,
filtering policy and admin policy, which are modeled with the Web Ontology Language
(OWL) and the Semantic Web Rule Language (SWRL). Access control policies regu-
late how resources can be accessed by the participants; filtering policies specify how
resources have to be filtered out when a user fetches an OSN page; and admin policies
can determine who is authorized to specify policies. Although they claimed that flexible
admin policies are needed to bring a system to a scenario where several access control
policies specified by distinct users can be applied to the same resource, the lack of for-
mal descriptions and concrete implementation of the proposed approach leaves behind
the ambiguities of their solution.

The need of joint management for data sharing, especially photo sharing, in OSNs
has been recognized by the recent work [4,24126]. The closest work to this paper is
probably the solution provided by Squicciarini et al. [24] for collective privacy man-
agement in OSNs. Their work considered access control policies of a content that is
co-owned by multiple users in an OSN, such that each co-owner may separately spec-
ify her/his own privacy preference for the shared content. The Clarke-Tax mechanism
was adopted to enable the collective enforcement of policies for shared contents. Game
theory was applied to evaluate the scheme. However, a general drawback of their solu-
tion is the usability issue, as it could be very hard for ordinary OSN users to comprehend
the Clarke-Tax mechanism and specify appropriate bid values for auctions. In addition,
the auction process adopted in their approach indicates that only the winning bids could
determine who can access the data, instead of accommodating all stakeholders’ privacy
preferences. In contrast, our work proposes a formal model to address the multiparty
access control issue in OSNs, along with a general policy specification scheme and
a simple but flexible conflict resolution mechanism for collaborative management of
shared data in OSNs.

Other related work include general conflict resolution mechanisms for access con-
trol [1201501641701820] and learn-based generation of privacy policies for OSNs
[L1422123]]. All of those related work are orthogonal to our work.

3 Multiparty Authorization for OSNs

In this section, we analyze the requirements of multiparty authorization (Section [3.1))
and address the modeling approach we utilize to represent OSNs (Section[3.2). We also
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Fig. 1. Scenarios of Multiparty Authorization in OSNs

introduce a policy scheme (Section [3.3) and an authorization evaluation mechanism
(Section[3.4)) for the specification and enforcement of multiparty access control policies
in OSNs.

3.1 Requirements

OSNS’s provide built-in mechanisms enabling users to communicate and share data with
other members. OSN users can post statuses and notes, upload photos and videos in
their own spaces, and tag others to their contents and share the contents with their
friends. On the other hand, users can also post contents in their friends’ spaces. The
shared contents may be connected with multiple users. Consider an example where a
photograph contains three users, Alice, Bob and Carol. If Alice uploads it to her own
space and tags both Bob and Carol in the photo, we call Alice an owner of the photo,
and Bob and Carol stakeholders of the photo. All of these users may specify access
control policies over this photo. Figure depicts a data sharing scenario where the
owner of a data item shares the data item with other OSN members, and the data item
has multiple stakeholders who may also want to involve in the control of data sharing.
In another case, when Alice posts a note stating “I will attend a party on Friday night
with @Carol” to Bob’s space, we call Alice a contributor of the note and she may
want to make the control over her notes. In addition, since Carol is explicitly identified
by @-mention (at-mention) in this note, she is considered as a stakeholder of the note
and may also want to control the exposure of this note. Figure shows another data
sharing scenario where a contributor publishes a data item to someone else’s space and
the data item may also have multiple stakeholders (e.g., tagged users). All associated
users should be allowed to define access control policies for the shared data item.
OSNss also enable users to share others’ data. For example, when Alice views a photo
in Bob’s space and selects to share this photo with her friends, the photo will be in turn
posted to her space and she can specify access control policies to authorize her friends
to see this photo. In this case, Alice is a disseminator of the photo. Since Alice may
adopt a weaker control saying the photo is visible to everyone, the initial access con-
trol requirements of this photo should be complied with, preventing from the possible
leakage of sensitive information via the procedure of data dissemination. For a more
complicated case, the disseminated data may be further re-disseminated by dissemi-
nator’s friends, where effective access control mechanisms should be applied in each
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procedure to regulate sharing behaviors. Especially, regardless of how many steps the
data item has been re-disseminated, the original access control policies should be al-
ways enforced to protect the data dissemination.

3.2 Modeling Social Networks

An OSN can be represented by a relationship network, a set of user groups and a collec-
tion of user data. The relationship network of an OSN is a directed labeled graph, where
each node denotes a user, and each edge represents a relationship between users. The
label associated with each edge indicates the type of the relationship. Edge direction de-
notes that the initial node of an edge establishes the relationship and the terminal node
of the edge accepts the relationship. The number and type of supported relationships
rely on the specific OSNs and its purposes. Besides, OSNs include an important fea-
ture that allows users to be organized in groups [28l27], where each group has a unique
name. This feature enables users of an OSN to easily find other users with whom they
might share specific interests (e.g., same hobbies), demographic groups (e.g., studying
at the same schools), political orientation, and so on. Users can join in groups with-
out any approval from other group members. Furthermore, OSNs provide each member
with a web space where users can store and manage their personal data including profile
information, friend list and user content.
We now formally model and define an online social network as follows:

Definition 1 (Online Social Network). An online social network is modeled as a 9-
tuple OSN =< U,G,PC,RT,RC,TT,CC,UU, UG >, where

— U is a set of users of the OSN. Each user has a unique identifier;

— G is a set of groups to which the users can belong. Each group also has a unique identifier;

- PC is a collection of user profile sets, {p1,...,pn}, where p; = {pi1,...,pim} is the
profile set of a user © € U. Each profile entry is a <attribute: profile value> pair, pi; =<
attr; : pvalue; >;

— RT is a set of relationship types supported by the OSN. Each user in an OSN may be con-
nected with others by relationships of different types;

— RC'is a collection of user relationship sets, {r1,...,rn}, where r; = {ri1, ... ,Tim} is the
relationship set of a user i € U. Each relationship entry is a <user: relationship type> pair,
ri; =< uj :rt; >, whereu; € U andrt; € RT;

— T'T is a set of content types supported by the OSN. Supported content types are photo, video,
note, event, status, message, link, and so on;

- CC is a collection of user content sets, {c1,...,cn}, where ¢; = {ci1,...,cim} is a set
of contents of a user i € U. Each content entry is a <content: content type> pair, ci; =<
cont; : tt; >, where cont; is a content identifier and tt; € TT;

— UU is a collection of uni-directional binary user-to-user relations, {UUMl, o, UUp, }
where UUry; C U X U specifies the pairs of users in a relationship type rt; € RT; and

— UG C U x G is a binary user-to-group membership relation;

Figure 2l shows an example of social network representation. It describes relationships
of five individuals, Alice (A4), Bob (B), Carol (C), Dave (D) and Edward (E), along
with their groups of interest and their own spaces of data. Note that two users may be
directly connected by more than one edge labeled with different relationship types in
the relationship network. For example, in Figure 2] Alice (A) has a direct relationship
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Fig. 2. An Example of Social Network Representation

of type colleagueOf with Bob (B), whereas Bob (B) has a relationship of friendOf with
Alice (A). Moreover, in this example, we can notice there are two groups that users can
participate in: the “Fashion” group and the “Hiking” group, and some users, such as
Alice (A) and Edward (E), may join in multiple groups.

3.3 Multiparty Authorization Specification

To enable a collaborative authorization management of data sharing in OSNs, it is es-
sential for multiparty access control policies to be in place to regulate access over shared
data, representing authorization requirements from multiple associated users. Our pol-
icy specification scheme is built upon the above-mentioned OSN model (Section [3.2)).

Recently, several access control schemes (e.g., [6l13l14]) have been proposed to sup-
port fine-grained authorization specifications for OSNs. Unfortunately, these schemes
can only allow a single controller (the resource owner) to specify access control poli-
cies. Indeed, a flexible access control mechanism in a multi-user environment like OSNs
is necessary to allow multiple controllers associated with the shared data item to spec-
ify access control policies. As we discussed in Section[3.1] in addition to the owner of
data, other controllers, including the contributor, stakeholder and disseminator of data,
also desire to regulate access to the shared data. We formally define these controllers as
follows:

Definition 2 (Owner). Let d be a shared data item in the space of a user ¢ € U in the
social network. The user 1 is called the owner of d, denoted as OWé.

Definition 3 (Contributor). Let d be a shared data item published by a user i € U in
someone else’s space in the social network. The user 1 is called the contributor of d,
denoted as C B,

Definition 4 (Stakeholder). Let d be a shared data item published in the space of a
user in the social network. Let T be the set of tagged users associated with d. A user
i € U is called a stakeholder of d, denoted as SH, ifi € T.
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Definition 5 (Disseminator). Let d be a shared data item disseminated by a useri € U
from someone else’s space to her/his space in the social network. The user i is called a
disseminator of d, denoted as DS’,.

In the context of an OSN, user data is composed of three types of information: User
profile describes who the user is in the OSN, including identity and personal informa-
tion, such as name, birthday, interests and contact information. User relationship shows
who the user knows in the OSN, including a list of friends to represent the connections
with family members, coworkers, colleagues, and so on. User content indicates what
the user has in the OSN, including photos, videos, statuses, and all other data objects
created through various activities in the OSN. Formally, we define user data as follows:

Definition 6 (User Data). The user data is a collection of data sets, {d1,...,d,},
where d; = p; Ur; Uc; is a set of data of a user i € U representing the user’s profile
pi, the user’s relationship list r;, and the user’s content set c;, respectively.

User data in OSNs can be organized as a hierarchical structure, whose leaves represent
the instances of data, and whose intermediate nodes represent classifications of data.
Figure Bl depicts a hierarchical structure of user data where the root node, user data, is
classified into three types, profile, relationship and content. The content is further di-
vided into multiple categories, such as photo, video, note, event, status, etc. In this way,
access control policies can be specified over both data classifications and instances. Es-
pecially, access control policies specified on classifications can be automatically propa-
gated down in the hierarchy. For instance, if access for the parent node photo is allowed,
access for all children nodes of photo is also allowed. As a consequence, such a hierar-
chical structure of user data can be used to improve the expressiveness of access control
policies and simplify the authorization management.

To summarize the aforementioned features and elements, we introduce a formal def-
inition of multiparty access control policies as follows:

Definition 7 (Multiparty Access Control Policy). A multiparty access control policy is
a 7-tuple P =< controller, ctype, accessor, atype, data, action, ef fect >, where
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— controller € U is a user who can regulate access to data;

- ctype € {OW,CB,SH, DS} is the type of the controller (owner, contributor,
stakeholder, and disseminator, respectively);

— accessor is a set of users to whom the authorization is granted, representing with
a set of user names, a set of relationship types or a set of group names. Note that
patterns are allowed to specify any set by using the the wildcard (*) instead of a
specific name;

— atype € {UN,RN,GN} is the type of the accessor specification (user name,
relationship type, and group name, respectively);

- data € d; UTT U DT is a data item di; € d;, a content type tt € T'T, or a data
type dt € DT = {profile,relationship, content}, where i € U;

— action = view is an action being authorized or forbiddenﬂ and

- ef fect € {permit, deny} is the authorization effect of the policy.

Note that different representations of accessor in our policy specification scheme have
different semantics. If the accessor is represented with a set of user names {us, . . ., u,, },
the semantics of this user name set can be explained as u; V. ..V u,, which means that
any user contained in the user name set is treated as an authorized accessor. On the other
hand, if the accessor is expressed as a set of relationship types {rt1,...,rt,} or a set
of group names {g1, ..., gn }, the semantics of the relationship type set or group name
set are interpreted as rt; A ... Art, or g1 A ... A gn. Examples of multiparty access
control policies are as follows:

1. p1 = (Alice, OW,{friendOf}, RN, < statusld, status >,view,permit):
Alice authorizes her friends to view her status identified by statusId. In this pol-
icy, Alice is an owner of the status.

2. po = (Bob,CB,{colleageOf}, RN, photo,view, permit): Bob authorizes his
colleagues to view all photos he publishes to others’ spaces. In this policy, Bob is
a contributor of the photos.

3. ps = (Carol,ST,{ friendOf,colleageOf}, RN, < photold, photo >,view,
permit): Carol authorizes users who are both her friends and her colleagues to
view one photo photold she is tagged in. In this policy, C'arol is a stakeholder of
the photo.

4. py = (Dave, OW,{Bob, Carol},UN, < eventld, event >, view, deny): Dave
disallows Bob and C'arol to view his event eventld.

5. ps = (Edward,DS,{fashion, hiking}, GN,< wvideold,video >,view,
permit): Edward authorizes users who are in both groups, fashion and hiking,
to view a video videold that he disseminates. In this policy, Edward is a dissemi-
nator of the video.

3.4 Multiparty Policy Evaluation

In our proposed multiparty authorization model, each controller can specify a set of
policies, which may contains both positive and negative policies, to regulate access of

' We limit our consideration to view action. The support of more actions such as post,
comment, tag, and update does not significantly complicate our approach proposed in this

paper.
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the shared data item. Two steps should be performed to evaluate an access request over
multiparty access control policies. The first step checks the access request against poli-
cies of each controller and yields a decision for the controller. Bringing in both positive
and negative policies in the policy set of a controller raises potential policy conflicts.
In the second step, decisions from all controllers responding to the access request are
aggregated to make a final decision for the access request. Since those controllers may
generate different decisions (permit and deny) for the access request, conflicts may
occurs again. Figure [l illustrates potential conflicts identified during the evaluation of
multiparty access control policies. In order to make an unambiguous final decision for
each access request, it is crucial to adopt a systematic conflict resolution mechanism to
resolve those identified conflicts during multiparty policy evaluation.

Policy Conflict Resolution in One Party. In the first step of multiparty policy evalua-
tion, policies belonging to each controller are evaluated in sequence, and the accessor
element in a policy decides whether the policy is applicable to a request. If the user who
sends the request belongs to the user set derived from the accessor of a policy, the pol-
icy is applicable and the evaluation process returns a response with the decision (either
permit or deny) indicated by the effect element in the policy. Otherwise, the response
yields NotApplicable. In the context of OSNs, controllers generally utilize a posi-
tive policy to define a set of trusted users to whom the shared data item is visible, and
a negative policy to exclude some specific untrusted users from whom the shared data
item should be hidden. Some general conflict resolution strategies for access control
have been introduced [12/15/16]. For example, deny-overrides (this strategy indicates
that “deny” policy take precedence over “allow” policy), allow-overrides (this strat-
egy states that “allow” policy take precedence over “deny” policy), specificity-overrides
(this strategy states a more specific policy overrides more general policies), and recency-
overrides (this strategy indicates that policies take precedence over policies specified
earlier). We can adopt these strategies to resolve policy conflicts in our conflict reso-
lution mechanism when evaluating a controller’s policies. Since some strategies, such
as specificity-overrides and recency-overrides are nondeterministic, and deny-overrides
strategy is too restricted in general for conflict resolution, it is desirable to combine
these strategies together to achieve a more effective conflict resolution. Thus, a strategy
chain can be constructed to address this issue, which has been discussed in our previous
work [[17418]].
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Resolving Multiparty Privacy Conflicts. When two users disagree on whom the
shared data item should be exposed to, we say a privacy conflict occurs. The essen-
tial reason leading to the privacy conflicts is that multiple controllers of the shared data
item often have different privacy concerns over the data item. For example, assume that
Alice and Bob are two controllers of a photo. Each of them defines an access control
policy stating only her/his friends can view this photo. Since it is almost impossible
that Alice and Bob have the same set of friends, privacy conflicts may always exist
considering multiparty control over the shared data item.

A naive solution for resolving multiparty privacy conflicts is to only allow the com-
mon users of accessor sets defined by the multiple controllers to access the data. Un-
fortunately, this strategy is too restrictive in many cases and may not produce desirable
results for resolving multiparty privacy conflicts. Let’s consider an example that four
users, Alice, Bob, Carol and Dave, are the controllers of a photo, and each of them
allows her/his friends to see the photo. Suppose that Alice, Bob and Carol are close
friends and have many common friends, but Dave has no common friends with them
and also has a pretty weak privacy concern on the photo. In this case, adopting the naive
solution for conflict resolution may turn out that no one can access this photo. Never-
theless, it is reasonable to give the view permission to the common friends of Alice,
Bob and Carol.

A strong conflict resolution strategy may provide a better privacy protection. In the
meanwhile, it reduces the social value of data sharing in OSNs. Therefore, it is impor-
tant to consider the tradeoff between privacy and utility when resolving privacy con-
flicts. To address this issue, we introduce a flexible mechanism for resolving multiparty
privacy conflicts in OSNs based on a voting scheme. Several simple and intuitive strate-
gies can be derived from the voting scheme as well.

Our voting scheme contains two voting mechanisms, decision voting and sensitivity
voting. In the decision voting, an aggregated decision value from multiple controllers
with respect to the results of policy evaluation is computed. In addition, each controller
assigns a sensitivity level to the shared data item to reflect her/his privacy concern.
Then, a sensitivity score for the data item can be calculated as well through aggregat-
ing each controller’s sensitivity level value. Based on the aggregated decision value
and the sensitivity score, our decision making approach provides two conflict resolu-
tion solutions: automatic conflict resolution and strategy-based conflict resolution. A
basic idea of our approach for automatic conflict resolution is that the sensitivity score
can be utilized as a threshold for decision making. Intuitively, if the sensitivity score
is higher, the final decision is likely to deny access, taking into account the privacy
protection of high sensitive data. Otherwise, the final decision is very likely to allow
access. Hence, the utility of OSN services cannot be affected. In the second solution,
the sensitivity score of a data item is considered as a guideline for the owner of shared
data item in selecting an appropriate strategy for conflict resolution. Several specific
strategies can be used for resolving multiparty privacy conflicts in OSNs. For example,
owner-overrides (the owner’s decision has the highest priority), full-consensus-permit
(if any controller denies the access, the final decision is deny), majority-permit (this
strategy permits a request if over 1/2 controllers permit it), strong-majority-permit (this
strategy permits a request if over 2/3 controllers permit it), and super-majority-permit
(this strategy permits a request if over 3/4 controllers permit it).
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Conflict Resolution for Disseminated Data. A user can share others’ contents with
her/his friends in OSNSs. In this case, the user is a disseminator of the content, and the
content will be posted in the disseminator’s space and visible to her/his friends or the
public. Since a disseminator may adopt a weaker control over the disseminated content
but the content may be much sensitive from the perspective of original controllers of
the content, the privacy concerns from the original controllers of the content should
be always complied with, preventing inadvertent disclosure of sensitive contents. In
other words, the original access control policies should be always enforced to restrict
access to the disseminated content. Thus, the final decision for an access request to
the disseminated content is a composition of the decisions aggregated from original
controllers and the decision from the current disseminator. In order to eliminate the risk
of possible leakage of sensitive information from the procedure of data dissemination,
we leverage the restrictive conflict resolution strategy, Deny-overrides, to resolve
conflicts between original controllers’ decision and the disseminator’s decision. In such
a context, if either of those decisions is to deny the access request, the final decision is
deny. Otherwise, if both of them are permi t, the final decision is permit.

4 Prototype Implementation and Evaluation

To demonstrate the feasibility of our authorization model and mechanism, we imple-
mented a Facebook-based application called MController for supporting collaborative
management of shared data. Our prototype application enables multiple associated users
to specify their authorization policies and privacy preferences to co-control a shared
data item. We currently restrict our prototype to deal with photo sharing in OSNs. Ob-
versely, our approach can be generalized to handle other kinds of data, such as videos
and comments, in OSNs as long as the stakeholders of shared data can be identified
with effective methods like tagging or searching.
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MController is deployed as a third-party application of Facebook, which is hosted
in an Apache Tomcat application server supporting PHP and MySQL database. MCon-
troller application is based on the iFrame external application approach, adopting the
Facebook REST-based APIs and supporting Facebook Markup Language (FBML),
where Facebook server acts as an intermediary between users and the application server.
Facebook server accepts inputs from users, then forwards them to the application server.
The application server is responsible for the input processing and collaborative manage-
ment of shared data. Information related to user data such as user identifiers, friend lists,
user groups, and user contents are stored in the MySQL database.

Once a user installs MController in her/his Facebook space, MController can access
user’s basic information and contents. In particular, MController can retrieve and list
all photos, which are owned or uploaded by the user, or where the user was tagged.
Then, the user can select any photo to define the privacy preference. If the user is not
the owner of selected photo, s/he can only edit the privacy setting and sensitivity setting
of the photo. Otherwise, if the user is an owner of the photo, s/he can further configure
the conflict resolution mechanism for the shared photo.

A core component of MController is the decision making module, which processes
access requests and returns responses (either permit or deny) for the requests. Fig-
ure [3] depicts a system architecture of the decision making module in MController. To
evaluate an access request, the policies of each controller of the targeted content are en-
forced first to generate a decision for the controller. Then, the decisions of all controllers
are aggregated to yield a final decision as the response of the request. During the pro-
cedure of decision making, policy conflicts are resolved when evaluating controllers’
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policies by adopting a strategy chain pre-defined by the controllers. In addition, multi-
party privacy conflicts are resolved based on the configured conflict resolution mecha-
nism when aggregating the decisions of controllers. If the owner of the content chooses
automatic conflict resolution, the aggregated sensitivity value is utilized as a threshold
for making a decision. Otherwise, multiparty privacy conflicts are resolved by applying
the strategy selected by the owner, and the aggregated sensitivity score is considered as
a recommendation for the strategy selection. Regarding access requests to the dissemi-
nated contents, the final decision is made by combining the disseminator’s decision and
original controllers’ decision through a deny-overrides combination strategy.

A snapshot of MController for owner control is shown in Figure |6l where an owner
of a photo can assign weight values to different types of controllers of the shared photo,
and select either automatic or manual mechanism for conflict resolution. If the owner
chooses manual conflict resolution, s/he can further select an appropriate conflict res-
olution strategy referring to the recommendation derived from the sensitivity score of
the photo. Note that MController currently requires all controllers of a shared photo
should define their privacy preferences before applying our authorization mechanism
to evaluate the requests. Otherwise, the photo is only visible to the controllers. Since
a user may be involved in the control of hundreds of photos, manual input of the pri-
vacy preferences is a time-consuming and tedious task. As part of our future work, we
would study inference-based techniques [11] for automatically configuring controllers’
privacy preferences.

To evaluate the performance of the policy evaluation mechanism in MController,
we changed the number of the controllers of a shared photo from 1 to 20. Also, we
considered two cases for our evaluation. In the first case, each controller has only one
positive policy. The second case examines two policies (one positive policy and one
negative policy) of each controller. Figure [7] shows the policy evaluation cost while
changing the number of the controllers. For both cases, the experimental results show
that the policy evaluation cost increased slightly with the increase of the number of the
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controllers. Also, we can observe that MController performs fast enough to handle even
a large number of controllers for collaboratively managing the shared data.

5 Conclusion and Future Work

In this paper, we have proposed a novel authorization framework that facilitates collabo-
rative management of the shared data in OSNs. We have given an analysis of multiparty
authorization requirements in OSNs, and formulated a multiparty access control model.
Our access control model is accompanied with a multiparty policy specification scheme
and corresponding policy evaluation mechanism. Moreover, we have described a proof-
of-concept implementation of our approach called MController, which is a Facebook
application, along with performance analysis.

As our future work, we will incorporate a logic-based reasoning feature into our ap-
proach to provide a variety of analysis services for collaborative management of the
shared data. Also, we are planning to conduct extensive user studies to evaluate the us-
ability of our proof-of-concept implementation, MController. In addition, as effective
automated algorithms (e.g., facial recognition [9/25]]) are being developed to recog-
nize people accurately in contents such as photos and then generate tags automatically,
access and privacy controls will become even more problematic in the future. Conse-
quently, we would extend our work to explore more sophisticated and effective solutions
to address emerging security and privacy challenges for sharing various data in OSNs.
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Abstract. The problem of enabling privacy-preserving data releases has
become more and more important in the last years thanks to the increas-
ing needs of sharing and disseminating information. In this paper we
address the problem of computing data releases in the form of fragments
(vertical views) over a relational table, which satisfy both confidential-
ity and visibility constraints, expressing needs for information protection
and release, respectively. We propose a modeling of constraints and of
the data fragmentation problem based on Boolean formulas and Ordered
Binary Decision Diagrams (OBDDs). Exploiting OBDDs, we efficiently
manipulate Boolean formulas, thus easily computing data fragments that
satisfy the constraints.

Keywords: Privacy, fragmentation, confidentiality and visibility con-
straints, OBDDs.

1 Introduction

Information sharing and dissemination are typically selective processes. While on
one side, there is a need - or demand - for making certain information available
to others, there is on the other side an equally strong need to ensure proper
protection of sensitive information. It is therefore important to provide data
holders with means to express and enforce possible constraints over their data,
modeling the need for information of the data recipients (visibility constraints)
and the need for protecting confidential information from an improper disclosure
(confidentiality constraints).

Recent proposals considering confidentiality and visibility constraints have put
forward the idea of computing vertical fragments over the original data struc-
ture (typically a relation) in such a way that constraints are satisfied [TI7JSJT0].
While such proposals have been introduced as a way of departing from data
encryption when relying on external storage services, data fragmentation can
result appealing also in data publication scenarios. In fact, data fragments can
be seen as different (vertical) views that a data holder can release to external
parties to satisfy their demand for information while at the same time guaran-
teeing that confidential information is not disclosed. The problem of computing
data views in a way that explicitly takes into consideration both privacy needs
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and visibility requirements makes however the data fragmentation problem far
from trivial. In particular, ensuring some meaningful form of minimality of the
computed fragments (to the aim of avoiding unnecessary fragmentation), makes
the problem NP-hard [10].

In this paper we propose a new modeling of the fragmentation problem that
exploits the representation of confidentiality and visibility constraints as Boolean
formulas, and of fragments as truth assignments over Boolean variables corre-
sponding to attributes in the original relation. In this way, the computation
of a fragmentation that satisfies the given constraints greatly relies on the ef-
ficiency with which Boolean formulas are manipulated and represented. Since
the classical methods for operating on Boolean formulas are impractical for
large-scale problems, we exploit reduced Ordered Binary Decision Diagrams
(OBDDs). OBDDs are a canonical form for Boolean formulas that can be manip-
ulated efficiently, thus being suitable for compactly representing large Boolean
formulas [I§]. The size of an OBDD does not directly depend on the size of
the corresponding formula and therefore the complexity of the Boolean oper-
ators depends on the OBBD size only. Although the size of an OBDD could
be, in the worst case, exponential in the number of variables appearing in the
formula, the majority of Boolean formulas can be represented by very compact
OBDDs. Our approach then consists in transforming all the inputs of the frag-
mentation problem into Boolean formulas, and in exploiting their representation
through OBDDs to process different constraints simultaneously, and to easily
check whether a fragmentation reflects the given confidentiality and visibility
constraints.

The remainder of this paper is organized as follows. Section Blintroduces con-
fidentiality and visibility constraints, and describes the fragmentation problem.
Section [3 presents our modeling of the problem, defining OBDDs corresponding
to constraints and truth assignments satisfying them, and illustrating how truth
assignments can be composed for computing a solution to the problem. Section ]
illustrates an algorithm exploiting the OBDD-based modeling for determining a
fragmentation. Section [O] discusses related work. Finally, Section [ reports our
conclusions.

2 Preliminary Concepts

We consider a scenario where, consistently with other proposals (e.g., [TI8IT0JT9]),
the data undergoing possible external release are represented with a single re-
lation r over a relation schema R(a1,...,a,). We use standard notations of
relational database theory and, when clear from the context, we will use R to
denote either the relation schema R or the set {a,...,a,} of attributes in R.
We consider two kinds of constraints on data: confidentiality constraints that im-
pose restrictions on the (joint) visibility of values of attributes in R, and visibility
constraints expressing requirements on data views [8[10].

Definition 1 (Confidentiality constraint). Given a relation schema
R(ai,...,an), a confidentiality constraint ¢ over R is a subset of {a1,...,an}.
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CENSUSDATA c v

SSN  Name Birth ZIP Job Employer ©1 = {SSN} v1 = ZIP V Employer
. . . s . . co = {Name, Job} vy = SSN V (Birth A ZIP)
123-45-6789 Alice 56/12/07 94101 spy special units 3 = {Name, Enployer} v = Job A Employer
234-56-7654 Bob 79/03/01 94123 agent FBI ¢4 = {Birth, ZIP, Job}
345-67-8123 Car(}l 51/11/11 95173 sniper army ¢5 = {Birth, ZIP, Enployer}
456-78-9876 David 67/05/09 96234 undercover agent FBI
567-89-0534 Emma 80/11/12 94143 scientist army

(a) (b) (c)

Fig. 1. An example of relation (a), confidentiality (b) and visibility constraints (c)

Confidentiality constraints state that the values assumed by an attribute (single-
ton constraint) or the associations among the values of a given set of attributes
(association constraint) are sensitive and should not be visible. More precisely, a
singleton constraint {a} states that the values of attribute a should not be visi-
ble. An association constraint {a;,, ..., a;  } states that the values of attributes
@iy, - -, a;, should not be visible in association. For instance, Figure [I((b) illus-
trates one singleton (¢1) and four association (ca,. . .,c5) constraints for relation
CENSUSDATA in Figure [[[a).
Visibility constraints are defined as follows.

Definition 2 (Visibility constraint). Given a relation schema R(a1, ..., ay),
a visibility constraint v over R is a monotonic Boolean formula over attributes
n R.

Intuitively, a visibility constraint imposes the release of an attribute or the joint
release of a set of attributes. Visibility constraint v=a states that the values
assumed by attribute ¢ must be visible. Visibility constraint v=v;Av; states
that v; and v; must be jointly visible (e.g., constraint vs in Figure[lc) requires
the joint release of attributes Job and Employer since the associations between
their values must be visible). Visibility constraint v=v;Vv; states that at least
one between v; and v; must be visible (e.g., constraint v; in Figure[Il(c) requires
that the values of attribute ZIP or the values of attribute Employer are released).
Note that negations are not used in the definition of visibility constraints since
they model requirements of non-visibility, which are already captured by confi-
dentiality constraints.

Confidentiality and visibility constraints can be enforced by splitting (frag-
menting) attributes in R in different sets (fragments). A fragmentation of rela-
tion R is a set of fragments, as formally defined in the following.

Definition 3 (Fragmentation). Given a relation schema R(a1,...,an), a
fragmentation F of R is a set {F1,...,F} of fragments, where each fragment
Fi,i=1,...,1, is a subset of {a1,...,an}.

Given a relation R, a set C of confidentiality constraints, and a set V of visibility
constraints, a fragmentation F of R is correct if it satisfies all the confidential-
ity constraints in C and all the visibility constraints in V. Formally, a correct
fragmentation is defined as follows.

Definition 4 (Correctness). Given a relation schema R(a1,...,ay), a setC
of confidentiality constraints over R, and a set V of visibility constraints over
R, a fragmentation F of R is correct with respect to C and V iff:
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F1 F2
Birth ZIP Job Employer
56/12/07 94101 spy special units
79/03/01 94123 agent FBI
51/11/11 95173  sniper army
67/05/09 96234 undercover agent FBI
80/11/12 94143 scientist army

Fig. 2. An example of correct fragmentation of relation CENSUSDATA in Figure [[(a)

1. VceC,VFeF: ¢LF (confidentiality);
2. YveV, IFeF: F satisfies v (visibility);
3. VF;,F;eF, i # j: FiNF ;=0 (un-linkability).

Condition 1 ensures that neither sensitive attributes nor sensitive associations are
visible in a fragment. Condition 2 ensures that visibility constraints are satisfied.
Condition 3 ensures that fragments do not have common attributes and therefore
that association constraints cannot be violated by possibly joining fragments.
We note that singleton constraints can be satisfied only by not releasing the
corresponding sensitive attributes. Association constraints can be satisfied either
by not releasing at least one of the attributes in the constraints, or by distributing
the attributes among different (un-linkable) fragments. Visibility constraints are
satisfied by ensuring that each constraint is satisfied by at least one fragment.

Given a set of confidentiality and visibility constraints, we are interested in
a fragmentation that does not split attributes among fragments when it is not
necessary for constraint satisfaction. The rationale is that maintaining a set of
attributes in the same fragment releases their values and also their associations,
thus maximizing the visibility over the data. Our goal is then to compute a
minimal fragmentation, that is, a fragmentation that does not include fragments
that can be merged without violating confidentiality constraints. The problem
of computing a minimal fragmentation can be defined as follows.

Problem 1 (MIN-FRAG). Given a relation schema R(ay,. .., a,), a set C of con-
fidentiality constraints over R, and a set V of visibility constraints over R, deter-
mine (if it exists) a correct fragmentation F of R with respect to C and V such
that there does not exist another correct fragmentation F’ obtained by merging
fragments in F.

For instance, the fragmentation in Figure [2] is a minimal fragmentation since
merging F'y with F'5 would violate confidentiality constraints ¢4 and cs.

3 OBDD-Based Modeling of the Fragmentation Problem

We model the fragmentation problem as the problem of managing a set of
Boolean formulas that are conveniently represented through reduced and ordered
binary decision diagrams (OBDDs) [3]. OBDDs allow us to efficiently manipu-
late confidentiality and visibility constraints, and to easily compute a minimal
fragmentation (see Section ).
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B c 1%
SSN c1 = SSN v1 = ZIPVEmployer
Name co = NameAJob vg = SSNV (BirthAZIP)
Birth c3 = NameAEmployer v3 = JobAEmployer
ZIP c4 = BirthAZIPAJob
Job cs = BirthAZIPAEmployer
Employer

Fig. 3. Boolean interpretation of the inputs of the MIN-FRAG problem in Figure [l

3.1 OBDD Representation of Constraints

In our modeling, attributes in R are interpreted as Boolean variables. Visibility
constraints have already been defined as Boolean formulas (Definition 2l). Each
confidentiality constraint in C can be represented as the conjunction of the vari-
ables corresponding to the attributes in the constraint. For instance, Figure
represents the Boolean interpretation of the inputs of the MIN-FRAG problem
in Figure[Il where B denotes the set of Boolean variables.

We use OBDDs as an effective and efficient solution to represent and manip-
ulate Boolean formulas. An OBDD represents a Boolean formula as a rooted
directed acyclic graph with two leaf nodes labeled 1 (true) and 0 (false), respec-
tively, corresponding to the truth values of the formula. Each internal node in
the graph represents a Boolean variable in the formula and has two outgoing
edges, labeled 1 and 0, representing the assignment of values 1 and 0, respec-
tively, to the variable. The variables occur in the same order on all the paths of
the graph. Also, to guarantee a compact representation of the Boolean formula,
the subgraphs rooted at the two direct descendants of each internal node in the
graph are disjoint, and any possible pair of subgraphs rooted at two different
nodes are not isomorphic. Figure @l and Figure [ illustrate the OBDDs of the
Boolean formulas in Figure [3] that model the confidentiality and visibility con-
straints, respectively, in Figure [[l Here and in the following, edges labeled 1 are
represented by solid lines, and edges labeled 0 are represented by dashed lines.
A truth assignment to the Boolean variables in a formula corresponds to a path
from the root to one of the leaf nodes of the OBDD of the formula. The outgoing
edge of a node in the path is the value assigned to the variable represented by
the node. For instance, with respect to the OBDD of v in Figure Bl path (ZIP,
Employer, 1) represents truth assignment [ZIP=0, Employer=1] since the edge
in the path outgoing from node ZIP is labeled 0, and the edge in the path outgo-
ing from node Employer is labeled 1. We call one-paths (zero-paths, respectively)
all the paths of an OBDD that reach leaf node 1 (0, respectively), which corre-
spond to the assignments that satisfy (do not satisfy, respectively) the formula.
For instance, with respect to the OBDD of v; in Figure[Bl path (ZIP, Employer,
1) is a one-path of the OBDD. Variables in the formula that do not occur in a
path from the root to a leaf node are called don’t care variables, that is, variables
whose values do not influence the truth value of the formula. For instance, with
respect to the one-path (ZIP, 1) of the OBDD of v; in Figure[[] Employer is a
don’t care variable. If there is at least a don’t care variable along a path, the
corresponding truth assignment is partial (in contrast to complete), since only a
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Fig. 5. OBDDs representing the visibility constraints in Figure B

subset of the variables in the formula is assigned a value. We note that a partial
truth assignment with k£ don’t care variables is a compact representation of a
set of 2 complete truth assignments, obtained by assigning to the don’t care
variables value 1 or 0. For instance, the OBDD of v; in Figure Bl has two one-
paths, corresponding to truth assignments [ZIP=1] and [ZIP=0, Employer=1].
Partial truth assignment [ZIP=1] is a shorthand for [ZIP=1, Employer=1] and
[ZIP=1, Employer=0], where don’t care variable Employer has value 1 and 0,

respectively.

3.2 Truth Assignments

In the Boolean modeling of the fragmentation problem, a fragment F€F can
be interpreted as a complete truth assignment, denoted I, over the set B of
Boolean variables. Function Iz assigns value 1 to each variable corresponding to
an attribute in F', and value 0 to all the other variables. A fragmentation is then
represented by a set of complete truth assignments, which is formally defined as

follows.
Definition 5 (Set of truth assignments). Given a set B of Boolean variables,

a set Z of truth assignments is a set {I;,...,I;} of functions, such that each I;
inZ,i=1,...,1, is defined as I;:B—{0,1}.

With a slight abuse of notation, we use I to denote also the list of truth val-
ues assigned by I to variables in B. For instance, fragmentation F in Figure
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corresponds to the set ZT={Ip, ,Ip,} of truth assignments, where Ir, = [SSN=0,
Name=0, Birth=1, ZIP=1, Job=0, Employer=0] and Ir, = [SSN=0, Name=0,
Birth=0, ZIP=0, Job=1, Employer=1]. Given a Boolean formula f, defined
over Boolean variables B, and a truth assignment I, I(f) denotes the result of
the evaluation of f with respect to truth assignment I. A set Z of truth as-
signments corresponds to a correct fragmentation if it satisfies all confidentiality
and visibility constraints and each Boolean variable is set to true by at most one
truth assignment, as formally defined in the following.

Definition 6 (Correct set of truth assignments). Given a set B of Boolean
variables, a set C of confidentiality constraints over B, and a set V of visibility
constraints over B, a set T of truth assignments is correct with respect to C and

vV iff:

1. Ve eC,VIeZ:1I(c)=0 (confidentiality);
2. YoeV, I € I: I(v) =1 (visibility);
3. VL, L;eZ,i#j,Va € B s.t. Ii(a) =1: I;(a) = 0 (un-linkability).

Condition 1 ensures that the evaluation of any confidentiality constraint with
respect to any truth assignment (fragment) is false (i.e., no confidentiality con-
straint is violated). Condition 2 ensures that, for each visibility constraint, there
is at least one truth assignment (fragment) that makes the visibility constraint
true (i.e., all visibility constraints are satisfied). Condition 3 ensures that there
is at most one truth assignment (fragment) that sets a variable to true (i.e., dif-
ferent fragments do not have common attributes). It is immediate to see that a
set of truth assignments is correct with respect to C and V iff the corresponding
fragmentation is correct with respect to C and V (i.e., Definition [l is equivalent
to Definitiond]). The correctness of a set Z of truth assignments can be efficiently
verified by using the OBDDs representing the confidentiality and visibility con-
straints: i) each assignment I must correspond to a zero-path in all the OBDDs
of the confidentiality constraints; and ) for each visibility constraint, at least
one assignment I must correspond to a one-path in the OBDD of the constraint.
For instance, consider the OBDDs of confidentiality and visibility constraints in
Figure@ and Figure[ and the set Z = {Ir,, Ip, } of truth assignments represent-
ing the fragmentation in Figure 2l Z is correct, since: 1) Iy, and I, correspond
to zero-paths of the OBDDs of the confidentiality constraints (confidentiality);
2) I, corresponds to a one-path of the OBDDs of vy and vz, and Ip, corre-
sponds to a one-path of the OBDD of vy (visibility); and 3) each variable in B
is set to 1 by at most one between I, and Ir, (un-linkability).

Note that given two fragments F; and F; and the corresponding truth as-
signments Ir, and Ip,, the truth assignment representing merged fragment
Fij=F;UF;is Ip,=Ip,VIp,. The MIN-FRAG problem can now be reformulated
as follows.

Problem 2 (MIN-TRUTH). Given a set B of Boolean variables, a set C of confiden-
tiality constraints over B, and a set V of visibility constraints over B, determine
(if it exists) a correct set Z of truth assignments such that there does not exist
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¥
Fig. 6. OBDD representing the disjunction (¢1 V c2 V ¢z V ca V ¢s5)

another correct set 7' of truth assignments obtained by combining two truth
assignments in Z through the ORr operator.

Our approach to solve the MIN-TRUTH problem exploits properties of the OB-
DDs to efficiently check if a set of truth assignments is correct. In principle, a
set of truth assignments should be checked for correctness against each confi-
dentiality and each visibility constraint. We can cut down on such controls by
noting that if a truth assignment I does not make true any confidentiality con-
straint, Boolean formula c;V... Ve, evaluates to false with respect to I. Also,
if truth assignment I makes true at least one of the confidentiality constraints
in C, Boolean formula c{V... Ve, evaluates to true with respect to I. In other
words, we can check all the confidentiality constraints together in a single step.
Formally, this observation is expressed as follows.

Observation 1. Given a set B ={a1,...,a,} of Boolean variables, a set C =
{c1,...,em} of confidentiality constraints over B, and a truth assignment I:

Veel, I(c)=0<= I(c1V...Vcpy) =0.

To verify whether a truth assignment I satisfies the confidentiality constraints,
we can then simply check if I characterizes a zero-path of the OBDD repre-
senting the disjunction of confidentiality constraints. For instance, consider the
confidentiality constraints in Figure B the OBDD representing their disjunction
in Figure [0 and truth assignment Ip, = [SSN=0, Name=0, Birth=0, ZIP=0,
Job=1, Employer=1], representing fragment F's in Figure[2 Ir, corresponds to
a zero-path in the OBDD in Figure [ implying that Ir, does not violate the
confidentiality constraints.

For each visibility constraint v, a correct set of truth assignments must in-
clude at least a truth assignment I satisfying v, while not violating confiden-
tiality constraints (i.e., I(v)=1 and I(c1V...Vey,)=0). This is equivalent to say
that the evaluation of Boolean formula vA—(c1V...Vey,) with respect to truth
assignment [ is true, as formally observed in the following.
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Fig. 7. OBDDs representing the composition of each visibility constraint in Figure
with the negated disjunction of the confidentiality constraints in Figure @] and their

one-paths
Observation 2. Given a set B = {a1,...,a,} of Boolean variables, a set C =
{c1,...,¢cm} of confidentiality constraints over B, a wvisibility constraint v over

B, and a truth assignment I:
Iw)y=1and I(c1V...Vem)=0<= I(v A=(c1 V... Vcp)) =1

In other words, the one-paths of the OBDD, denoted O;, of Boolean formula
viA—(c1V...Vey,), represent in a compact way all and only the truth assign-
ments that satisfy v; and that do not violate any confidentiality constraint.
Note that all variables in B not appearing in the formula are considered as
don’t care variables. For instance, consider the confidentiality and visibility con-
straints in Figure @ and in Figure Bl Figure [[ illustrates the OBDDs of for-
mulas v;A=(c1V...Ves), ¢ = 1,...,3, along with their one-paths. In the figure
and in the remainder of the paper, we use ‘-’ as value for the don’t care vari-
ables. For instance, attribute Name does not appear in the OBDD representing
vaA—(c1V...Ves) and therefore it appears as a don’t care variable in the one-
path of Oy (i.e., [SSN=0, Name=-, Birth=1, ZIP=1, Job=0, Employer=0]). To
satisfy Condition 1 (confidentiality) and Condition 2 (visibility) in Definition [
a set Z of truth assignments must include, for each v;€V, one truth assignment
in the set of one-paths of O;. However, not all the sets of truth assignments
that include one of the one-paths of O; for each v;EV are correct, since they
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may violate Condition 3 in Definition [ (un-linkability). In the following, we
discuss how to combine truth assignments representing one-paths of O1,..., Oy
to incrementally compute a correct set Z of truth assignments. We note that
one-paths of O; may represent partial truth assignments, while a correct set of
truth assignments is composed of complete assignments only (Definition [B]). As
a consequence, don’t care variables must be set either to 0 or 1 before inserting
one-paths of Oq,..., Oy into Z.

3.3 Comparison of Assignments

Goal of our approach is to incrementally create a correct set of truth assign-
ments that solves the MIN-TRUTH problem and that corresponds to a correct
and minimal fragmentation. To this purpose, we first introduce the concepts of
linkable and mergeable truth assignments.

Definition 7 (Linkable truth assignments). Given two assignments I; and
1; over Boolean variables B, we say that I; and I; are linkable iff da € B :
IZ(CL) = Ij(a) =1.

According to Definition [[, two assignments are linkable iff there is a Boolean
variable in B such that the truth value of the variable is 1 with respect to the
given assignments. Intuitively, this implies that the fragments corresponding to
them have an attribute in common. For instance, the two assignments [SSN=0,
Name=0, Birth=0, ZIP=-, Job=1, Employer=1] and [SSN=0, Name=0, Birth=0,
ZIP=-, Job=1, Employer=-] are linkable since they both assign 1 to variable Job.

Definition 8 (Mergeable truth assignments). Given two assignments I;
and I; over Boolean variables B, we say that I; and I; are mergeable iff Va € B
s.t. Ii(a)=1, I (a)=1 or I; (a )=- and vice versa.

According to Definition [§, two truth assignments are mergeable iff for each vari-
able a in B the truth values of the variable in the two assignments are not in
contrast, where being in contrast for variable a means that a is assigned 1 by
one assignment while being assigned 0 by the other one. Intuitively, two merge-
able assignments define the truth value of variables in a way that they can be
represented through a single assignment. As an example, consider the two as-
signments [SSN=0, Name=-, Birth=0, ZIP=-, Job=-, Employer=1] and [SSN=0,
Name=0, Birth=-, ZIP=1, Job=-, Employer=-]. For each variable set to 1 in
one of these assignments, the correspondent truth value in the other assignment
is either 1 or -, and therefore the two assignments are mergeable. Assignments
[SSN=0, Name=0, Birth=1, ZIP=0, Job=-, Employer=1] and [SSN=0, Name=0,
Birth=1, ZIP=1, Job=0, Employer=-| are linkable (Birth is set to 1 by both
assignments) but not mergeable since there is a conflict on variable ZIP. Note
that the presence of don’t care variables does not influence the linkability or
mergeability of two truth assignments.

Mergeable assignments can be composed according to the composition op-
erator ® in Figure Rl The composition of two mergeable truth assignments I;



54 V. Ciriani et al.

®© 0 1 -
0 0 n.a 0
1 n.a. 1 1
- 0 1 -

Fig. 8. Assignment composition operator

and I; results in a new truth assignment, where the truth value of a variable
coincides with its truth value in the assignment in which it does not appear as a
don’t care variable. If a variable appears as a don’t care variable in both I; and
I;, then its value in the new assignment remains don’t care. For instance, as-
signments [SSN=0, Name=-, Birth=0, ZIP=-, Job=-, Employer=1] and [SSN=0,
Name=0, Birth=-, ZIP=1, Job=-, Employer=-| are mergeable and the result
of their composition is assignment [SSN=0, Name=0, Birth=0, ZIP=1, Job=-,
Employer=1].

4 Computing a Minimal Set of Truth Assignments

Figure @ illustrates our heuristic algorithm for computing a solution to the MIN-
TRUTH problem (Problem []). The algorithm takes as input a set B of Boolean
variables, a set C = {c¢1,..., ¢,y } of confidentiality constraints, and a set V =
{v1,..., v} of visibility constraints. It incrementally builds a correct set of truth
assignments by inserting, for each v in V, a truth assignment satisfying v while
not violating confidentiality constraints. A truth assignment can be inserted in
an existing set either as a new truth assignment (if it is not linkable with any
assignment in the set) or by composing it with an existing assignment (if it
is linkable and mergeable with an assignment in the set). It returns a correct
and minimal set Z,,; of truth assignments, if such a set exists; it returns NULL,
otherwise.

The algorithm first defines, for each v;€V, the OBDD representing Boolean
formula v;A—(c1V. .. Vey,), extracts the set Z,, of one-paths, and orders them
by decreasing number of don’t care variables (lines 1-4). The reason for this
ordering is that truth assignments with a high number of don’t care variables
impose less constraints on subsequent choices, and therefore are less likely to be
in contrast with them. Also, 7,,,...,Z,, are ordered by increasing number of
truth assignments (line 5). The reason for such ordering is to consider first sets
for which fewer truth assignments are possible.

The algorithm calls function DefineAssignments (line 6), which receives
as input a set Zs, of truth assignments and an integer number i, 1 < 7 < k,
indicating that Z,,; has been obtained by combining one truth assignment from
each Z;, j = 1,...,(i — 1). Function DefineAssignments tries to insert into
T so1 & truth assignment that belongs to Z;, possibly composing it, through the ®
operator, with a truth assignment in Z,; if they are linkable and mergeable. For
the j-th truth assignment Z;[j] in Z; (j = 1,...,|Z;|), the function first identi-
fies the set LinkableAssignments of truth assignments in Z,,; linkable with Z;[j]
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INPUT

B = {a1,...,an} /* Boolean variables */

C ={c1,...,¢m} /* Boolean interpretation of confidentiality constraints */
V = {v1,...,vux} /* visibility constraints */

ouTPUT

Zsor = {I1,...,1;} /* correct and minimal set of truth assignments */
MAIN

1: for each v;€V do /* define the OBDDs representing the constraints */
2:  let O; be the OBDD representing v; A= (c1V...Vcm)
3:  let Z,, be the set of one-paths of O;
4:  order T, by decreasing number of -
: let [Z4,...,Z}] be the list obtained ordering {Z,,,...,Zy, } by increasing number of one-paths

5
6: L, := DefineAssignments(0,1) /* compute a correct set of truth assignments */
7. if Z,,#NULL then /* a correct set of truth assignments exists */

8: for i:=1,...,(|Zs0t] — 1) do /* compose truth assignments to make Z,, minimal */
9 for j:=(i + 1),...,|Zsn| do

10: if MERGEABLE(Z s0;[],Zs01[j]) then

11: Zootld] := Toot[t] © Zsarld]

12: remove L,y [j] from T,y

13: for each I€Z,, do assign 0 to don’t care variables in I
14: return(Z,,;)

DEFINEASSIGNMENTS (Z,,1,i)
15: for j:=1,...,|Z;| do
16:  satisfied := TRUE /* true if 7, includes a truth assignment from Z; */
17:  LinkableAssignments := {I€Z0:LINKABLE(Z;[j],I)} /* assignments linkable with Z;[j] */
18: I ,,:=Z.,\LinkableAssignments /* remove assignments linkable with Z;[j] */

19: new :==41i

20: while(satisfied AND LinkableAssignments # () do

21: I:= ExtractAssignment(LinkableAssignments)

22: if MERGEABLE(Inew,l) then Iney := Inew © I /* compose truth assignments */
23: else satisfied := FALSE /* I is linkable but not mergeable with I,e, */

24: if satisfied then

25: T =T sotU{ Inew }

26: if 1=k then return(Z’,) /* Z. , is correct */

27 ' 1 = DefineAssignments(Z’,,,i + 1) /* recursive call */

28: if 7/ ,#NuLL then return(Z.,) /* I/, is correct */

29: return(NULL)

Fig. 9. Algorithm that computes a correct and minimal set of truth assignments

(line 17) and iteratively composes them with Z,[j], obtaining truth assignment
Iew (lines 19-23). We note that mergeable assignments that are not linkable are
kept separate, even if they could be composed without violating any confidential-
ity constraint. In fact, by composing a pair of not linkable truth assignments, the
algorithm would discard, without evaluation, all the correct solutions where the
two truth assignments are kept separate. If Z;[j] and LinkableAssignments are
not mergeable, Z;[j] can be inserted into Z,,; neither as an un-linkable assign-
ment nor by composing it with existing assignments (variable satisfied=FALSE).
Otherwise, 7', is obtained removing LinkableAssignments and including I;,e,
into Zso (line 25). If i=k, 7', represents a correct fragmentation and is re-
turned (line 26); DefineAssignments is recursively called over 7', , and ¢ + 1,
otherwise (line 27). If the set 7’ , resulting from the recursive call is not NULL,
it is correct and is returned (line 28). If no assignment in Z; can be inserted into
Tso1, the function returns NULL (line 29).

The set Zs,; computed by function Define Assignments may not be minimal,
since it may include mergeable truth assignments that are not linkable. The
algorithm therefore possibly composes each truth assignment Z,,;[¢] with each
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Tsotld]s 7 > i (lines 7-12). We note that it is not necessary to check the truth
assignment resulting from the composition with assignments Z;[I], I < ¢, since
if Zso1[l] and Zs0;[¢] are not mergeable, then also Z o [l] and sy [i|0Z s01[j] are
not mergeable. The algorithm finally assigns 0 to don’t care variables in Z4,; and
returns Zg,; (lines 13-14).

Ezxample 1. Consider relation CENSUSDATA and the confidentiality and visibil-
ity constraints over it in Figure [Il First, the algorithm builds O;, Oz, and O3
in Figure [ representing the conjunction of each visibility constraint (vq, va,
and v3) with the disjunction (¢1V...Ves) of confidentiality constraints. It then
extracts their one-paths, orders the one-paths of each Z, by decreasing num-
ber of -, and orders the set of Z, by increasing number of one-paths. The or-
dered list [Z;,Z2,Z3] of sets of truth assignments is illustrated in Figure [0
where Z,=7,,, IT9=Z,,, and Z3=Z,,,. Figure [Tl presents the recursive calls to
function DefineAssignments illustrating for each execution: the value of in-
put parameters Zg, and i; the candidate truth assignment Z,[j] in Z;; the set
LinkableAssignments of assignments in Z,,; that are linkable with Z,;[j]; the it-
erative composition of Z;[j] with the assignments in LinkableAssignments and
the resulting truth assignment Z,.,; and the computed set Z’ ,. In the figure,
for simplicity, we do not report attribute names in truth assignments and we
assume that truth values are assigned, in the order, to SSN, Name, Birth, ZIP,
Job, Employer. The fragmentation corresponding to the set of truth assignments
returned by the algorithm is illustrated in Figure 2

The correctness and complexity of the algorithm in Figure [ are stated by the
following theorems. The proofs of the theorems are omitted for space constraints.

Theorem 1 (Correctness). Given a set B of Boolean variables, a set C of
confidentiality constraints over B, and a set V of visibility constraints over B,
the algorithm in Figure [d terminates and computes, if it exists, a correct and
minimal set of truth assignments with respect to C and V.

Theorem 2 (Complexity). Given a set B of Boolean variables, a set C of
confidentiality constraints over B, and a set V of wisibility constraints over
B, the complexity of the algorithm in Figure [4 is O([],cy |Zo] - 1Bl + (V| +

|C|)2|B|) in time, where I, is the set of one-paths of the OBDD representing
VA= (c1V. . Vew).

The computational cost of the algorithm is obtained as the sum of the cost of
building the OBDDs, which is O((|V| + \C|)2|B|)7 and the cost of determining
Z o1 through recursive function DefineAssignments, which is O(HveV |Z o -
|B]). We note that the computational cost of the construction of the OBDDs
is exponential in the worst case, but in the majority of real-world applications
OBBD-based approaches are computationally efficient [3/16].
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Z,:=([0,-,1,1,0,0])
7Z2:=([0,0,0,-,1,1],[0,0,1,0,1,1])
Z5:=([0,0,0,1,-,-1,[0,0,0,0,-,1],[0,0,1,0,-,1],[0,1,-,1,0,0],[0,0,1,1,0,0])
DefineAssignments(f,1)
7:[1]=[0,-,1,1,0,0]
LinkableAssignments:=(
Inew:=[0,-,1,1,0,0]
;01:2{[0,—,1,1,0,01}
DefineAssignments({[0,-,1,1,0,0]},2)
72[1]=[0,0,0,-,1,1]
LinkableAssignments:=(
Inew:=[0,0,0,-,1,1]
7 ..:{[0,-,1,1,0,0],[0,0,0,-,1,1]}
DefineAssignments({[0,-,1,1,0,0],0,0,0,-,1,1]},3)

23[1}:[05070517'5‘]
LinkableAssignments:={[0,-,1,1,0,0] }
Inew::[ovoyovlz'v'}

MERGEABLE(][0,0,0,1,-,-],[0,-,1,1,0,0])=FALSE
75[2=[0,0,0,0,-,1]
LinkableAssignments:={[0,0,0,-,1,1]}
Tnew:=[0,0,0,0,-,1]
MERGEABLE([0,0,0,0,-,1],[0,0,0,-,1,1])=TRUE
Inew:=[0,0,0,0,-,1] ® [0,0,0,-,1,1]:=[0,0,0,0,1,1]
return({[0,-,1,1,0,0],[0,0,0,0,1,1]})

Fig. 10. Example of the execution of the algorithm in Figure [ with the inputs in
Figure [

5 Related Work

Data fragmentation has been studied as a solution to enforce confidential-
ity constraints while ensuring an efficient query execution in outsourcing sce-
narios, where data are stored and managed at external honest-but-curious
servers [9/14120]. In particular, the proposals based on fragmentation can be
classified as solutions that: 1) combine fragmentation and encryption and split
data between two fragments stored on two non-communicating servers [I], or
among multiple fragments [§], possibly stored on a single server, in such a way
to minimize query execution costs [6]; 2) depart from encryption [7I21] and sat-
isfy confidentiality constraints by splitting the data over two fragments, one of
which is stored at the data owner. Although our approach shares with these
proposals the use of fragmentation for properly protecting sensitive data and/or
associations, we take into consideration a different scenario and address a dif-
ferent problem. In fact, our proposal considers a data publishing scenario, in
contrast to data outsourcing, and aims at satisfying also visibility constraints,
which have been introduced in [I0] where the authors exploit SAT solvers to
compute a correct fragmentation.
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The work presented in this paper has some affinity with the proposals that
introduce a policy based classification of the data to protect their confidentiality
(e.g., [2). Such solutions however do not use fragmentation and are concerned
with returning to users query results that do not contain combinations of values
that are sensitive or that can be exploited for inferring sensitive information.

Other related work is represented by proposals that introduce OBDD-based
approaches for solving constraint satisfaction problems (or CSPs, e.g. [L3/I5IIT]).
These approaches aim at computing a truth assignment for a set of variables that
satisfies a set of constraints among the variable values. The solution described
in this paper differs from the techniques proposed for general constraint sat-
isfaction problems, since our approach takes advantage of the monotonicity of
confidentiality and visibility constrains and therefore fully exploits the implicit
representation of sets of truth assignments provided by OBDDs. These peculiar-
ities of the minimal fragmentation problem permit to limit the computational
effort required to compute an optimal solution.

6 Conclusions

We presented a novel OBDD-based approach for computing a fragmentation
that fulfills both the need of properly protecting sensitive data and the need
of guaranteeing visibility requirements when a dataset is publicly released. Our
modeling of the fragmentation problem relies on the interpretation of both con-
fidentiality and visibility constraints as Boolean formulas and of fragments as
truth assignments to variables. OBDDs allow us to compactly represent multiple
constraints and to simply check whether a fragmentation satisfies them.
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Abstract. Bloom filters provide a space- and time-efficient mean to
check the inclusion of an element in a set. In some applications it is
beneficial, if the set represented by the Bloom filter is only revealed to
authorized parties. Particularly, operations data in supply chain manage-
ment can be very sensitive and Bloom filters can be applied to supply
chain integrity validation. Despite the protection of the represented set,
Bloom filter operations, such as the verification of set inclusion, need to
be still feasible. In this paper we present privacy-preserving, publicly ver-
ifiable Bloom filters which offer both: privacy for the represented set and
public Bloom filter operations. We give security proofs in the standard
model.

1 Introduction

Bloom filters provide a space- and time-efficient mean to check the inclusion of
an element in a set in constant time. We apply them to supply chain integrity
(see Section 2]). Yet, they have many more applications in computer science, e.g.
in databases [1I15] or networks [5].

We consider situations where the confidentiality of the set represented by the
Bloom filter is important. Given an unprotected Bloom filter anyone can check
for the inclusion of an element and maybe even enumerate all included elements.
In many scenarios this is an undesired property, e.g. when the Bloom filter is
stored or used by untrusted service provider [IJI5]. The content (i.e. its bit mask
representing the contained set) of the Bloom filter should remain private. This
is particularly true in supply chain integrity where there are risks of industrial
espionage [928].

Our idea starts by encrypting the Bloom filter content. Regular encryption
renders the Bloom filter content useless. We therefore use a special, carefully
crafted form of encryption: public-key and (partially) homomorphic. Now, only
the private-key holder can access the Bloom filter content, but in order for the
encrypted Bloom filter to be useful we need to still enable regular operations on
it despite the encryption.

First, we enable the public-key holder to add elements to the Bloom filter by
encrypting them — without interaction. Second, we enable the public-key holder
to verify the inclusion or exclusion of an element — also without interaction.

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 60 2011.
© IFIP International Federation for Information Processing 2011
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For these purposes we exploit the homomorphism of the encryption scheme to
evaluate the Bloom filter operations and then employ zero-knowledge proofs
(ZKP) [16] for validating the result. Our ZKPs guarantee that the private-key
holder cannot make false claims about the Bloom filter content, yet the public-
key holder will learn nothing beyond the validity of the claims. We emphasize
that our secured Bloom filter operations can still be computed and verified in
constant time.

We propose to apply these Bloom filters to supply chain integrity. Several
important supply chain integrity checks can be reduced to set in- or exclusion.
Any participant in the supply chain — whether supplier or customer — can verify
using our privacy-preserving Bloom filters set inclusion and thereby e.g. product
authenticity. Most importantly, no such check will violate any supplier’s desire
for privacy.

In summary, our contributions are

— the adaptation of a public-key encryption scheme for Bloom filters

— non-interactive operations for element addition, element inclusion or exclu-
sion verification and filter content comparison

— security proofs in the standard model

The remainder of the paper is structured as follows. In the next section we
present our example application of supply chain integrity and its security re-
quirements. In Section 3] we present our building blocks of Bloom filters, public
key encryption schemes and ZKPs. We describe our main result — a public-key
encrypted Bloom filter — in Section[l In Section Bl we review related work before
we conclude the paper in Section

2 Problem: Supply Chain Integrity

Supply chain integrity refers to the integrity of the flow of goods through a
supply chain. This integrity can, e.g., be compromised by the introduction of
counterfeit products or by the distribution of genuine products on gray markets.
The sale of counterfeit products alone costs the United States an estimated 200
billion dollars annually [32].

Clearly, tracking of items and increased visibility of items throughout the sup-
ply chain help protecting supply chain integrity [30]. Nevertheless, this tracking
also implies a number of novel security and privacy risks [28]. Given detailed
information about one’s supply chain operation one can infer strategic relation-
ships, business volumes or planned promotions. Companies are therefore very
reluctant to disclose this information despite its benefits [9].

In this paper we present secure methods for checking supply chain integrity
that disclose nothing but the validity of the integrity check. We assume a generic
model for item-level tracking in supply chains [30]. Each item is equipped with
an unique identifier. Let I = {ig, ..., i,} be the set of item identifiers. Also each
supplier has an unique identifier. Let S = {so,...,sm} be the set of supplier
identifiers.
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As an item 7 progresses through the supply chain it is handled by a number
of different suppliers s. We can perform a number of simple, yet efficient checks
on this process.

As a first application we can collect the set S; of suppliers that have handled
an item i. We create a Bloom filter d that represents the set of suppliers and
transport it along with the item. This transport can be electronic in an accom-
panying network message (advanced shipping notification) or even on the item,
e.g. an RFID tag [I1]. Before a supplier ships the item to another supplier it
adds the new supplier to the Bloom filter.

Given this Bloom filter d we can perform two distinct checks. First, we can
compare the set S; against a black list Sp; of known violators. These violators
can be e.g. companies dealing on grey markets.

Vs € Sp.s ¢ S;

Second, we can check the set S; against a white list S,,; of mandatory suppliers.
These suppliers can be e.g. the authentic manufacturers of the item.

Vs € Syi.s € 5;

For the technical implementation we need to be able to check whether an
element s is in a set S;. As already mentioned, Bloom filters offer a space- and
time-efficient mean for this operation. We just need to protect the confidentiality
of the represented set.

As a second application we can collect the set I of items that a supplier s
has handled. We again create a Bloom filter d, but maintain it at one supplier.
Each time this supplier handles an item ¢ it adds it to the Bloom filter.

This time we can perform another check. Given two Bloom filters d; and ds
at two suppliers s; and ss, respectively, we can compare whether they encode
the same set I. If they do, we are assured that there is no intermediate diversion
of the flow of goods between the two suppliers.

I, =1,

For the technical implementation we need to be able to compare Bloom fil-
ter contents. This may seem simple, but we encrypt the Bloom filter contents
using IND-CPA secure encryption [20], such that an equality comparison of the
ciphertexts will fail.

Figure [I exemplarily depicts these checks in a supply chain and how they
capture illegitimate items. There are five suppliers s; to s; and three items iy
to i3. Each item takes a different path through the supply chain. Supplier s; is
on the white list, while supplier s4 is on the black list. The final customer (or
any participant of the supply chain) can perform the following exemplar checks:
First, for authentic item ¢; it can check whether it has been handled by supplier
s1: 81 € Sp. Second, for authentic item iy it check whether it has not been
handled by supplier s4: s4 ¢ Sa. Third, it can compare the set I; of supplier s;
to the set I5 of supplier s5. While this check succeeds in our example, it would
fail if supplier s4 would have sold the item on the grey market (and thereby
avoid the second check).
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Fig. 1. Example Supply Chain with Illegitimate Item

2.1 Security Desiderata

Given a Bloom filter d we require a number of security properties. We distin-
guish only two parties: an authority and a supplier. The authority controls the
Bloom filter. Its help is needed to perform the operations described above. The
authority can be the manufacturer of an item or even an independent organi-
zation, such as an industry association. The supplier can add elements to the
set and verify the checks described above, i.e. the supplier participates in the
supply chain by handling goods and verifying the integrity of the supply chain.
Loosely speaking, the goal of our algorithms is to protect against malicious sup-
pliers. Most importantly, we do not distinguish between malicious and honest
suppliers. This commonly made distinction is difficult to perform in practice,
since the reliability of a supplier can vary over time and is difficult to assess. We
assume that all suppliers may be malicious and may perform all operations on
the Bloom filter.

Furthermore we assume that an attacker has full control over the network. We
model the supply chain as a directed graph with vertices representing suppliers
and edges representing transportation links. Items pass through the supply chain
and along with each item i a Bloom filter for its set of suppliers .S;. Furthermore,
each supplier s maintains a Bloom filter I of all of its items. An attacker may
read and write any Bloom filter at any point in the graph. Given this powerful
type of attacker some attacks cannot be prevented: disruption and cloning. We
limit our protection goals to privacy and unlinkability.

Disruption. An attacker may simply destroy the Bloom filter and disrupt the
communication. This cannot be prevented. Nevertheless, we can assume a de-
fault decision. Items without proper security checks can be considered illegitimate.
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Then an attacker disrupting the supply chain cannot insert counterfeit items, but
he can cause false positives resulting in a disruption of goods supply. Alternatively,
items without proper security checks could be considered legitimate. This current
practice prevents disruptions due to false positives, but the problem of counter-
feits is prevalent.

Cloning. An attacker may simply copy the information of one Bloom filter
to another. This attack is called cloning and is a common problem for anti-
counterfeiting. There are no item-level (on-tag) countermeasures, but given a
global data view, prevention is feasible [21I23/26/33]. We propose to augment
both solutions, since our mechanism can protect against more supply chain in-
tegrity threats than just cloning.

Privacy. The content of a Bloom filter (i.e. the represented set) should remain
private. Given any Bloom filter d an attacker should not be able to tell whether
an element e is in the set or not (except with negligible probability). Even given
several successful checks of inclusion or exclusion for elements e;, an attacker
should not be able to tell whether an element e’ (Vi.e’ # ¢;) is in the set or not
(except with a small probability of false positives). Furthermore, given several
successful checks of equality or inequality of sets, an attacker should still not be
able to tell.

Unlinkability. An attacker should not be able to link a Bloom filter before
and after the addition of an element. Given a pair of Bloom filters dy and dj,
an element e and a randomly chosen Bloom filter d, € {do U {e},ds U{e}} with
the element e added, an attacker should not be able to tell the random choice b
(except with negligible advantage). This prevents an attacker from tracing items
through the supply chain. It augments our privacy requirement in preventing
supply chain espionage.

3 Background

3.1 Bloom Filter

Bloom filters [3] provide a space- and time-efficient mean to check the inclusion
of an element in a set. An empty Bloom filter b consists of m bits, all set to
0, and %k hash functions f; (0 < ¢ < k). We write b; (0 < j < m) for the j-th
bit of Bloom filter b. Bloom filters support the operations add(z) for addition of
element x to the set and test(x) to test for inclusion of element x.

Create(m): m bits (0 < j < m) are set to 0

Vib; =0
and k hash functions f; (0 < ¢ < k) are published

Vi.fi : {0,1}* — {0,...,m — 1}
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Add(x): The element x is hashed with all k hash functions f; and the & bits at
the resulting indices [; are set to 1.

Vi.l; = fl(.’I}) ANb, =1

Test(x): Again, the element x is hashed with all k¥ hash functions f; and if all &
bits at the resulting indices [; are set, then the test function returns true.

k—1
A b
=0

Using Bloom filters false positive are possible, but false negatives are not. The
more elements are added to the set, the more likely false positives are. Given the
number n of elements to be added and a desired maximum false positive rate p,
one can compute the necessary size m of the Bloom filter as [3]

nlnp
In2

3.2 Goldwasser Micali Encryption

Goldwasser-Micali (GM) encryption [I7] is a public-key, semantically-secure
(IND-CPA), homomorphic encryption scheme. Its plaintext length is only 1
bit. GM encryption uses quadratic residuosity modulo a composite of two large
primes p and ¢. A quadratic residue r is a number, such that there exists a num-
ber s: 52 = r mod n. GM encodes a 1 as a quadratic non-residue and a 0 as a
quadratic residue. Particularly, the quadratic non-residues are pseudo quadratic
residues, i.e. their Jacobi symbols are all 1. Note that differentiating pseudo
quadratic residues and quadratic residues implies factoring.

Let n = pq be the composite of two large primes and v be pseudo quadratic
residue. The public key is n,v and the private key is p and ¢. To encrypt a 0
one chooses a random number r and computes 72 mod n (a quadratic residue).
To encrypt a 1 one also chooses a random number r and computes vr2 mod n
(a quadratic non-residue). To decrypt one computes whether it is a quadratic
residue.

We can summarize the operations as follows
KeyGen(k): Let k be a security parameter. Given k generate the private key
sk = {p, ¢} and the public key pk = {n = pq,v}.

Encrypt(x, pk): Given plaintext « and public key pk produces ciphertext c.
Decrypt(c, sk): Given ciphertext ¢ and private key sk produces plaintext x.

Let E(x) denote encryption of z under GM public key pk. Multiplying two
ciphertexts, e.g. E(z) - E(y), results in an encryption of the exclusive-or (XOR)
denoted by .

E(z) - E(y) = E(x®y)

GM encryption is semantically-secure (IND-CPA) [20], i.e. one cannot infer
from a ciphertext and the public key whether the ciphertext has a specific plain-
text, e.g. by encrypting the plaintext and then comparing it.
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3.3 Sander Young Yung Technique

Sander, Young and Yung operate on GM encryptions and allow the computation
of one logical AND operation [29]. Recall that we can perform any number of
logical XOR operations on the ciphertexts. A ciphertext E(x) is expanded as
follows.

Ezpand(c, pk): Given ciphertext ¢ = E(x) and public key pk compute o;. We
repeat this operation u times (0 <4 < u).

1. Flip a fresh random coin r; € {0,1} (i = 1,...,u).
2. Choose plaintext e; according to the random coin and set

_ V_ JE@) EQl)=E@x®l)ifr,=0
o; — E(e;) = {E(O) ifr; =1
The result is a u-length vector o = (071, ..., 0x) which we call expanded cipher-

text. If = 1, then x @ 1 = 0 and e; = 0. Then also o; = E(0) for i =1,...,u.
Otherwise, if z = 0, e; is randomly distributed in {0, 1} and o; is a GM ciphertext
of a random bit.

We can now compute a logical AND of two expanded ciphertexts o (for E(x))
and p (for E(y)). We denote o; = E(e;) and p; = E(d;). Logical AND is per-
formed by pair-wise multiplication of the elements of the expanded ciphertext
vectors: 7, = ;- pi. Hx Ay =1, then 7, = E(¢;) = E(e;) - E(d;) = E(e; ®d;) =
E(0®0)=E(0) fori=1,...,u, but if z Ay = 0, then ¢; remains randomly dis-
tributed in {0, 1}, since at least one of e; or d; is randomly distributed in {0,1}.
Therefore T is the expanded ciphertext of z Ay. In order to decrypt an expanded
ciphertext o one decrypts each element D(o;) = e;. If e, =0 fori =1,...,u,
then the final plaintext x = 1; otherwise x = 0. There is a 27* probability that
it is falsely decrypted as 1, since for an expanded ciphertext o of x = 0 the
plaintexts e; are randomly distributed in {0, 1}*.

3.4 Quadratic Residuosity Zero-Knowledge Proofs

A simple proof that a ciphertext has plaintext 0 is to present a root s (s2 = r).

It can be verified by squaring s and is zero-knowledge, since it does not reveal
the secret key p and g. Furthermore, if r is a quadratic non-residue, no such s
exists.

Proof-QR(r):
Common input: r, n = pq
Prover’s secret input: p, q

1. The prover outputs s.
2. The verifier accepts, if s2 = 7.

Nevertheless, this proof cannot be used to prove that a ciphertext has plaintext
1. If the prover claims that there is no root s, there is no way for the verifier
to check it. In [10] Fiat and Shamir present a zero-knowledge proof (ZKP) that
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r is a quadratic residue. The proof is analogous to the general ZKP for graph
isomorphism by Goldreich, Micali and Widgerson in [I6]. Furthermore in [16]
they present a ZKP for graph non-isomorphism. We adapt this proof to quadratic
residues and present a ZKP that r is a quadratic non-residue. We present its
interactive form.

Proof-QNR(r):
Common input: v, n = pq
Prover’s secret input: p, q

1. The verifier uniformly chooses a random number s and a bit b € {0,1}. If
b = 0, then the verifier sends s to the prover. If b = 1, then the verifier
sends rs? to the prover.

2. The prover outputs a guess b’ of b. The prover also sends a guess s’ of s.

3. The verifier accepts if ¥ = b and s’ = s.

For a ZKP one has to prove three properties: (honest-verifier) zero-knowledge,
completeness and soundness. Zero-knowledge means that the verifier learns noth-
ing about the secret input of the prover. We can do so by showing a simulator
of the verifier’s view from its input (including random coin tosses) and output
(of a successful proof). In this case, the simulator is particularly simple, since it
simply mirrors the verifier’s random choices b and s.

Completeness means that if r is indeed a quadratic non-residue an honest
verifier will always accept. Clearly, if r is a quadratic non-residue then rs? is a
quadratic non-residue, but s? is always a quadratic residue. Therefore the prover
can distinguish the choice b by computing quadratic residuosity.

Soundness means that if r is not a quadratic non-residue, i.e. 2 = r an
honest verifier will reject with high probability. If b = 1 and > = r, then there
exist a s’ = st, such that s> = rs2. The message from the verifier is therefore
indistinguishable to the prover for both cases of b. The probability of a right
guess b’ is then at most é

In order to increase the probability for rejecting the ZKP in case of a quadratic
residue we can repeat the above ZKP n times in parallel. The probability of a
false accept is then 277,

Furthermore, we can apply the technique by Blum, Feldman and Micali to
make the ZKP non-interactive [4]. Given access to a common random string
we can simulate the messages from the verifier. In our case it is critical to not
simulate the random choices b, but just the messages themselves, i.e. the verifier
sends a sequence of numbers u. We can non-interactively verify the correct guess
of b by b’ using s'. If the verifier sends a quadratic non-residue u (which he does
with probability é) and 7 is a quadratic residue (t? = r), then there exists no
s', since ur—! is quadratic non-residue.

3.5 Shuffle Zero-Knowledge Proof

In addition to the quadratic residuosity ZKPs we need a further ZKP. Let o be
a u-length vector of GM ciphertexts E(e;). Let m be a random permutation for
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1,...,u and p be a u-length vector of GM ciphertexts with plaintext 0. We can
compute a shuffle 7 = (o) - p, such that given o and 7 (but not the secret key)
nothing is revealed about .

A shuffle ZKP proves that 7 is indeed a permutation of o, i.e. there exist =
and p.
Proof-Shuffle(o, T):

Common input: o, T

Prover’s secret input: m, p = (E(0),...), such that 7 = 7(o) - p.

Groth and Ishai present a shuffle ZKP that has sub-linear communication
complexity [I8]. Sub-linear communication complexity means that less than u
elements are transmitted.

4 Public-Key Encrypted Bloom Filter

In this section we present our main result: privacy-preserving, publicly verifi-
able Bloom filter. Due to our use of public-key encryption we call them public-
key encrypted Bloom filter (PEBF). The basic idea of a PEBF is to encrypt
each bit b; of the Bloom filter using GM encryption. We present its opera-
tions PEBF — Create(m, k), PEBF — Add(xz), PEBF — Test(x) and PEBF —
Compare(E(b')).
PEBF-Create(m, K):
1. Create a public-, private-key pair in the GM encryption scheme using
KeyGen(k).
pk, sk — KeyGen(k)
2. Create a Bloom filter
b;, fi < Create(m)
3. Encrypt each bit of the Bloom filter

E(bj) <+ Encrypt(b;, pk)

Let E(b) denote the element-wise encryption of b = (..., b;,...) with the public
key pk. The public part of the PEBF is E(b), f;, pk and the private part is sk.

We give our first theorem that the public part of the PEBF does not leak any
information about the content of the Bloom filter.

Theorem 1. Let the adversary A choose two Bloom filter contents by =
(..yboj,...) and by = (..., b1,...). Given a random choice § and the pub-
lic part of a PEBF E(bg), fi, pk, the probability that any adversary A outputs (3
18 at most

1 1
Pr[A(bo,bi B (bo), fuph) =Bl <y + )

where poly(k) is an arbitrary polynomial in k.

Proof. The proof is simple. Such an adversary .4 would contradict the IND-CPA
security of GM encryption. We can simulate a successful adversary against GM
encryption by embedding the challenge into the challenge of the adversary A.
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PEBF-Add(x):

1. Compute indices of Bloom filter for addition
li — fi(z)

2. Recompute each bit of the Bloom filter by replacing it with a plaintext 1 if
it is set by the Add(x) operation and re-randomizing if it is not set

b)) E(1) if 3ij = I,
77 E(by) - E(0) = E(bj & 0) otherwise
We can rest assured that the public part of the PEBF before and after an

addition does not leak any information about the added item. In fact, this is a
corollary of Theorem [Tl

Corollary 2. Given two public parts E(b), f;,pk for the same PEBF, but for
Bloom filter contents by = (...,bg j,...) and by = (..., b1 j,...), such that there
exist an index h where by p, # b1, the probability that any adversary A outputs
h is at most

1 1

PriA(E (bo), E(by), foph) =h <+

Proof. Construct an adversary A* for Theorem [Il by handing both ciphertexts

by and by to adversary A. If A guesses correctly, then A* guesses correctly.

PEBF-Test(z): Checking whether a PEBF contains an element x requires the
private key sk. We construct a ZKP PEBF —Testiyq. that x is contained within
the public PEBF part E(b), f;, pk.

Common input: x, E(b), f;, pk

Prover’s secret input: sk

1. Compute the set Bloom filter indices for x
li — fi(x)
2. Expand the ciphertext for each set Bloom filter bit
o, — Expand(E(by,), pk)
3. Compute the logical AND of all set Bloom filter bits using the homomor-

phism
O <0 ... 0

4. Proof in zero-knowledge that o; (0 < j < u) is a quadratic residue
Proof — QR(0c;)

Figure [2 depicts the process of ciphertext expansion on a PEBF.
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Fig. 2. Public-Key Encrypted Bloom Filter and Ciphertext Expansion

Theorem 3. The zero-knowledge proof PEBF —Test,e is honest-verifier zero-
knowledge, complete and sound.

Proof. For honest-verifier zero-knowledge we need to show a simulator for the
view of the verifier. The simulator computes steps[dlto[3l It then invokes u times
the simulator for Proof-QR(s?).

We emphasize that the proof reveals that o; is a quadratic residue and (w.h.p.)
that E(b;,) is a quadratic non-residue, but this is implied by the output of the
ZKP.

For completeness we need to show that if test(x) = true, then PEBF —
Testirue is accepted by an honest verifier. If test(x) = true, then E(b;,) is a
quadratic non-residue, o0y, ; is a quadratic residue and consequently all o; are
quadratic residues.

For soundness we need to show that if test(xz) = false, then PEBF —Testyye
will be reject by an honest verifier with high probability. If test(z) = false, then
there exist an index h (0 < h < k), such that I;, = f,(z) and b, = 0. Then oy, ;
is (uniformly) randomly distributed in {E£(0), E(1)} and so is ¢j. Then at least
one ZKP for quadratic residuosity will fail with probability 1 — 27",

In order to prove that an element x is not contained in a PEBF we need to prove
that at least one index of o has a quadratic non-residue. Unfortunately, knowing
that o; is a quadratic non-residue may imply (w.h.p.) that (one specific) b; = 0.
Simply assume that the random choices in the Expand() operation, are such
that the ciphertext of only one E(b;) is used and the others are fixed to E(0).
We therefore need to construct a more complicated ZKP PEBF — Test q;se.
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1. Perform steps[dltoBlas in PEBF — Testirye.
2. Choose a random permutation 7 of (1,ldots,u) and a wu-length vector of
ciphertexts p = (E(0),...). Compute

T—n(o)p
3. Proof in zero-knowledge that 7 is a shuffle of o.
Proof — Shuf fle(o, T)

4. Reveal an index h, such that 73, is a quadratic non-residue and prove it in
zero-knowledge
Proof — QN R()

Theorem 4. The zero-knowledge proof PEBF — Testtqse 15 honest-verifier
zero-knowledge, complete and sound.

Proof. The proof for the properties of completeness and soundness are analogous
to the proof for PEBF — Testipye-

For honest-verifier zero-knowledge we give the following simulator. Uniformly
choose a random h. For T choose a random permutation of the ciphertexts
o except for 7, choose one with plaintext 1 (a quadratic non-residue). Note
that we might replace a quadratic residue at index h. Invoke the simulator for
Proof —Shuf fle(o, 7). If the simulator fails, because we did replace a quadratic
residue, then rewind and choose a new h. The choice of h will fall on a quadratic
non-residue with probability é . Therefore we succeed with high probability. Then
invoke the simulator for Proof — QN R(7).

PEBF-Compare(E(b') ): Let E(b) be the encrypted Bloom filter content for the
same hash functions f;. Using the secret key sk we construct a ZKP PEBF —
Compare that b of the public part of a PEBF is equal.

Common input: E(b"), E(b), pk

Prover’s secret input: sk

1. Compute the negated, logical XOR of the two encrypted Bloom filter con-
tents using the homomorphism of the encryption scheme

E@®")— E(M)-E®d)-EQ™) =Ebab o1™)
2. Expand the ciphertext for each Bloom filter bit (0 <1 < m)
o; — Expand(E(b]), pk)
3. Compute the logical AND of Bloom filter bits using the homomorphism
O — 00 ... O
4. Proof in zero-knowledge that o; (0 < j < u) is a quadratic residue

Proof — QR(0;)
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Theorem 5. The zero-knowledge proof PEBF — Compare is honest-verifier
zero-knowledge, complete and sound.

Proof. The proof for honest-verifier zero-knowledge is equal to the proof for
honest-verifier zero-knowledge for PEBF — Testyr.. We can use the same sim-
ulator.

For completeness we need to show that if b = b’, then PEBF — Compare is
accepted by an honest verifier. If b = b’, then b” = 1™ and o are all quadratic
residues.

For soundness we need to show that if b # &', then PEBF — Compare will be
reject by an honest verifier with high probability. If b # &', then b” contains a 0
and o contains a quadratic non-residue with probability 1 —27%. Consequently,
at least one ZKP Proof — QR(o;) will be rejected with high probability.

The construction of a ZKP that b # b’ follows the same ideas as ZKP PEBF —
Test tq1sc. We omit it for brevity.

5 Related Work

Our work is related to cryptographically secure Bloom filters [I/I5I25], private
set intersection [6I7/8[T2/T9/22] and anti-counterfeiting [2[2TI232426/2731133].

Cryptographically protected Bloom filters have been proposed before [TJI525].
Nevertheless, the type of protection differs significantly from our approach.

In [IIT5] Bloom filters are used for securely searching documents. It enables
checking whether a document contains certain keywords without disclosing all
of them. Their protection mechanism is to compute the hash function as a cryp-
tographic pseudo-random function. This prevents reversing the Bloom filter, but
it also prevents non-interactively adding an element which we enable.

In [25] an interactive protocol for securely checking set inclusion via Bloom
filters without disclosing the Bloom filter content or the checked element. They
also do not enable non-interactive (or even privacy-preserving) element addition.
They use blind signatures in order to protect the Bloom filter content.

A related problem is private set intersection. Given two parties, each input
a set of elements, privately compute the intersection of these two sets without
disclosing either set. The first protocol secure in the semi-honest model has been
presented in [22]. Efficiency improvements have been made in [I2]. The malicious
model has been first considered in [I9] and further efficiency improvements have
been made in [7)8]. An authority to certify the sets has been proposed in [6].
Note that — as opposed to all work on private set intersection — our operations
work non-interactively. This also makes the distinction between semi-honest and
malicious adversaries less applicable. Our security definitions are closer to public-
key encryption.

The benefits of item tracking for anti-counterfeiting have been first recognized
in [31]. They already outline the two basic approaches beyond item identification
itself: on-tag and in-network.
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In-network protection collects information about all items and correlates it.
It can prevent cloning attacks. A statistical method based on detection of low
probability events is presented in [23]. This method requires sharing of informa-
tion. A similar method that protects this information using secure multi-party
computation has been presented in [33]. A deterministic method for detecting
integrity violations has been presented in [26]. It also requires sharing of in-
formation. A secure variant using cryptographic hashing has been presented in
[21].

On-tag protection only stores information on the RFID tag. Methods using
more powerful RFID tags that support cryptographic hashing have been pro-
posed first [24J27]. Recently, a method using only storage on the RFID tag has
been described [2]. Our public-key encrypted Bloom filters (augmented with
standard signatures) implement not only their full functionality, but surpass it
in several aspects. First, we enable more checks than just path verification, such
as our compare operation. Second, we provide security against the verifier of
integrity considering an attacker that is part of the supply chain.

6 Conclusions

In this paper we have presented public-key encrypted Bloom filters. The content
of the Bloom filter is encrypted using public-key, homomorphic encryption. Only
the private-key holder can access the Bloom filter content. We enable the public-
key holder to non-interactively add elements by encrypting them. Furthermore,
we present zero-knowledge proofs for non-interactively verifying the inclusion or
exclusion of an element and the equality of two Bloom filter contents.

Given such protected Bloom filters one can perform several privacy-preserving
supply chain integrity checks. One can check the path of item through a sup-
ply chain against black lists, white lists or for equality. The public-key encryp-
tion protects the confidentiality of the Bloom filter content during all these
operations.

There are a few possible improvements for future work. First, the set inclu-
sion or exclusion zero-knowledge proofs reveal the element checked. This could
be prevented by also encrypting it, but the homomorphism of existing (efficient)
public-key encryption schemes is insufficient. When fully homomorphic encryp-
tion [14] becomes practical, it may provide a further avenue.

Second, the set inclusion or exclusion zero-knowledge proofs also require the
knowledge of the ciphertext. Ideally the private-key holder could issue a security
token without knowing the ciphertext in question. This could be done using
searchable encryption, but the existing searchable encryption schemes do not
support homomorphisms. Given improved, searchable encryption schemes, a new
construction might become feasible.

Third, the bit-wise encryption of Goldwasser-Micali encryption is quite storage-
intensive. While RFID tags with sufficient storage capacity — up to 64 KByte —
exist [I3], a reduction of the storage requirements would enable using cheaper
RFID tags. Of course, this is no restriction for the collection of all handled items
at one supplier.
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Abstract. The primary purpose of Role Mining is to effectively determine the
roles in an enterprise using the permissions that have already been assigned to
the users. If this permission assignment is viewed as a 0-1 matrix, then Role Min-
ing aims to decompose this matrix into two matrices which represent user-role
and role-permission assignments. This decomposition is known as Boolean Ma-
trix Decomposition (BMD). In this paper, we use an Extended BMD (EBMD)
to consider separation of duty constraints (SOD) and exceptions, that are com-
mon to any security system, in the role mining process. Essentially, in EBMD,
we introduce negative assignments. An additional benefit of allowing negative
assignments in roles is that, a less number of roles can be used to reconstruct the
same given user-permission assignments. We introduce Extended Role Mining
Problem and its variants and present their optimization models. We also pro-
pose a heuristic algorithm that is capable of utilizing these models to find good
decompositions.

1 Introduction

The recent developments in the usage of information technology in many different en-
terprises facilitate access to data. This situation brings out security issues that must be
seriously considered in order to maintain confidentiality. In order to cope with this issue,
many enterprises enforce strict access control policies on various data resources that
they administer. A typical implementation is to have a 0-1 (Boolean) User-Permission
Assignment (UPA) Matrix which indicates whether a particular user has access to a
particular resource in the system. An example of this matrix is given in Figure[Il

Resource 1 Resource 2 Resource 3

User 1 1 1 0
User 2 0 1 1
User 3 1 1 1

Fig. 1. A 0-1 User-Permission Access Control Matrix

Basically, this method can be used in small enterprises with relatively small num-
ber of resources. However, administration of this method gets complicated in large
enterprises with many resources. Hence, companies seek for a more efficient way of
managing permission assignments. As a result, Role Based Access Control (RBAC)
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(© IFIP International Federation for Information Processing 2011



An Optimization Model for the Extended Role Mining Problem 77

methodologies are developed. The purpose of RBAC is to define roles which can be
considered as a set of permissions and assign roles to users in order to grant permis-
sions. This process makes the security administration easier, since the number of roles
are significantly smaller than the number of users.

According to Edward Coyne, ‘Definition of the roles with their assigned permis-
sions must be accomplished before all the benefits of RBAC can be realized. The goal
is to define a set of roles that is complete, correct and efficient’ [2]. There are mainly
two different approaches in determining roles: Top-down and bottom-up. Top-down
approach is to determine the roles by carefully examining the business processes and
identifying the potential roles which is in practice, defining job functions from scratch
and associating the necessary permissions to the role. However, this method ignores the
existing permission assignments and it is costly and labor intensive in large enterprises
with large number of business processes and permissions [1]],[2]. There are some imple-
mentations of top-down approach available in the literature such as [6]. The bottom-up
approach, on the other hand utilizes the existing user-permission assignments and tries
to aggregate them to obtain potential roles. However, the existing business processes
are ignored and as a result of this, the roles that are obtained may not fully represent the
existing job functions in the enterprise [8]. Basically, the bottom-up approach is called
Role Mining (RM).

There are many different algorithms proposed in RM area. The very first algorithms
aim to find a decomposition to a given UPA matrix. CompleteMiner, FastMiner [9]] and
ORCA [7] are some of these algorithms. After the formalization of the role mining
problem (RMP) and its variants by Vaidya et al. [8], many different new algorithms that
are capable of handling the new objectives are proposed. Many of these new algorithms
are basically an adaptation of the solution procedures of an existing problem. Some
examples are: Utilizing Minimum Database Tiling Problem, Discrete Basis Problem,
Minimum Biclique Cover Problem and Graph Optimization [[L1]], [[1]], [8]]. Moreover,
[4] provides computational tests and comparisons of most of these algorithms.

It is clear that the purpose of RM is to generate a user-to-role (UA) and a role-to-
permission (PA) matrix from a given UPA matrix. This is in fact analogous to have
a Boolean Matrix Decomposition (BMD) where the UPA matrix is decomposed into
two Boolean matrices UA and PA [3]. This decomposition literally means that UPA
matrix can exactly be represented by UA and PA matrices using the Boolean Matrix
Multiplication operator described by Vaidya et al.[8]. Now, consider that one of the
decomposed matrices is allowed to contain -1 in addition to O and 1. The purpose of
having -1, or namely, negative assignments, is to introduce exception and separation
of duty constraints. For instance, suppose that there are three roles in an enterprise:
Manager, Auditor and Employee, where Managers have access to all of the permissions
that Auditors and Employees have. Now suppose that a new manager, say John, is not
allowed to access Auditor’s permissions. Such exceptions are quite common to real
world policies. This is supported through a negative assignment as it does not make
sense to create a new role specifically to John alone. Negative user-role assignments
mean that if a role is assigned to a user negatively, the user cannot have access to any
permission of that role. The negative user-role assignment is superior to the positive (or
regular) user-role assignment. If the user is already assigned to a permission positively
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Fig. 3. BMD Decomposition of the sample U P A Matrix in Figure Pl
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U4 0 1

Fig. 4. EBMD Decomposition of the sample U P A Matrix in Figure 2]

through another role, this assignment is automatically revoked. If the user is assigned
to a permission positively in the future, it still does not become effective.

We observe that in addition to increasing administration flexibility, negative assign-
ments can help discover alternative representations of UPA matrices. Consider the ex-
ample of existing user-permission assignments UPA as shown in Figure Bl where
{u1,uz2,us, us} denote users and {p1, p2, p3, pa} denote permissions.

In Figure[the classical BM D decomposition and in Figureld] a decomposition with
negative role assignments are shown. Clearly, the U P A matrix can be represented by
fewer number of roles using negative role assignments.

The matrix decomposition with negative assignments is proposed by Lu et al.[5] and
called Extended Boolean Matrix Decomposition (EBMD). We use their notion and defi-
nitions to utilize Extended Boolean Matrices in Role Mining area and develop Extended
Role Mining (ERM), where we allow the U A matrix to contain negative assignments
in addition to positive assignments.

RM only aims to decompose the UPA matrix without any objective, which implies
any decomposition is indeed a RM task. Vaidya et al. [§] formulate RMP as an op-
timization problem seeking to minimize the number of roles. Furthermore, they also
propose certain variants to RMP with different objectives like minimizing roles given a
noise threshold or minimizing noise. In this paper, we propose Extended Role Mining
Problem (ERMP) and its variants, in which we optimize the decomposition allowing
one of the matrices contain negative assignments.
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Since RMP and ERMP and their variants are optimization problems, they can be
formulated using Mixed Integer Programming (MIP) techniques. Lu et al. [3]] propose a
MIP formulation for RMP and its variants. In this paper, we develop MIP formulations
for ERMP and its variants. The main advantage of using MIP formulations is that, we
can directly adopt many different tools developed for specifically for MIP to obtain a
solution, which is guaranteed to be optimal.

Our contributions in this paper are: We define the Extended Role Mining Problem
(ERMP) and its variants using EBMD. We propose MIP formulations for these prob-
lems. Moreover, we develop a heuristic procedure that seeks to find a good decomposi-
tion to a given UPA matrix using the proposed MIP formulations.

The rest of the paper is organized as follows. In the Section[2] a more formal problem
definition and some preliminary background information is given. In Section B we
introduce our Mixed Integer Programming formulations for ERMP and its variants. We
present our heuristic algorithm for the ERMP and its variants in Section (4l Finally,
conclusions and remarks are noted at Section [6]

2 Problem Definition and Preliminaries
In this section necessary notations and definitions are given.

2.1 Notations and Preliminary Definitions
RBAC

— Let M, K, OPS, and OBJ be the set of users, roles, operations and objects, re-
spectively.

Let UA C M x K, be a many-to-many mapping user-to-role assignment relation.
N (the set of permissions) C {(op, obj)|op € OPS and obj € OBJ}

Let PA C K x N be a many-to-many mapping of role-to-permission assignments.
— Let UPA C M x N be a many-to-many mapping of user-to-role assignments.
Let assigned users(k) = {m € M|(m, k) € UA} be the mapping of role % onto
a set of users.

Let assigned permissions(k) = {n € N|(n,k) € PA} be the mapping of role
k onto the set of permissions.

Boolean Matrix Multiplication. A Boolean matrix multiplication between Boolean
Matrices A € {0,1}** and B € {0,1}}*" is A® B = C where C is in space
{0,1}™*™ and

cij = Vi_y (aa Aby).

Boolean Matrix Decomposition. If A = B® C, where A, B, C are Boolean matrices,
B ® C is called the decomposition of A.
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Extended Boolean Matrix Multiplication. Given a matrix Cgx,, € {0,1}**™ and a
matrix By, xx € {—1,0,1}™*¥, the matrix A,,x, obtained from the operation B ® C
has the following properties:

- If;itl : (Cit1 =1A bt1j = 1) A _E'tg : (Citg =1A btzj = 71), then Qi = 1
—If—3t;: (cit, =1 A btlj = 1) V Tty (i, =1 A thj = —1)7 then a;; =0

wherei € {1,..,m}and j € {1,..,n}

Extended Boolean Matrix Decomposition. Given matrices A, € {0,1}"™*" and
Crxn € {0,1}**" and a matrix B,,xx, € {—1,0,1}"**, A = B ® C is called
the EBMD of A, if A; = Up,;=1C; \ Uy, ;=—1C; where A; denotes the item subset

ij =
corresponding to elements of 1 in the j** column of A and C; denotes similarly.

4-Consistency. A given user-to-role assignment U A, role-to-permission assignment
P A and user-to-permission assignment U P A are -consistent if and only if

IM(UA) ® M(PA) — M(UPA)||, <6

where M(UA), M(PA) and M (UPA) denote the matrix representation of UA, PA
and U P A, respectively.

If negative assignments are allowed in U A, then the condition to be satisfied changes
to

IM(UA) ® M(PA) — M(UPA)||, <6

where M (UA), M(PA) and M(UPA) denote the matrix representation of UA, PA
and U P A, respectively.

L1 Norm The L; Norm of a d-dimensional vector v € X ¢, for some set X is,

d
[ollr = > iy |vil

This definition can be expanded to a distance metric between two vectors v and w as

d
[v— w1 = 21:1 [vi — w;]

Furthermore, the definition can be applied to n x m matrices A and B as
1A =Bl =3 llai = bill = 32532, 3232 laij — bl

2.2 Problem Definitions

Vaidya et al. [8] describe the Role Mining Problem (RMP) as follows:

Role Mining Problem (RMP): Given a set of users M, a set of permissions N
and a user-permission assignment U PA, find a set of roles ROLES, a user-to-role
assignment U A and a role-to-permission assignment P A that is O-consistent with U P A
and minimizing the number of roles, k.
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The purpose of RMP is to decompose the U PA into PA and U A in such a way that
the decomposition exactly describes the U P A and the number of roles are minimized.
In theory, enterprises would like to implement RMP to obtain a set of roles. However,
obtaining an exact decomposition is not always practical in large U P A matrices. If one
allows some amount of “noise” in the decomposition, then the U A and P A matrices
obtained from the decomposition do not fully represent the original U P A matrix (UA®
PA =UPA’ # UPA), meaning that some of the entries in U P A’ matrix are different
than the original U P A matrix. Vaidya et al. [8]] discuss the situation of having an noised
decomposition and define the Minimum Noise RMP.

Minimum Noise RMP: Given a set of users M, a set of permissions IV, a user-
permission assignment U P A, and the number of roles k, find a set of k roles K, a-user-
to-role assignment U A and a role-to-permission assignment P A minimizing

|IM(UA)® M(PA) — M(UPA)||,

where M (UA), M(PA) and M(UPA) denote the matrix representation of UA, PA
and U P A, respectively.

One other variation of RMP is the Edge RMP problem. The difference of Edge RMP
is that rather than minimizing the number of roles, minimize the number of user-role
and role-permission assignments [3]].

Edge RMP: Given a set of users M, a set of permissions [V and a user-permission
assignment U P A, find a set of roles K, a user-to-role assignment U A and a role-to-
permission assignment P A that is 0-consistent with U P A and minimizing |U A|+|PA].

RMP, Minimum Noise RMP and Edge RMP are all NP-Complete problems [8].
These problems are all optimization problems and they only deal with Boolean ma-
trices. Using the Extended Boolean Matrix Decomposition, we now can define the Ex-
tended Role Mining Problem and its variants:

Extended Role Mining Problem (ERMP): Given a set of users M, a set of permis-
sions NV and a user-permission assignment U P A, find a set of roles K, a user-to-role
assignment U A where negative assignments are allowed and a role-to-permission as-
signment P A that is O-consistent with U P A and minimizing the number of roles, k.

Extended Minimum Noise Role Mining Problem (Minnoise ERMP): Given a
set of users M, a set of permissions IV, a user-permission assignment U P A, and the
number of roles &, find a set of k roles K, a-user-to-role assignment U A where negative
assignments are allowed and a role-to-permission assignment P A minimizing

|IM(UA)® M(PA) — M(UPA)||x

where M (UA), M(PA) and M(UPA) denote the matrix representation of UA, PA
and U P A, respectively.

Note that, unlike BMD in which we use the symbol ®, in EBMD we use the symbol
® as the matrices contains 0, 1 and -1.

Extended Edge Role Mining Problem (Edge ERMP): Given a set of users M, a
set of permissions N and a user-permission assignment U P A, find a set of roles K,
a user-to-role assignment U A where negative assignments are allowed and a role-to-
permission assignment P A that is 0-consistent with U P A and minimizing |U A|+|PA].
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3 Mathematical Models for ERMP and Its Variants

In this section, we present the MIP formulations for the ERMP and its variants. Each
of these models utilize an initial decomposition of U P A matrix, which can be obtained
using an algorithm proposed in the literature such as FastMiner [9]. The main pur-
pose of using an initial decomposition is due to the fact that the optimization models
become non-linear unless one of the matrices U A or P A is known. This is the same ap-
proach used by Lu et al. [I3] to formulate mathematical models for RMP. Given Boolean
matrices UPA and P A, our models try to establish a decomposition consisting of an
Extended Boolean U A matrix and a Boolean P A matrix while improving the decom-
position in terms of the objective metric. In our analysis, we assume Extended Boolean
U A and Boolean P A matrices, and perform our experiments based on this assumption.
The opposite case is symmetric and not covered in this paper.

The following models are used to obtain a (0,1,-1) U A matrix given PA and UPA
matrices. The decision variables and the parameters used in these models are as follows:

Decision Variables

Let 2t — 1, if the user 118 positively assigned torole k, k € K, i € M
ik 0, otherwise

_ 1, if the user i is negatively assigned torole k, k € K, i € M

Letzy; = {O otherwise
)

1, if role k is used
0, otherwise
— Lett;; € {0,1} be an indicator variable, i € M, j € N
— Let uz denote the amount of noise caused by positively realized xjk variables,
1e€M,5e Nke K
Let u;; denote the amount of noise caused by positively realized x;, variables,
1eM,5e Nke K

Lety, =

Parameters

— Let a;; denote the entry (i, j) of matrix UPA.
— Let ¢y, denote the entry (k, j) of matrix PA.

The objective of the ERMP problem is to minimize the total number of roles that are
used. On the other hand, Minnoise ERMP seeks to minimize the number of noise in the
decomposition given a fixed number of roles and Edge ERMP seeks to find the decom-
position that has the least number of role assignments. The primary purpose of using
Extended Boolean Matrix Decomposition instead of classic Boolean Matrix Decompo-
sition is to further decrease the size of the resulting matrices (as discussed in Section 1),
hence in our case, decreasing the number of roles. Although Minnoise ERMP and Edge
ERMP does not have an objective of minimizing the number of roles, to capture the
effect of using Extended Boolean Matrices, we slightly alter the objectives of Minnoise
ERMP and Edge ERMP to reflect this property. Hence the objective functions of these
problems are composed of two components, one being the sum of the roles.

Other than the objective functions, the feasible region declarations of all of these
three models are very similar. Thus, here we give a common explanation to the con-
straints of each of these models. Constraints [2] and 3, [[2] and [13] and 24] and 23] ensure
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the © property of the entries valued 1 in the U P A matrix in ERMP, Minnoise ERMP
and Edge ERMP Models, respectively. For each of these entries, both constraints must
be satisfied. Constraints 2] and 24] force that there exists at least one positive matching
entry in the U A and P A matrices that will satisfy the ©® property. Similarly, Constraints
and [25] force that there does not exist any negative matching entries in the U A and
P A matrices. The logic in the Constraints [[2] and [I3]is the same but the main differ-
ence is that the ©® property does not have to be satisfied (which implies a noise in the
decomposition). Constraints 2] and 3] [12] and [[3] and 24 and 23] ensure the ® property
of the entries valued O in the U P A matrix in ERMP, Minnoise ERMP and Edge ERMP
Models, respectively. The structure of these constraints are similar to the first set of
constraints. However the major difference is that for each O entry in the U P A matrix,
either one of these constraint tuples or both must be satisfied. This is handled using the
decision variable ¢;; which sets at least one of these constraints to be enforced. The con-
stant M in these constraints is a value sufficiently big to make any of these constraints
redundant depending on the value of ¢;;. In constraints [[2] [[3] [[4] and the amount
of noise is determined by uj; and w;; variables. Constraints and 28] ensure that
only one of the variables JJ;E and x;;, can take positive value at the same time (i.e: a cell
in the U A matrix cannot take 1 and —1 values at the same time) in ERMP, Minnoise
ERMP and Edge ERMP Models, respectively. However, they can both be 0 at the same
time which indicates a 0 in the corresponding cell. Constraints[Z] and 8l [[7 and [I8] and
and B0 ensure that a role is active whenever there is at least one user assigned either
positively or negatively to that role.

3.1 MIP Formulation for ERMP

min. ) yi (1)

keK
s.t
> afey =1, VieM, jEN )
keKs.t.a;;j=1
> apey=0,VieM, jeN 3)
keKs.t.a;;j=1
Y. ahey StyM,YieM, jeN @)
kJGKS.t‘aij:O
Z HC;ka-jZl—(l—tij)M7 ViEM,jEN (5)
keKs.t.a;;=0
ah + g, <1, Vk,j (6)
yp > af, Ve K, i€ M (N
yr >z, Vk € K, ie M 3
tij €{0,1}, Vie M,j € N 9)

ah,x;, €{0,1}, Vke K,ie M (10)
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3.2 MIP Formulation for Minnoise ERMP

minz Zuij + Zyk
i€M jEN keK
s.t.

S aheytuf=1,VieM, jeN
keKs.t.a;j=1
S apey—u;=0,YieM, jEN
keKs.t.a;;j=1
> ahey —ufy <tiM,Vie M, jeN
keKs.t.a;;=0
Z TiChj tuy; > 1—(L—t;)M, Vie M, j €N
keKs.t.a;;=0
ol 4wy <1,k j
yp > af, Ve K, ieM
Yk > Ty, VhkE K, 1€ M
tij € {071}3 Vie M,j €N
oh, oy € {01}, Vhke Kjie M

ul >0,Vie M,j €N

ijo W

ij

3.3 MIP Formulation for Edge ERMP

. + —
min Y 3wl ban Y
ieM keK keK
s.t.

> afey; =1, VieM, jEN
k:eKs.t.aijzl

> apey=0,VieM, jeN
keKs.t.a;j=1

Z .’L‘;ijgtijM7 ViEM,jEN
kEKS.t.LL,',j=O
> apey=1-(1—ty)M,Vie M, jeN
k€eKs.t.a;;=0
ot 4z <1, VE,j
yp >, VkeK, i€ M
ykai_k,, Vke K,ieM
ti; € {0,1}7 Vie M,jeN
zh.x, €{0,1},Vke K,ie M

(1)

12)

(13)

(14)

15)

(16)
7)
(18)
19)
(20)
1)
(22)

(23)

(24)

(25)

(26)

27)

(28)
(29)
(30)
€1y
(32)
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4 Heuristic Procedure

In this section, we introduce the heuristic algorithm we propose to find good decom-
positions to ERMP, Minnoise ERMP and Edge ERMP utilizing the Mixed Integer Pro-
gramming formulations. Our algorithm is an iterative algorithm which takes a Boolean
U P A matrix and a corresponding Boolean P A matrix as an input and tries to improve
the decomposition by finding better Extended Boolean U A and Boolean P A matrices at
each iteration. The algorithm mainly has two stages: Preprocessing Stage and Iterative
Stage. We now explain each stage in detail.

We need a Preprocessing Stage since the MIP formulations that we propose require
an initial P A matrix. This P A matrix can be obtained using one of the heuristic Boolean
matrix decomposition procedures available in the literature. We use the algorithm de-
scribed in Vaidya et al. [[10] for this purpose. When we implement this algorithm, we get
Boolean U A and P A matrices for the corresponding Boolean U P A matrix. Although
this P A matrix can be used as the initial P A matrix of our heuristic algorithm, we use
RMP formulation described by Lu et al. [3]] to further improve it. This RMP formulation
takes the U P A and U A matrices as input and constructs the the corresponding optimal
P A’ matrix, while minimizing the number of roles. This P A’ matrix is expected to have
smaller (or equal) number of roles when compared to the P A matrix and it is used as
the initial matrix of the Iterative Stage of our heuristic procedure. This initial decompo-
sition is not the optimal Boolean Matrix Decomposition of the U P A matrix, rather we
obtain a heuristic decomposition and try to improve it as much as we can to get a good
starting matrix. Note that none of the matrices used in this stage contains -1 entries.

At each iteration of the Iterative Stage, we either obtain the corresponding optimal
Extended Boolean U A matrix given the Boolean P A matrix of the previous iteration,
or we obtain the corresponding Boolean P A matrix given the Extended Boolean U A
matrix of the previous iteration. The purpose of doing this round-robin operation lies
under the fact that in each iteration when we obtain a corresponding optimal U A (P A)
matrix using a PA (U A) matrix, the PA (U A) matrix may not be the optimal given
the new U A (P A) matrix. Hence we need to do this round-robin operation until we do
not observe any improvement in the decomposition. We define the improvement metric
and termination criteria later in this section. At an iteration, if a U A matrix is to be
obtained given a P A matrix, then one of the ERMP, Minnoise ERMP or Edge ERMP
model is used (This selection is fixed throughout the algorithm). On the other hand, if
a PA matrix is to be obtained given a U A matrix, then we need an additional model.
Notice that our proposed MIP formulations require a Boolean P A matrix to construct
an Extended Boolean U A matrix. However, we cannot use these formulations to obtain
a Boolean P A matrix, given an Extended Boolean U A matrix. For this purpose, we
develop a Reverse ERMP model as a MIP formulation seeking to minimize number of
roles. We do not present the model here since it is very similar to our proposed formu-
lations. See Appendix [A]l for the model formulation. In summary, in the Iterative Stage,
we bounce back and forth in a round-robin fashion constructing U A given PA and PA
given U A using the selected ERMP formulation and Reverse ERMP formulation, re-
spectively, until we observe Ny consecutive iterations without any improvement or we
observe a decomposition which is exactly the same as the minimum solution observed
so far (this implies that we are in an infinite loop). Note that, in the Minnoise ERMP
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Algorithm 1. Algorithm for ERMP Problem and its Variants
Initialize
Do preprocessing
while n; < Ny do
Obtain the corresponding optimal U A matrix
if There is an improvement then
Update statistics
else if Same decomposition observed again then
break
else
Increment n;
end if
Obtain the corresponding optimal P A matrix
if There is an improvement then
Update statistics
else if Same decomposition observed again then
break
else
Increment n;
end if
end while

case, the solution we obtain may contain some noise, which implies that the resulting
U A and P A matrices do not fully represent the U P A matrix. In this case, we cannot
use this result to bounce back using the Reverse ERMP Model, because it requires an
exact decomposition. So, during the iterative step, if we observe noise in decomposi-
tion, we terminate the algorithm at that point. Also note that, although we use MIP
formulations and obtain optimal corresponding matrices at each iteration, the overall
algorithm is heuristic and may not terminate at a global optimum since we start with a
heuristic decomposition and improve only one matrix at a time.

In order to define the improvement metric in our algorithm, we first need to define
certain algorithm parameters:

Let |[UA| and |PA| denote the number of nonnegative entries in matrices U A and
PA, respectively. Let cur(|U A|) and cur(|PA|) be the current values and min(|U A|)
and min(|PA|) be the minimum observed values of |U A| and | P A|, respectively and
let cur(k) be the current and min (k) be the minimum observed value of the number of
roles, k. Then, an improvement occurs iff

[cur(JUA|) + cur(JPA|) < min(|UA|) + min(|PA|)] V cur(k) < min(k)

Another parameter is n; which denotes the current number of iterations in which no
improvement occurs. Then, the algorithm terminates iff

ni = N1 V [cur(JlUA]) = min(JUA|) A cur(|]PA]) = min(|PA|) A cur(k) = min(k)]

This expression denotes that we terminate the algorithm if we do not observe any im-
provement in N consecutive iterations or we observe the minimum solution again
which implies that the algorithm enters an infinite loop.

Now, we give our algorithm to ERMP and its variants:
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5 Computational Experiments and Results

In this section, we present the results of our computational experiments. We code basic
structure of our algorithm using C programming language which communicates with
CPLEX 12 Optimization Package via CPLEX Callable Library to perform the opti-
mization. We perform our experiments on a Intel Core2Duo 2.00 GHz machine with
2.00 GB memory running 32-bit Windows 7. We have 2 real and 9 randomly generated
synthetic data sets with various different sizes. The synthetic data sets can be separated
into three groups according to their sizes (There are 3 synthetic data sets with 100 users
and 50 permissions; 3 data sets for 200 users and 100 permissions and 3 data sets for
300 users and 150 permissions).

The results are summarized in Table[I] In this table, Size column denotes the num-
ber of users (M) and permissions (N). The Initial Decomposition column denotes the
statistics of the initial solution, and the other columns state the results of ERMP, Min-
noise ERMP and Edge ERMP, respectively. The % column denotes the percentage im-
provement in the number of roles in each case. In the results, we take the average of 3
synthetic data sets with equal sizes.

According to the results we see that in the Synthetic data sets our algorithm performs
better when the problem size increases. Especially, the improvement of the starting
solution in terms of the number of roles in the Data Set 3 is significant as we have
an improvement of 8%. Furthermore, Edge ERMP performs better when compared to
the ERMP and Minnoise ERMP since there is always a decrease in the number of
assignments, which is in fact reasonable when we migrate from BMD to EBMD. We
believe that the reason for getting small improvements is due to the pure random nature
of the Synthetic Data Sets. However, since the Real Data Sets are not purely random
(i.e, it is reasonable to assume that there can be a pattern in the distribution of the user-
permission assignments), the improvement is more significant in terms of the number
of roles. For instance, the improvement in Real Data Set 1 for ERMP is 31%.

The limitations of our algorithm is that, since it utilizes MIP formulations, the prob-
lem cannot easily be solved for large data sets. CPLEX and other MIP optimizers use
Branch and Cut techniques which tend to grow exponentially as the problem size in-
creases. Moreover, although we use MIP formulations and obtain optimal correspond-
ing matrices at each iteration, the overall algorithm is heuristic and may not terminate at
a global optimum since we start with a heuristic decomposition and improve only one
matrix at a time.

Table 1. Computational Results

Data Set Size Initial Decompst. ERMP Minnoise ERMP Edge ERMP

(M —N)|UA| |PA| K |UA| |PA] K % |UA| |PAl K % |UA||PA] K %
Syn.D.I 100-50 400.6 59 20 4006 59 20 O 4006 59 20 O 3156 59 20 O
Syn.D.2 200-100 767.6 271.6 50.6 751.6 257.3 49.3 2.6 751.6 257 493 2.6 611 265 50.6 O
Syn.D.3 300-150 1618 903.6 111 1506.6 729 102 8.1 1594.3 864 108.6 2.1 886 911 106.6 3.9
Real D.1 231-79 726 152 22 682 233 15 31 625 145 20 10 581 145 20 10
RealD.2 46-46 438 381 17 228 317 14 17 354 317 14 17 53 317 14 17
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6 Conclusions

The advancements in Role Mining aids in finding better role distributions that will in-
crease effectiveness and efficiency of RBAC systems. Since a basic RBAC scheme is
composed of Boolean matrices which represent the user-role assignments, usage of neg-
ative assignments in extended Boolean matrices can take into account exceptions and
separation of duty constraints while performing role mining. In this paper, we propose
the Extended Role Mining Problem and its variants, which allow negative assignments.
We present the MIP formulations for each of these problems. We also develop a heuris-
tic procedure which utilizes these formulations to obtain a better decomposition. Our
experimental results indicate that EBMD can result in significantly less number of roles
when compared to BMD.

Some of the future work can be a better evaluation of the heuristic algorithm with
more test runs and using synthetic data where the optimal decomposition is known.
Furthermore, the Reverse ERMP model can be improved to cover Minnoise ERMP and
Edge ERMP objectives of minimizing noise and assignments rather than only minimiz-
ing number of roles in the decomposition.
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A Reverse ERMP Model

The following model is used to obtain a Boolean PA matrix given an Extended Boolean
UA matrix. The formulation is similar to the ERMP formulation given in the previous
section. However, the only difference is that the objective is to minimize the number of
roles only.

Decision Variables

1, if role k is used

0, otherwise

 Letay, = { 1, if permission j is assigned to role k
J 0, otherwise

— Lett;; € {0,1} be an indicator variable, i € M, j € N

— Letyk{

Parameters

,7) of matrix UPA.
k) of matrix U A is 1, 0 otherwise.
k) of matrix U A is -1, 0 otherwise.

— Let a;; denote the entry (i
— Letby, is 1 if the entry (4,
— Let by, is 1 if the entry (i,

Then the model is as follows:

min Z Yk (33)
kEK
s.t.
Z biag; >1,Vie M, jeN (34)
keKs.t.a;j=1
> bpak;=0,Vie M, jEN (35)
keKs.t.a;;j=1
Z bj];Jka S tijM, VZ S M, ] S N (36)
keKs.t.a;;=0
Z b;k.’l,‘kj Zl—(l—tl])M, ViEM,jEN (37)
keKs.t.a;;=0
Yk > Tkj, Vk € K, j €N (38)
ti; € {0,1},Vie M,j €N (39)

xzy; € {0,1}, Vke K,j € N (40)
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Abstract. In this paper we first introduce a logic for describing formally
a family of delegation and revocation models that are based on the work
in Hagstrom et al.. We then extend our logic to accommodate an epis-
temic interpretation of trust within the framework that we define. What
emerges from this work is a rich framework of formally well-defined del-
egation and revocation schemes that accommodates an important trust
component.

1 Introduction

Delegation and revocation are broad concepts that are fundamentally important
in modelling and reasoning about (dynamic) distributed systems. In the context
of multi-agent systems (MAS), delegation is important in relation to the coor-
dination of agents and for the coordinating of activities within organizational
structures [5]. Trust is, in turn, a fundamental notion in delegation and revoca-
tion; ordinarily, a principal ¢ may delegate an access privilege a on an object o to
a principal j iff ¢ trusts j sufficiently not to abuse the trust ¢ has in j to perform
the action a in relation to o. In the context of revocation, it is when i loses trust
in j, in relation to exercising the privilege a on o, that i revokes the a privilege
on o from j. Although the importance of the trust dimension has been recog-
nized in delegation-revocation, it is our contention that more work is required on
the formal specification and reasoning about trust in the context of delegation
and revocation. In this paper, our focus is on formally defining a general, dy-
namic delegation-revocation framework that accommodates an important aspect
of trust. A feature of MAS is that agents are autonomous and therefore they can
act with respect to a subjective perception of the environment. For instance, a
verifier may decide not to concede access to agents that she does not trust or that
have been delegated by other untrusted agents. In relation to this observation,
in this paper we contribute to the study of delegation and revocation in the con-
text of distributed systems, and multi-agent systems in particular, by addressing
the following key research question: How to define a formal framework to model
and reason about delegation and revocation in the context of multi-agent (and

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 90 2011.
© IFIP International Federation for Information Processing 2011



Dynamics in Delegation and Revocation Schemes 91

other distributed) systems? This generally stated question breaks down into at
least three important sub-questions that we intend to address: How to update
privileges on objects in a dynamic, multi-agent environment? How to specify and
reason about different types of delegation and revocation schemes? How to study
delegation of access privileges when trust interferes with the fact that an agent
has been permitted to access?

Our main question and each of the subquestions that we consider have been
considered in the past, but the novelty of what we describe is to be understood in
terms of the new formal approaches that we introduce to address them. The need
for formal representations of security concepts is well understood (e.g., formal
representations of security concepts are important for constructing assurance
proofs). Our work is also motivated by the more specific observations that dis-
tributed access control systems can be seen as a type of a multi-agent system for
which delegation models in “classical” security need to be extended. We need
to also use our logical framework to reason about delegation-revocation policies
and we require fast and effective tools for that. Delegation is an intrinsically dy-
namic process, therefore we additionally need to define dynamic operators that
formalize a range of delegation-revocation schemes. The explicit representation
of trust that we accommodate requires us to face two challenges: first, how to
make the verifier autonomous to decide whether to give access in case of there
being authorized but untrusted agents. Second, how to generalize the revocation
policies of Hagstrom et al. [9] by considering whether an agent who delegated a
permission is trusted or not. We address all of these issues in this paper.

The methodology that we employ in addressing these issues can be understood
in the following way. First, we show that our framework can embody delegation
and revocation schemes as addressed by the distributed access control commu-
nity. In particular, we model all of the revocation schemes that are semi-formally
introduced in [9] by using a dynamic variant of propositional logic. The work in
[9] is among the most general models to handle dynamics in delegation chains
and is the basis of several applied delegation models in security (Section 5 of [9]).
Second, we extend the proposed framework to study relationships between trust
and privilege delegation by explicitly modeling beliefs about trust relationships
among agents.

Our contributions on these things can be summarized thus: (i) we formalize, in
logic, the Hagstrom et al. framework (in [9], a semi-formal account is provided),
(ii) we demonstrate the translation of our logic into “programs” (a notion that
we will define later) that describe the effects of performing delegation and revo-
cation actions, and (iii) we describe an extended form of our logic that allows
for representing and reasoning about the beliefs that agents have of principals
in a distributed delegation-revocation framework.

In Section 2, we describe a general authorization system, along the lines of
[9], and we give some basic definitions. In Section Bl we introduce the logic that
we use in order to represent formally the range of delegation and revocation
schemes, of the Hagstrom et al. type, that we consider. In Section ] we describe
the use of our logic for representing delegation policies and, in Section [, we
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describe the use of our logic for representing revocation schemes. In Section [6]
we make the key move of extending the formalization of policies expressible in
the Hagstrom et al. framework to accommodate an epistemic logic of trust. The
latter is used to account for reasoning about belief and trust in the delegation-
revocation context. In Section [7, we describe related work and, in Section [§ we
draw conclusions and make some suggestions for further work.

2 System Description

In this Section, we formalize the general concepts and notation introduced in-
formally in [9]. The notation is intended to represent a generic access control
framework using an ownership-based model with grant option for both positive
and negative permissions, and where negative permissions dominate positive
ones. We draw the reader’s to a simplified version of the distributed authoriza-

Delegates
Delegates Permission Claims Q
(08 )™ i)™ (i) (T, LT D)1, 1)
Fig. 1. The Authorization Model Fig. 2. Dominance Relation R

tion model described in [1I8], and illustrated in Figure 1, where an agent receives
a privilege, directly or indirectly, from a source of authority (SOA). The SOA is
an agent that has full power over a resource and is the ultimate authority w.r.t.
accesses to that specific resource. The verifier is a particular agent in charge
of checking whether another agent, who received a privilege directly or indi-
rectly from the SOA, that wants to exercise an access permission is authorized
so to do.

2.1 Basics

Let AG be a finite set of agents (users) in the authorization system. Let O
be the (finite) set of system objects for which authorizations can be stated.
Finally, let A be the (finite) set of accesses over objects; by accesses we mean the
actions that agents may perform on objects. We assume that all authorizations
in the system are stored in an authorization specification AUT H, and that every
authorization is of the form (i, j, (a, 0), alp, dlp) where, i and j are two agents,
the grantor and the subject; (a,0) is an access type and specifies an action a
on a object o; alp € {T, L} (access level permission) is a flag which specifies if
the authorization is an access level permission alp = T or an access level denial
alp = L; dlp € {T,L} (delegation level permission) is a flag which specifies
whether or not the authorization gives to j the authority to further delegate
the permission. For instance, the authorization (i, j, (a,0), T, T) € AUTH says
that agent i gives agent j the permission to perform action a on object o and



Dynamics in Delegation and Revocation Schemes 93

the authority to further delegate this permission to other principals. On the
contrary (i, 7, (a,0), T, L) € AUT H means that j still gets from 4 the permission
to perform the a action on o but she is not granted by i to further delegate the
permission. In case of an authorization being a denial, i.e., alp = 1, we require
also dip to be L in order to represent that the agent cannot delegate a permission
to access what she does not have herself. Hence, in our model we have three
possible permissions (i.e., (T, T), (T,L1), (L,1)).

Definition 1 (Positive and Negative Permissions). Given an authoriza-
tion (i, 4, (a,0), alp, dlp), we refer to (alp,dlp) as a negative permission if alp =
L ; otherwise, we call it a positive permission.

When a user receives both a positive and a negative permission for the same
(action, object) pair, there is a “conflict” between the two assignments. Hence,
the set of permissions is divided into one set of active permissions and one set
of inactive permissions. Active permissions can be inactivated when a negative
permission is granted (e.g., during a revocation). Inactive permissions, instead,
can be activated when a negative permission for the same target is removed.

In Figure 2 we illustrate a dominance relation R between permissions such
that if (alp, dlp)R(alp’, dlp") reads as, if an agent ¢ has permission (alp, dlp) then
it can grant an authorization of type (i, ,( , ),alp’,dlp"). Intuitively, (alp, dlp)
R(alp’,dlp’) means that permission (alp, dlp) is stronger than (alp’, dlp’).

In line with [9], we require an authorization specification to satisfy the follow-
ing property:

Definition 2 (Connectivity Property). For all authorizations in AUTH,
if an agent i is the grantor of a permission (alp,dlp) for permissions target

(a,0) to the subject j, then i must have a permission (alp’,dlp’) such that
(alp’, dlp")R(alp, dlp).

The connectivity property can be considered as a constraint over the authoriza-
tion specification AUT H. Intuitively, it assures that if an agent ¢ delegates a
permission (alp, dlp) to j for the access type (a,0) then she has the permission
to do so.

Definition 3 (Delegation Chain). Given an access type (a,0), a delegation
chain [21,%2,...,%n](0,0) 95 a sequence of authorizations of the form (i, s,
(Cl, 0)7 alph dlp1)7 sy ($n_17 Tn, (Cl, 0)7 alpTH dlpn)

An agent j is granted the access type (a,0) if and only if the verifier can check
the existence of a rooted delegation chain, which we define next.

Definition 4 (Rooted Delegation Chain). A delegation chain [z1, o,
<oy Tn](a,0) 15 TOOted if and only if the following hold: 1 is a source of au-
thority for object o; all agents xa,...,Tn_1 have an active privilege (T,T) for
access type (a,0); agent x, has an active privilege (T, dlp) with dlp € {T,L}.
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The notion of rooted delegation chain is pivotal because it corresponds to the
notion of permission in standard access control. In this view, the connectivity
property assures that if (4,7, (a,0),alp,dlp) € AUTH then there is a rooted
delegation chain that links j to a source of authority for o. In [9], Hagstrom et al.
impose the above property to hold in any authorization specification. However,
in highly distributed scenarios (e.g., GRID systems) it may be extremely difficult
to enforce the connectivity property a priori for every access type (a,0) (see [§]
for an example). In Section Bl we relax this requirement and we give a formal
account of the properties reported above in order to check whether a node in
the authorization specification is part of a rooted chain.

As reported in [9], the chains of granted authorizations in a system can be
represented by directed graphs. The nodes contain information about subject,
object and access type, and the arcs are labelled with the granted permission
(alp, dlp). There is an arc from node (i, (a,0)) to node (j, (a,0)) if there is an
entry in the authorization specification with (4, 7, (a, 0), alp,dlp). An arc from
node ¢ to node j is labelled with the permission granted by user ¢ to user j.

Active arcs have unbroken lines and inactive arcs have dashed lines to indicate
that although they are still in AUT H, they are not in effect because they have
been overruled by a negative permission.

3 The Logic

We extend the propositional language Prop with dynamic operators to specify
programs that update an authorization specification by issuing (or revoking)
credentials certificates.

Definition 5 (Syntax). We define inductively the language L as follows:

pu=ploNe| e |[rle Tu=4p|-ple? | mUT| T

where p ranges over @ = {soai, (i, (a,0),5)?, (i, (a,0), /)2, (i,(a,0),5)¥, (i, (a,0),

NP lach oc0,i,jcAG), with A,0 and AG being finite sets.

The propositional atoms in @ describe the state of the authorization system.
soa; , reads as: “agent 7 is the source of authority over object 0”. To describe the
steps of delegation chains we use triples such that (i, (a, 0), j)i (resp. (i, (a, o),j)f)
reads as: “there is a certificate supporting that ¢ delegates an access (resp. del-
egation) level permission to j” while (i, (a,0), )T (resp. (i, (a,0),7)?) reads as:
“there is a certificate supporting that i gives a negative access (resp. delegation)
level permission”.

Given a generic dynamic formula [7]¢ we read it as follows: “after executing
program 7, the formula ¢ holds true”. A program is therefore intended as a
sequence of instructions such that : [4+p]y (resp. [—p]p) reads as: “after mak-
ing p true (resp. false), ¢ holds”; [p?]y reads as: “If ¢ is true, then ¢ is the
case”; [ U '] reads as: “after executing m, ¢ holds and, after executing 7', ¢
holds”; [m; 7] reads as: “After executing m and then 7, ¢ holds”. For read-

ability, we adopt the following abbreviations: (i, (a, 0),j)i’D £y (i, (a, o),j)i A
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(i, (a,0), )75 (i, (a,0), )P = (i, (a,0), 5)F A (i, (a,0),)2; if ¢ then 7y
else 7 = ((¢?:71) U (m¢?;7)); for all (z € {s1,...,5,}) do 7i(x) end for
= (s1); 3 7i(sn).

Definition 6 (Semantics). A valuation © is a function assigning a truth value
to each propositional atom: © : & — {T, L}. Given a valuation © of propositional
logic and p € @, the updates OTP and O~P are defined as follows.

T ifp=q - L ifp=q
+p — P —
07 (9) = { O(q) otherwise. 07"(9) = { O(q) otherwise.

Let © be a valuation and ¢ € L. The satisfaction relation © = ¢ is defined
inductively as follows (we omit = and A).

OkFp ifop) = OF [l WOEY—¢
O = [+pl¢ Zﬁ‘9+pl=¢ O [ma'l¢ iff © | [r][x']o
OF[-ploif O "¢ Ok [rune iff © k= [x]o A []¢

We exploit our basic dynamic operators to model certificate creation

(granting) and deletion (revoking) by defining the following programs: i LGN
i (a0 )i <2p (i (a,0),0)Ps i e 40, (a,0),5)F

i 42 i (i (a,0), )1 == 5 4, (,0),5) 7 4+, (a,0), )P i e

i ¥ —(@,(a,0),5)T;—(i,(a,0),§)P. For instance, i MD j reads as: “a certifi-

cate supporting that i grants j the authority to delegate (a, o) is issued.” while

—(a,0) . « . . . .. .
1 p j reads as: “a certificate supporting a negative permission granted by 4

to j for (a, o) is issued”.
Next, we define the logic that we use for our delegation-revocation framework.

Definition 7. The logic L is defined by the following axiom schemes and infer-
ence rules.

Taut F ¢ for all propositional tautologies ¢ based on ®
K+ F[+pl(¢ — ) — ([+plé — [+p]¥)

K- F=pl(¢ = ¥) — ([-pl¢ — [-p]¥)

Det+ b =[+pl¢ < [+p]-¢

Det-  F =[-pl¢p < [-p|-¢

Test F?e — (v — @)

Redl  + [+p]p

Red2 F [+plg < g ifp#q
Red3 + [—p]-p

Red4 +[— p}q<—>q ifp#q
Comp F [m;7'|¢p < [n][n']¢p

Choice + [7rU7r]¢<—> [7]o A [7']@

Nec If & ¢ then + [+pl¢ and + [—plo
MP  IfF¢and Fé— o then b o

Proposition 1. For all formula ¢ € Lp, there is Red(¢) € Prop such that
F ¢ < Red(¢). The reduction of ¢ to Red(¢) is polynomial in the size of ¢
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Proof (sketch). We prove it by successive inductions. We use in great extent
the ‘reduction’ axioms K+, K-, Det+, Det-, Test, Redl to Red4: they all ‘push
through’ the connectives, except for the basic cases Test and Redl-Red4 where
the dynamic modalities [+p] and [-p] disappear.

The above proposition is extremely important because it shows that every dy-
namic formula of the type [r]p can be reduced in an equivalent static formula
in standard propositional logic. As a consequence of Proposition [I] we get the
following theorem:

Theorem 1. The semantics of Lp is sound and complete w.r.t. the logic L. The
logic L is also decidable and N P-complete.

Definition 8 (Rooted Delegation Chain). In the system represented by a
valuation O, there is a rooted delegation chain ending at the node (j, (a,0)) iff

6 k= CPy(j, (a.0)), where

CPs(j, (a,0)) =
;/S((( ((1 ) ) (i7 (a,o),j)f A soai,o)v
(G5, (a,0), 5)F A =i, (a,0),5) ACPGT, 13 (s (a,0)))

CPg " (s (a,0)) =
V (((z, (a,0), ])iD A = (i, (a,0), )P A soa; )V
VAl

iZS
(i, (a,0), )P A (i, (a,0), )P ACPED, (i, (a,0))

Intuitively, CPs(j, (a,0)) reads as: “There is a rooted delegation chain (with no
agent in S) such that j is granted an access level permission (i.e., alp = T) for
(a,0)”. Notice that our definition of CPg(j, (a,0)) is well-founded because we
have a finite number of agents, object and actions.

An authorization that has the connectivity property as reported in Definition 2]
can be seen as a particular valuation which complies with the following definition.

Definition 9 (Connectivity Property). A system represented by a valuation
O has the connectivity property iff for all access types (a,0), © = CP(a,0), where

CP(a,0) = v/k@((l (a,0),5)F — CPy(i, (a,0)))

€

We now introduce two notions that are pivotal in formally defining the revocation
schemes presented in Section

Definition 10 (Independency). In a system represented by O, given a subject
J with a permission (alp, dlp) for access type (a,0), j is said to be independent

of a subject i iff © = CP (4, (a,0))

Definition 11 (Reachability). In a system represented by a valuation @ we
say that j is reachable from i via a delegation chain for access type (a,o0) iff

e ': R@(j,i,(CL,O)) where Rs(jviv (a,o)) = (iv (avo)aj)-l‘: \ é/s((xv(avo)vj)i[) A
Rsuqay (.1, (a,o)))El

! Notice that we do not check for the arc in the delegation chain to be active.
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Automated Theorem Proving. As shown in Proposition[I] the logic defined
above is sound and complete w.r.t. propositional logic. In order to show how
to use state of the art theorem provers to reason about delegation and revoca-
tion schemes, we developed a parser (written in SCHEME) which implements a
set of complete reduction axioms and translates dynamic formulas, as reported
in Definition [B into (static) propositional logic. The parser translates a set of
formulas written in our logical framework into first-order formulas compatible
with SPASS [I5] syntax. Due that our language is finite, SPASS automatically
instantiates the translated formulas into propositional logic and then uses a SAT
solver to check satisﬁability@.

4 Delegation Schemes

As pointed out in [§], in the information security literature, delegation normally
describes the act of distributing privileges to agents in distributed systems. In
general, there are two possible kinds of delegation:

Delegation as creation of new privilege: the delegatee receives its own
privilege which is independent of the delegator’s privilege in the sense that if
the delegator’s privilege is revoked, then it does not necessarily mean that the
delegatee’s privilege is revoked. A special case is the transfer of a new privilege,
which models the creation of a new privilege and a revocation of an old one;

Delegation by proxy: The delegatee does not receive its own privilege, but
can exercise the privilege through the delegator, in the sense that the delegator
speaks for or acts on behalf of the delegator.

On the first type of delegation, an agent ¢ has a direct privilege to act on
an object o if she is the SOA for it (i.e., soa;,). To model delegation by proxy
instead, we need to keep track of the delegation chains (represented through
atoms like (4, (a, 0), j)i’D) on which an agent depends for a given privilege.

We can accommodate the different types of delegation by exploiting the dy-
namic operators defined in the previous section. For instance, we can model
delegation as creation of new privileges with the following programs: “Agent i
assigns (if she has the power) a new privilege on object o to agent j”: (i soai o
then +soa;,); “Agent ¢ transfers her privilege over o to agent j”: (if soa;,
then —s0a; 0; +50a;,0).

5 Revocation Schemes

In this section, we define the revocation operations that are informally described
in [9]. The following schemes are sufficiently general to model a great deal of
real-world distributed authorization architectures. The main contribution of this
section is that for each revocation scheme S we define a program mg such that
we read [rg]e as: “after the execution of a revocation operation S, ¢ holds”.

2 The parser is available at
http://www.di.unito.it/~genovese/tools/delegation2spass.zip
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Due to space constraints, we refer to wg[n — m] as the block instructions from
line n to m of the program mg.

As in [9], we divide revocation schemes into positive and negative, depend-
ing on the revocation action of deleting a certificate or of issuing a negative
permission.

When i revokes a permission to j, we identify two types of agents: (i) those
that are not independent from ¢ and delegated the same permission to j (see
Definition [I0) and (ii) those that are reachable from j (see Definition [Il) in
the delegation chain. We classify a revocation operation as weak/strong and
local/global, depending on how it influences agents of type (i) and (ii). A revo-
cation operation is weak (resp. strong) if, in revoking a permission from i to j,
none (resp. all) of the agents of type (i) are forced to revoke their delegation.
Instead, we classify a revocation operation as local (resp. strong) if the algorithm
influences none (resp. all) of the agents of type (ii).

An important property of all the programs implementing the revocation
schemes is as follows

Theorem 2 (Invariance under connectivity). After the execution of any
program implementing the revocation schemes, the resulting delegation chain sat-
1sfies the connectivity property.

5.1 Positive Revocation Schemes

Weak Local Delete. The weak local delete operation is the simplest form
of revocation. After the application of the weak local delete operation on a
permission (alp, dlp) for a given access type (a,0) granted by agent ¢ to j, the
following three post-conditions must be satisfied [9]: ¢ no longer grants j the
permission (alp, dlp); Permissions for (a, 0) granted to j by users other than i are
intact; Permissions for subjects other than j are intact. However, the grantors
of permissions for users directly following j in the graph for (a,0) may have
changed in order for the connectivity property to be satisfied;

In Figure [ we show the resulting delegation chain after the execution of
program WLD; ;.

Strong Local Delete. The application of the strong local delete operation
on a permission (alp,dlp) for access type (a,0) granted by agent ¢ to agent j
has to satisfy the following post-conditions: ¢ no longer grants j the permission
(alp, dlp); Permissions for access type (a,0) granted to j by every agent z other
than ¢ are intact if they are independent of ¢. Otherwise, they are restricted to
satisfy the connectivity property for those paths from z that are independent of ¢;
Positive (and negative) permissions for agents other than j are intact. However,
the grantors of permissions for agents directly following j in the graph for (a, o)
may have changed in order for the connectivity property to be satisfied. In Figure
[0l we show the resulting delegation chain after the execution of program SLD; ;.

Weak global delete. After the application of a weak global delete operation
on a permission (alp, dlp) for an access type (a, 0) granted by i to j, the following
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(G, {a,0) N w2 (T, (a,0)) (o)
1: i<—ppJ;
T T T _ L 2: for all k € AG do
(2ilo ) . w, {1, 0) 4. (5,0)) 3 if ((4, (a,0), k)] A=CPy(j, (a,0))) then
4: K ﬂp k;
if (=CPy(k, (a,0))) then
. (a0)
6: i ——pk;
7 end if
8 end if
9 if ((4, (a,0), k)Y A~CPy(j, (a,0))) then
(a,0)

10: j—pk;
_ 11 if (~CPy(k, (a,0))) then
('1,{41,(/) (/;(u,u)) k, au,u)) Y oo,
n

Fig. 3. A Delegation Chain

T.T

L . 13: end if
(zila o) . w, (4. 0) 4 ta.0)) 14: end if
T 15: end for
Fig. 4. Weak Local Delete Fig.5. WLD, ; Program
1: 4 (——(a’v) D J;
2: for all x € AG do
3: if ((z,(a,0),5) N —=CP(;(x, (a,0))) then
e Grtaa?) Tote)) a @ &8 i L2 g
T 5: end if
- T ; Lt - 6: end for
<~ (6, 0) )—— w. (&, 0) ¢ {a,c)) 7. WLD,, [2 o 15]
Fig. 6. Strong Local Delete Fig.7. SLD; ; Program

G G (o)

CED T

7. {0,0)

Fig. 8. Strong Global Delete Fig. 9. Weak Global Delete

post-conditions must satisfied: 7 no longer grants j the permission (alp, dip) for
access type (a, 0); Permissions from the same access type (alp, dip) granted to j
by users other than i are intact; The permissions of all subjects that have been
granted by j may change depending on whether other principals granted some
permission for the same access type. A suitable situation to use the weak global
delete operation is when ¢ loses her trust in j but she still trusts that other
guarantees to make their own judgements about him. Also, since i no longer
trusts j with the permission previously given, in turn she no longer trusts any
subject trusted by 7, and so on. In Figure [0 we show the resulting delegation
chain after the execution of program WGD,; ;.

Strong global delete. After the application of a strong global delete opera-
tion on a permission (alp,dlp) for an access type (a,0) granted by i to j, the
following post-conditions must be satisfied: ¢ no longer grants j the permission
(alp, dlp); Positive permissions for the same access type (a, 0) granted to j or any
descendant of j by every user z other than ¢ are intact if they are independent
of 4. Otherwise, they are adjusted (i.e., restricted) to satisfy the connectivity
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(a,0) 1: 4 ((0-0) P,.D 75

1: i(iP‘Dj; 2: for all € AG do
2: for all z € AG do 3. if Ry(x,J, (a,0)) then
3 if ((=, (a.,o),j)i A =CP iy (, (a,0))) then 4 for all y € AG do
4 " (MP jix MD 7 5: if ((v, (a, 0),I)$ A =CPy(y, (a,0))) then
5. end if 6: U(ﬂp Ty MD x;
6: if Ry(x,j, (a,0)) then 7 end if
7: WGD; ;2 —10] 8 end for
8: end if 9: end if
9: end for 10: end for
Fig.10. SGD; jProgram Fig.11. WGD;,; Program

property for those paths from z back to a SOA that is independent of i. Nega-
tive permissions of the same type are intact; The permissions of all subjects that
have been granted either directly or transitively, by 7 may have been adjusted
in order for the connectivity property to be satisfied. In Figure [l we show the
resulting delegation chain after the execution of program SGD; ;.

Negative Revocation Schemes. Negative revocation schemes differ from pos-
itive ones in that revocation is done not by deleting a positive certificate but
by issuing a negative permission. The outcome of such schemes is exactly the
same as the positive ones (permission is revoked) but a negative permission
make it easier to go back to the previous state when negative permission is in
turn revoked. For this reason we refer to [9] for an intuitive description of the
schemes[

6 An Epistemic Approach to Trust

The outcomes of executing a delegation or a revocation action, as presented in
Sections M and Bl depend only on the authorization policy. The decision points
of the programs presented so far are checked against the presence of information
that is at system (institutional) level, like “is this agent a source of authority?”
or “do we have evidence of a particular delegation certificate being held?”.

However, one of the features of MAS is that agents are autonomous and there-
fore they can act w.r.t. a subjective and internal perception of the environment.
We next show that this subjective dimension can be naturally accommodated in
our logic by explicitly representing beliefs of agents with a standard epistemic
modal operator.

A crucial subjective dimension in authorization is the one of trust among
agents. In particular, we are interested in policy requirements like: “An agent i
trusts agent j on (a,0) while j is not considered trustworthy by agent k”.

The possibility of expressing subjective statements about trust enriches the
model, which we describe above, in several respects:

3 For space constraints we refer to a companion technical report [4] for a formalization
of negative schemes.
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Verification: For a verifier to grant a privilege it is not sufficient that the
delegation chain is rooted according to Definition @ but we require the chain to
be such that all the agents are trusted by the verifier.

Delegation: An agent i delegates a permission to agent j not only if ¢ has the
privilege to do so but also if ¢ trusts j.

Revocation: The introduction of trust can generalize the revocation schemes
presented in Section Bl To see that, suppose that agent i wants to revoke a
permission from agent j, then depending on whether ¢ trusts j or not: 1. The
agent ¢ may want to remove the same permission from of all the other agents
delegated by j that are not trusted by ¢; 2. The agent ¢ may force all the other
agents that gave the same privilege to j to revoke it if ¢ does not trust them.

In what follows, we give a formal account of how to accommodate trust in all
of the different respects that we reported above.

Definition 12. A trust model is a tuple M = (W, R, V,w) where: W is a set
of possible worlds and w € W; R : AG — 2W>*W s q function assigning to each
agent an accessibility relation on W; V : & — 2W is a function assigning to each
propositional letter a set of possible worlds.

Definition 13. The language Lt is defined inductively as follows:
Lipu=p|-¢|oN|B;d

where p in &r = {t(4, (a,0)),| a € A,0 € O,i,j € AG}.
The truth conditions of the relation M, w |= ¢ are defined inductively as usual
(we omit -~ and A).

MwEp iff weV(p)
M,w = B¢ iff forallve Rj(w),M,v=¢

Intuitively, t(4, (a, 0)) reads as: “j is trusted on (a,0)” and B;t(j, (a,0)) reads
as: “i trusts j on (a,0)”.

In the remainder of this section, we show how we can (independently) merge
the trust model as described above, with the delegation model introduced in
previous sections.

Definition 14. A trust-authorization model is a pair {(M,w), O} of an inter-
nal trust-model (M, w) and a valuation © on P.

Definition 15. We define inductively the language L as follows:
pu=plY|lonegl=¢lrle  mu=+4p|-pl|e?|7rUT|mm

where p ranges over @ and v ranges over Lp. Its truth conditions on the set
of internal trust delegation models are defined as follows (we omit — and A):

{(M,w),0} Ep iff OFp
{(M>w)7@} '=¢ Zﬁ M»w'=¢
{(M,w),0} E[rl¢ iff {(M,w),0"} ¢
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Theorem 3. The semantics of the language L is completely axiomatized by the
following azxiom schemes and inference rules:

Lp All axiom schemes and inference rules of Lp
Ke  F Bj(¢— ¢') — (Bjdp — B;d')

Red5 + [w]Y < ¢

Nec If & ¢ then + Bj¢

where ¥ ranges over L1 and j over AG.

More generally, as put forward by Abadi in [2], the use of an (epistemic) modal
language permits to specify and reason about authorization in distributed envi-
ronments by associating policies (i.e., formulae) to agents. For space constraints,
we only give some examples of how to express such policies: If the computer
science department supports that the university is trusted on (a,0), then the
department will trust any other agent trusted by the university on the same
access type: (Bcs dept(unt, (a,0)) — /\ (Bunit(j; (a,0)) = Bes aept(J, (a,0)))) ; If j

does not trust ¢ then he will not trust any other agent k that delegates a per-
mission to j (Bj(_‘t(i7 (a,o))) - /\ ((k7 (a70)>j)-l‘: - Bj_‘t(k7 (a,o)))) ; Whatever
kEAG

is supported by the university is supported by the computer science department
t00: (Buni® — Bes aepp) , for any

Verification. When a verifier 7 has to check whether an agent j is permitted
to perform action a on object o, she does not check for a rooted chain in which
all the agents involved are trusted by ¢. Note that this is an inherently internal
perspective which is independent from the external point of view of institutional
notions, like authorization and permission. Faced with the same request, two
verifiers can react differently depending on which agents they trust.

Definition 16. In a trust-authorization system represented by {(M,w),O} a
verifier i supports that j has the privilege for (a,o0) iff {(M,w),O0} & DT (4, J,
(a,0)), where

DTS(Z,J»( )) B; t(J» (a,0))A
(V (((w,(a,0),5)% A=(w, (a,0), )2 A s0au,0
T t(w

AB;t (a 0)/\Bt(],(a,0) %
((w, (a 0) DE A =(w, (a,0),5)E A Bit(w, (a,0)) A Bit(j, (a,0))
/\DTS’u{w ]}(z w, (a,0))

TPDE%J»( 0)) = Bit(j, (a, 0))A

€S ( )iDA_‘(w7(a70)7])PD/\50awo
AB;t(w, (a )) A Bit(j, (a,0)))V

((wp(a o),])+ A =(w, (a,0),7)77 A Bit(w, (a,0)) A Bit(j, (a,0))A
DTSu{w ]}(z,w, (a,o)))

4 This formula has to be intended as an axiom schema, the corresponding canonical
property is: V&, y(zRes depy — TRuniy)-
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Delegation. Also delegation schemes can be naturally parameterized in terms
of a subjective dimension of trust. For instance, w.r.t. delegation via transfer we
can define the following programs: - (if (soa; , A Bi(t(j,0))) then +soa;,) - (if
(soa;,o A Bi(t(j,0))) then —soa; o; +50a;,0)

Revocation. The schemes in Section [ can be generalized with the revocation
program in Figure[[2lwhose effects depend on the trust relationships between the
revokee and the other agents in the delegation chain. The program generalizes
the weak/strong and global/local dimensions of positiwﬁ revocation algorithms
as presented in Section [0l For instance, in [9] WGD; ; is motivated as “...agent
i loses trust in agent j but still trusts other agents to make their own judgement
on j7. The block TBR[21 — 25] generalizes precisely this case, depending on
whether i trusts other agents that are not independent from him, the relative
permission may be revoked.

(a,0)

L= prp J; 21: if B;=t(j, (a,0)) then
2 if fBﬁ(Jil(m v)kthfin 2. for all z € AG do
3: or all z € AG do 23 if ((z AP A = - -
. i (2, (0,0)./)7 A ~CPysy (e, (0,0)) A Byt (a,0)) then 23: if ((l(a(:} 0),7)¥ (/EMCP{‘,)(J,. (a,0)) A Bit(z, (a,0)) then
(a,0) . 24: T4——p JiT D Ji

L PD 25: end if
6: end if 26: if Ry(x,j, (a,0)) A —Bit(z, (a,0)) then
7 if ((j, (u.o).:l)f A =CPy(j. (a,0))) then o7 for all y € AG do
8 PR 28: if ((y. (a.0),2)5 A =CPi(y. (a,0))) then
9: if (=CPy(x, (a,0)) A Bit(x, (a,0))) then 2: y MP 2y MD -
10: i M},y x; 30: end if
11: end if 31: end for
12 end if 32: end if
13: if (4, (a.0),2)? A =CPy(j. (a,0))) then 33 end for

(a,0) 34: end if

14: je—pw;
15: if (=CPy(x, (a,0)) A Bit(x, (a,0))) then
16: i w—'o)m x;
17 end if
18: end if
19:  end for
20: end if

Fig. 12. Trust Based Revocation Program TBR; ;

7 Related Work

As we have stressed throughout our discussion, the delegation-revocation frame-
work described by Hagstrom et al. is the basis for much of what we have de-
scribed. The Hagstrom et al. work gives a semi-formal account of a range of
delegation-revocation schemes, which we have formally represented in the logic
language that we have introduced. We have also described an extension that
allows for representing and reasoning about the beliefs.

We note that ABLP logic [3] and the RT? model [12] allow for some restricted
forms of delegation policies to be represented, but neither approach accommo-
dates the rich range of delegation and revocation schemes that our approach
admits. SPKI/SDSI [6] allows for delegation of privileges on objects via autho-
rization certificates. However, the delegation policies that may be represented in
the SPKI/SDSI approach are limited to a simple 1-step passing on of privileges

® The algorithm can be adapted to work over negative permissions.
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on objects; revocation is limited to being typically effected via the expiration of
short-lived certificates.

Hoek et al. [I4] introduce a logic to reason how the abilities of agents and
coalitions of agents are altered by transferring control from one agent to another.
They adopt a dynamic propositional language in which atomic programs are of
the form “agent ¢ transfers the control of variable p to agent j”. Herzig et al.
[10] generalize the logic introduced in [I4] by relaxing the assumption that at
most one agent can control a variable. Nevertheless, delegation is still modelled
as transfer and it is not possible to keep track of the delegation chain. In [I3],
the main focus is on reasoning about the dynamics of how responsibility can
be acquired, transferred and discharged; delegation is analyzed in relation to
obligations. The approach of accounting for delegation in terms of obligation
creation has some merit, but the proposal does not naturally accommodate the
very rich delegation-revocation framework that we have described. The work by
Demolombe [7] is related to ours in the sense that an epistemic logic is described
for reasoning about trust. However, Demolombe does not consider trust in the
context of the range of delegation-revocation schemes that we have.

8 Conclusions and Further Work

Recall that the principal research question that we have considered is how to de-
fine a formal framework to model and reason about management structures for
distributing access privileges in multi-agent systems? On that, we have described
a very general framework for modelling and reasoning about delegation and re-
vocation schemes in the context of multi-agent authorization. In particular, we
introduced a (dynamic) propositional logic (Section B]) for formulating policies,
we demonstrated how a range of delegation schemes (Section []) and revocation
schemes (Section[]) can be treated formally within our logic language. Our logic
enables the effects of delegation and revocation actions to be expressed in terms
of the changes they make to a delegation graph. The effects of performing del-
egation and revocation actions are expressible in terms of the “programs” that
we have defined. Evidence for the applicability of our formalization is apparent
in our demonstration that the eight revocation schemes informally presented in
[9] and the delegation types presented in [§] can be represented in our formal
framework. We also showed (Section [6) how a notion of trust can be incorpo-
rated into an extended form of our delegation-revocation framework. To the best
of our knowledge, ours is the first logical framework for distributed authoriza-
tion that is able to represent the range of delegation-revocation schemes that
are described in [9] and [8] and that accommodates an epistemic language for
explicitly representing trust relations among agents.

In terms of future work, we plan to extend the epistemic model for trust that
we have introduced (Section [). In distributed authorization, it is often quite
reasonable to model trust as a simple relation between predicates (see [16]).
However, in MAS things can be more complex. For instance, we may need to
admit a transitive model of trust [I1] and express policies like “If ¢ believes
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that j trusts z then ¢ believes that z is trustworthy” (e.g., B;B,t(z, (a,0)) —
Bit(z, (a,0))). In such cases, it is useful to have a modal language to nest belief
modalities. The development of such a language is a matter for future work. We
also intend to investigate the possibility of further developing our delegation-
revocation framework to incorporate a notion of time, e.g., for time-constrained
delegation of privileges on objects.
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Abstract. Policy-based inference control of queries submitted to a logic-
oriented information system requires us to consider the history of queries
and answers to a particular user. In most previous approaches, the control
system captures the history by maintaining a fictitious view the user is
supposed to generate by exploiting rational reasoning. In this paper,
we propose and explore an alternative option to represent the history,
namely by suitably adapting the confidentiality policy after returning
an answer to a query. Basically, such a policy adaption precomputes all
relevant steps of formal proofs that the fictitious view logically implies
some policy element. We focus on propositional information systems.

Keywords: a priori knowledge, closed query, confidentiality policy, Con-
trolled Query Evaluation, inference control, information system, interac-
tion history, policy adaption, propositional logic, refusal, view.

1 Introduction

Inference control is a crucial though costly mechanism to protect information
rather than just the underlying data, as achieved by traditional access control or
simple encryption [4]. In general, dynamic inference control of queries submitted
to an information system necessarily requires us to consider the history of queries
and answers related to a particular user. In most of the previous work, including
those on Controlled Query Evaluation (CQE) [5], the control employs the user’s
history in two ways: First, the control generates an (assumption about the) view
that the user (supposingly) infers to represent his knowledge about the instance
of the information system. This instance itself, however, remains hidden to the
user, except that he has seen the previous answers and might have access to
some a priori knowledge. Second, the control investigates whether that view
combined with the correct answer to the next submitted query (or some closely
related information) would be harmful w.r.t. a confidentiality policy specifically
declared for the user.

In this context the intuitive meaning of harmful is the following: the user will
be able to infer that some sentence contained in the policy actually holds in the
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by the Deutsche Forschungsgemeinschaft under grant SFB 876/A5.
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instance. If this will be the case, the control reacts with a suitable distortion of
the correct answer to avoid a security violation. In any case, after returning a
reaction to the user, the control has to appropriately adjust the view generated
for the user. Thus, over the time, the control enforces a suitable invariant to
ensure that the view will be never harmful.

Notably, the view is dynamically updated after each reaction to a query,
whereas the policy is kept unchanged once it has been statically declared by a
security officer. We can rephrase this approach to dealing with the history as fol-
lows: at any point in time, the control has to confine the entailment relationship
between the increasingly powerful (knowledgeable) view and the static policy.

We will illustrate this view-based approach to inference control by the following
simple and straightforward example. Suppose that the policy requests to keep
the propositional sentence 1 A o secret. Furthermore, the user is assumed to
have no a priori knowledge about the instance, for which both ¢ and o are
supposed to hold, and thus ¢ A @2 as well. Initially, the control generates an
empty view. Then, as a first query, the user submits the sentence ¢; in order to
ask whether this sentence holds. The correct answer, 1, i.e., that this sentence
holds, together with the empty view does not entail the single policy element, and
thus the control returns the correct answer to the user in undistorted form and,
accordingly, updates the view, which now comprises just the returned answer
1. Finally, as a second query, the user submits 5. Now, the correct answer, o,
together with the content of the updated view, ¢, obviously entails the policy
element, 1 A s, and thus the control must suitably distort the answer. Note the
dynamic “last-minute behavior” of the control: if the queries were submitted in
reverse order, first (o and then 1, then o would have been correctly answered
and the answer to ¢; would have been distorted.

In this work, we will explore an alternative approach to employ the user’s
history. The alternative approach aims to represent the user’s history by dy-
namically adapting the policy, thereby getting rid of the need to generate and
maintain a view for the user. Intuitively, over the time, we will increasingly
strengthen the policy, making it more and more restrictive as a countermeasure
to the knowledge accumulated by previous answers.

To illustrate this alternative policy-adaption based approach, we reconsider the
example presented above. Initially, the policy contains the sentence 1 Aps. Since
the first query, 1, is harmless, the correct answer is returned to the user. Now,
once one of the conjuncts occurring in the original policy element is known to
the user, he must not learn the other conjunct as well. Accordingly, the control
replaces the previous policy element 1 A @2 by @2 to be kept secret in future.
If afterwards the second query, o, is submitted, the control will immediately
detect that the correct answer would violate the adapted policy and thus will
distort the answer, as in the view-based approach.

We can also describe the policy-adaption based approach in terms of theorem-
proving, as sketched in the following and elaborated in more detail in the remain-
der of this paper. In the starting step, for each sentence contained in the declared
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policy and thus explicitly wanted to be kept secret to the user while returning
answers to him, the user is supposed to aim at proving (the validity of) that
sentence from the answers received. Acccordingly, for simplicity here assuming
no a priori knowledge, the user initially considers every sentence contained in the
declared policy to be a current proof obligation. Having received a new answer
@, in step 4, the user can analyze all possible formal proofs for any of the current
proof obligations whether and how @; will be helpful to prove it. If the user de-
tects such a situation, he can determine the resulting remaining proof obligations
and, potentially, try to satisfy them by issuing further queries. Correspondingly,
inference control can track the user’s abilities, and thus control can dynamically
adapt the policy by always setting it to the current set of proof obligations. In
the example given above, the sole initial proof obligation is ¢1 A @2, which can
be replaced by the new proof obligation ¢s, once y; is known.

Dynamic inference control is costly, at least in general, due to the inevitable
need to suitably keeping track of the history and performing some kind of
theorem-proving. The basic features of policy adaption suggest the possibility of
substantial improvements in computational costs at query time in comparison
with the view-based approach, at least in special situations: (1) the control no
longer has to maintain a separate data structure for reflecting the user’s view,
and (2) analyzing and remembering remaining proof obligations can bee seen
as a kind of stored precomputation for the task of checking whether subsequent
queries are harmful or not. Moreover, we might be able to find appropriate data
structures to actually benefit from the potentials.

In the following we roughly outline such an improvement for a restricted
propositional situation, where queries are just propositional atoms of the form
a; and elements of the confidentiality policy are conjunctions of such atoms, thus
of the form a;, A...Aa;, with 1 < k. Moreover, we will make policies redundancy-
free in the sense that no policy element is a subconjunction of another policy
element, just by discarding the larger one. As an example, let the policy be
{a1 AN ag A as,az A aq,a4 A as,ag}, and consider the query sequence (a1, az).

The current policy will be represented by a data structure that is composed
of two linked parts. The “look-up part” contains all atoms still occurring in the
policy, and the “reduced part” comprises the nontrivial conjunctions (having at
least 2 different atoms) still to be checked. Moreover, each atom in the former
part is linked to each of the conjunctions in which it occurs in the latter part.
Fig. [l shows the initial state of the data structure for the example.

If an atom a; is submitted as a query, the control first searches for that atom
in the look-up part. If the atom is not found there, the query is censored to be
harmless and correctly answered. Otherwise, there are two cases: If the atom
is not linked to any nontrivial conjunction, then the atom is harmful by itself
and the answer must be distorted. Otherwise, if there are links, the query is
censored to be harmless and correctly answered, but the policy must be adapted
by manipulating the current state of the data structure appropriately: (1) the
query atom a; is removed from the look-up part; (2) the query atom a; is deleted
from all the conjunctions in which it occurs; (3) if after the deletion a remaining
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initial state state after processing a; state after processing a,
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Fig. 1. Initial and subsequent states of a data structure for dynamic policy adaption

conjunction is reduced to a single atom a;, then the conjunction is dropped at
all and the corresponding link from a; is deleted as well; moreover, all other
conjunctions in which a; occurs are deleted with all their links, too. Finally, if —
by these deletions — another atom in the look-up part has lost all its links, then
that atom is deleted from the look-up part.

Fig. [ visualizes how the control operates for the parameters specified above.
Querying the atom a; is harmless and leads to its removal from the look-up part
by (1) and its deletion from the first conjunction, which is thus reduced to asAas
by (2). Then querying the atom ay is harmless again and leads to its removal
from the look-up part by (1) and its deletion from the reduced conjunction,
which thus becomes the single atom as by (2); but this trivial conjunction is
then totally dropped by (3), and the conjunction as A a4 is deleted as well.

Since only some searching and elementary link manipulations are used, the
efficiency of the procedure should be evident. A full justification of the correct-
ness is elaborated in Sect. [ for a more general situation. Roughly summarizing,
in this article we will provide the following main contributions:

— We propose the policy-adaption based approach to keeping track of the his-
tory as a promising alternative to the view-based approach (this Sect. [II).

— After introducing our basic notations, briefly reviewing the view-based ap-
proach and commenting on complexity issues (Sect. 2]), we fully elaborate the
new approach for a special but reasonably expressive situation of Controlled
Query Evaluation. This situation employs refusal as the sole distortion op-
tion and deals with a propositional information system (Sect. [3)).

— We relate our approach to previous work, briefly discuss first-order informa-
tion systems and evaluate the expected potentials and limitations (Sect. ).

2 Basic Notations and View-Based Approach

Restricting to propositional information systems, we first introduce our basic
notations. Then we briefly describe the view-based approach and state some
observations on the complexity of deciding the pertinent logical implications.
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2.1 Basic Notations

We employ a logic-oriented approach to information systems (see, e.g., [1]), which
establishes formal semantics for both query answering and updating (not con-
sidered in this paper). For simplicity, we only consider complete information
systems, and we focus on propositional logic. We assume a vocabulary of propo-
sitional atoms, from which we can construct propositional sentences in the stan-
dard way, using the propositional connectives of negation and disjunction and
further derived connectives. A literal is either an atom or a negated atom.

The schema (of the information system) is given by the vocabulary and the
integrity constraints, which are expressed as a finite set con of sentences over this
vocabulary. We consider the integrity constraints as part of any user’s a priori
knowledge, which in each case is given as a set of sentences over the vocabulary.

An instance db (of the information system) is a set of literals formed as follows:
For each atom « of the vocabulary, either the atom « itself or the negated atom
-« is an element. Given the vocabulary, it suffices to explicitly specify only those
atoms that are contained in an instance (implicitly assuming for the remaining
atoms that their negations are elements by default, as a kind of closed world
assumption). An instance db defines a truth-value assignment to propositional
atoms by making each atom « € db true and all the remaining atoms false. Such
a truth-value assignment (interpretation) is inductively extended to arbitrary
sentences @ by giving the connectives the standard meaning; eval(®)(db) denotes
the truth value assigned to @ by db. The standard notion of logical implication,
or entailment, between (sets of) sentences is designated by |=.

As a (closed, yes/no-)query, we allow any sentence ¢ of the underlying propo-
sitional logic. The correct answer to the query @ under an instance db is given
by the pertinent truth value eval(®)(db); however, for convenience, we alter-
natively express the correct answer by eval™(®)(db) that denotes either @ or
=@ in a straightforward way. We aim at controlling any sequence of queries
Q:=(P1,Ps,...,P;,..., P ) where the query &, is submitted by some user at
the point in time ¢; for simplicity of the presentation, we focus on only one user.

While the user is granted a general access right for reading (querying), a
security officer declares a confidentiality policy as a finite set psec of propositional
sentences, called potential secrets, in order to confine the actual information gain
that can be achieved by the user. Here the qualification “potential” indicates
that these sentences are not necessarily true in the actual instance. Following
the principle of open design, the user is supposed to be aware of this declaration,
as well as of all other features of the control mechanism. In order to prevent the
user from ever inferring that any sentence ¥ € psec actually holds, we follow the
refusal approach to inference control [III6J5], i.e., if an informative answer to a
query would be harmful, then the control reacts by returning a special symbol
mum. In general, the refusal approach has to examine not only whether the correct
answer to a query is harmful but also whether its negation would be harmful, in
order to prevent so-called meta-inferences.

Besides the policy, in general the control mechanism also has to consider the
(postulated) a priori knowledge of the user and the answers to previously issued
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queries. To do so, the control might maintain a user log. Basically, such a user
log then just contains a set log of propositional sentences. In principle, both the
policy and the user log might be updated while processing queries; the current
versions of them taken together form the current state s; := (psec,, log;) of the
control mechanism. The initial state is obtained by setting psec, := psec and
logy = prior, where prior can be any suitable superset of the constraints con
not being in conflict with psec, i.e., prior = ¥ for all ¥ € psec. In this work, for
simplicity, we will not elaborate the treatment of the a priori knowledge prior
in depth: we just leave it empty in our examples, and we simply process it like
a sequence of queries within our initialization subprotocol.

Definition 1 (controlled query evaluation). Let be given an instance db,
a finite set log,_; of sentences (for explicitly reflecting the assumed user’s cur-
rent knowledge about the instance), and a finite set psec;_, of sentences (for
representing the current version of the confidentiality policy). Then a function
cqe(db, psec;_q1,log,_1,®P;) defines a controlled query evaluation of a query ®; by
generating a triple (ans;, psec;, log, ), where ans; is the answer returned to the
user, and psec; and log,; together form the updated state.

Furthermore, for the initializations specified above, this function is inductively
extended to any query sequence @ := (D1, ..., P, ..., Py ) by applying it stepwise
n a straightforward way:

cqe(db, psecy, logy, Q) ==

<(ansl,psecl, logq), ..., (ans;, psec;, log,), ..., (ansk, psecy,, logk)>

(1)

We are now ready to present our formal definition of the confidentiality require-
ment we want to achieve by a controlled query evaluation. Roughly summarized,
given a potential secret ¥ declared in the (original) policy psec, this requirement
is expressed in terms of the indistinguishability — from the point of view of the
user — of the actual instance db from an alternative instance db® that does not
satisfy the potential secret considered.

Definition 2 (confidentiality). A controlled query evaluation cge preserves
confidentiality iff
for all instances db,
for all finite sets of sentences psec (original confidentiality policy),
for all finite sets of sentences prior (a priori knowledge)
satisfied by db and such that prior =W for all W € psec,
for all query sequences @, and
for all potential secrets ¥ € psec
there exists an alternative instance db® satisfying prior such that:

1. [indistinguishability]:

cqe(db, psec, prior, Q) = cqe(db®, psec, prior, Q) (2)
2. [possibility of false potential secrets]:

eval™ (W) (db®) = —¥ (3)
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2.2 View-Based Approach

The view-based approach to Controlled Query Evaluation, as surveyed in [5],
keeps track of the history by only updating the user log, while leaving the orig-
inal policy unchanged. For the specific setting described above, i.e., refusal un-
der known potential secrets for a propositional information system dealing with
closed (yes/no-)queries, the function cqe’*? is defined by its outputs as follows:

ans; = if log,_; | eval™(®;)(db) then eval®(P;)(db) else (4)
if (exists @) (¥ € psec and
(log; 1 U{®:} E ¥ or log;  U{~Pi} |= ¥))
then mum else eval”(P;)(db)

psec; = psec (5)
log, := if ans; = mum then log, ; else log; ; U{ans;} (6)

view

Proposition 1 ([6]). The function cqe preserves confidentiality in the sense

of Def.[2

Definition (@) of the controlled answer indicates that the task of inference control
is closely related to the problem of deciding on logical implications of the form
X | ¥, where the finite set of sentences x — equivalently identified with the
corresponding sentence formed as the conjunction over this set — denotes some
potential knowledge of the user and ¥ is a policy element. This decision problem
is well-known to be of high computational complexity in general, and thus we
can expect to control answers efficiently only under some restrictions of the
expressiveness of the languages for the sentences y and ¥, respectively.

As a starting point, we first observe the following: If both x and ¥ are already
specified in disjunctive normal form for a finite vocabulary, i.e., as a disjunction
of so-called minterms that are built as a conjunction of literals (atoms or negated
atoms) ranging over all atoms in the vocabulary, then x = ¥ holds if and only
if each minterm of y is also a minterm of V.

For a slightly relaxed situation where both y and ¥ are specified as a dis-
junctive form, i.e., a disjunction of conjunctions of literals ranging over different
atoms in the vocabulary, the sufficiency part of this observation can be gener-
alized along the following lines of reasoning, often referred to as subsumption.
First, if some disjunctive sentences 1, and 7 are (syntactically) related such that
each disjunct of 7 is also a disjunct of 73 — or at least (semantically) implies
some disjunct of 2 —, then the (semantic) implication 1, = 72 holds, since 7, is
an obvious weakening of 77. Dually, if some conjunctive sentences 61 and 65 are
(syntactically) related such that each conjunct of 6 is also a conjunct of 62 — or
is at least (semantically) implied by some conjunct of 3 —, then the (semantic)
implication s |= 67 holds, since 05 is an obvious strengthening of 6;.

Unfortunately, the necessity part of the observation stated above cannot be
generalized for arbitrary disjunctive forms. However, the necessity part holds
indeed, if the sentence ¥ consists of all the prime implicants of ¥, i.e., (1) each
disjunct of ¥ is minimal in the sense that discarding any of the literals in the
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conjunction that constitutes this disjunct would result in a non-equivalent sen-
tence, and (2) ¥ contains all minimal disjuncts (conjunctions of literals ranging
over different atoms in the vocabulary) that imply ¥.

Proposition 2. Let x be a disjunctive form and ¥ a disjunctive form that con-
sists of all its prime implicants. Then x |= ¥ holds if and only if for each disjunct
of x there is a disjunct of ¥ such that each literal occurring as a conjunct of the
latter disjunct also appears as a conjunct of the former disjunct.

3 Policy Adaption for Propositional Information Systems

We now present our new concept of the policy-adaption based approach in detail,
exhibit an appropriate data structure for representing the current policy, and
then demonstrate the correctness and comment on the efficiency.

3.1 Outline and Examples

To elaborate the policy-adaption based approach, we aim at defining the corre-
sponding function cqeP®’ for controlled query evaluation such that the following
properties (further explained below) hold:

The parameter log could be dropped.

The history is reflected in the current version psec; of the policy.

The generated outputs ans; are the same as for cge?*™.

The current version psec; is converted to be redundancy-free (see below).
The current version psec; is converted to be fully vulnerable (see below).

S e

We first outline the basic techniques to achieve these properties, then exemplify
these techniques, and finally present and verify a comprehensive algorithm for
cqeP® leading to a controlled query evaluation based on these techniques.

By property [l and as a corollary to the result for cqe’*™ stated in Prop. [I]
the function cqeP® will preserve confidentiality in the sense of Def. Pl as well.

Regarding property Ml demanding the policy to be redundancy-free, we can
observe the following by inspecting the guarding condition in the second line
and the third line of (@l): If a policy psec contains two different potential secrets
¥y and ¥s such that ¥; = Wy, then we can remove ¥; from the policy without
affecting the answer. For, if a user knowledge logU{®} or logU{—P}, respectively,
implies ¥, then that knowledge also implies ¥s; thus the outcome of the guarding
condition remains the same after removing ¥;. Accordingly, we will keep the set
psec redundancy-free in the sense that none of its elements implies another one.

Regarding property Bl demanding the policy to be fully vulnerable, we further
observe the following: If a policy psec contains a potential secret ¥ such that
log = =¥ holds for the current user knowledge log, then we can remove ¥ from
the policy. For, by monotonicity, this property will always be preserved later on
and thus the confidentiality requirement expressed by ¥ will never be hurt.
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Regarding the properties Pl and [3 which demand an appropriate reflection of
the history in psec; such that the same outputs are generated as in the view-
based approach, again by inspecting the guarding condition in the second line
and the third line of (@), we have to inductively achieve an equivalence of the
following kind (to be made more precise later on), where A; denotes the query
@, or its negation —@;, respectively:

(exists @) (¥ € psec and log,_; U{A;} = W) iff (7)
(exists @) (¥ € psec;_; and {A;} E V) (8)

To attain such a goal, we first impose all queries @; and all policy elements ¥
to be given as a disjunctive form. Moreover, we additionally extend each policy
element such that it contains all its prime implicants in order to profit from the
efficiently verifiable characteristic property of x = ¥ given in Prop.[2

Next, again for easily exploiting that property, in general we aim at represent-
ing a policy element of the form ¥ =W, V...V ¥, that constitutes a nontrivial
disjunction with 2 < m as the set of its disjuncts {¥1, ..., ¥, }. To achieve a ho-
mogeneous treatment with a policy element of the form ¥ = ¥; having only one
disjunct, we then have to represent such an element as the singleton set {1 }.
The set representations introduced will not affect the wanted equivalence, since
they are functional equivalent with the original forms. If there are no semantic
ambiguities, i.e., from a special context under consideration it is clear whether
two disjuncts (implicants) belong to the same policy element or not, as in the
examples below, we will omit the set notation for the sake of readibility.

Finally, to deal with disjunctive answers of the form ¢ = &, V...V @, with
2 < n, we will introduce policy branches: for each disjunct &;, a copy of the
current policy is generated and then inspected regarding implications that result
from &; alone. Subsequently, each of these branches has to be maintained with
reference to the pertinent @; until a definite answer that —®; holds is given; then
the branch is obviously contradictory and thus must be removed.

Example 1. Consider the following situation:
db := {a1,nag, nas, a4} is the instance,
Q := ( a1,a9,as3,a4 ) is the query sequence,
psec := {—a1 A\ —az A az A —ag, a1 A —ag A —as A ag} is the policy, and
logg := () is the void a priori knowledge.

Then ( a1, ~ag, ~as,aq ) is the correct answer sequence, and the instance defines
the first potential secret to be false and the second one to be true.

Controlling the first query a;, we see that neither a; nor —a; implies any of
the potential secrets, and thus the correct answer a; can be returned, and it
would be inserted into the user log by the view-based approach such that we
would have log; := {a;}. Since the first potential secret is no longer vulnerable,
we can remove it from the policy. Furthermore, once the user knows a1, we now
have to protect the remainder of the second potential secret, i.e., we can drop
ap from a; A —as A —as A ag. Thus we get

psec; = {—as A —ag A aq}.
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Description and Branch Disjuncts (given Disjuncts (additional
prime implicants) prime implicants)
sole element ar N —az A ag a2 N\ —az A\ —aq
(original) ay A\ —az A aq ai A\ —az A —as
a2 N as N aq a1 Nas N\ aq
—a1 A a2 N\ —as —ar A az N\ ayg
sole element —az A\ Daq az \ —as A —ay
(after answer a1) naz A aq —az A\ —as
az Nasz N ay az N\ as
(complementary) (complementary)
sole element —az A\ aq (subsumed)
(after answer ay —az A ag —as A —as
and subsumption) (subsumed) as A aq
(complementary) (complementary)
sole element —az A 2aq (subsumed)
(after answers a1, —az V as) ay a3
for branch {-as2} (subsumed) a3 N\ ag
(complementary) (complementary)
sole element (complementary) (subsumed)
(after answers a1, —az V as) —az A ag (complementary)
for branch {as} (subsumed) a4
(complementary) (complementary)
sole element (subsumed) (subsumed)
(after answers a1, —az V a3 Qs -ag
and subsumption) (subsumed) (subsumed)
for branch {—a2} (complementary) (complementary)
sole element (complementary) (subsumed)
(after answers a1, —az V as (subsumed) (complementary)
and subsumption) (subsumed) a4
for branch {as} (complementary) (complementary)

Fig. 2. A converted and then stepwise adapted confidentiality policy
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Similarly, stepwise controlling the second query as and the third query as, we
(would) get the following:

logs := {a1,~as}, psecy = {—asz A as},

logs := {a1,nag,~as}, psecs = {as}.
Finally, controlling the fourth query a4, we immediately see that the correct
answer violates the policy, and thus the answer must be refused. Notably, if the
correct answer was —ay, then that answer would have to be refused as well.

Ezample 2. Consider the following situation, the processing of which is further
illustrated in Fig.
db := {a1,naz, ~as, a4} is the instance, the same as before,
Q = (a1,—az V as,as,ays ) is the query sequence,
psec :={ a1 AN—-agA—-ay NV arA-azANay NV aiANazNagAay
V. —ap AagAazANag vV —ap Aag A-ag }ois the policy, and
logg := 0 is the void a priori knowledge.

Obviously, then ( a1, —as V as, —as, aq ) is the correct answer sequence, and the
instance defines the sole potential secret to be true.
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At initialization time, we observe that the sole policy element can be
equivalently simplified by combining the two disjuncts a; A as A ag A aq and
—ay A az A az A agq into the prime implicant as A az A ay. Furthermore, even
afterwards the policy element does not contain all its prime implicants; in fact,
we have to add four further prime implicants, namely

az N\ —ag A —ag, a1 A —ag A —as, ap A asg A ag, and —ag A as A ay.
Subsequently, we replace the sole policy element by the set of its disjuncts (prime
implicants) and get the following representation of the policy:

psecy = {a1 A —az N\ —aq, ay N—ag A ag, a2 ANasz N\ ag, —ai1 A\ az A\ —as,

as A —ag A —ag, a3 A—ag A-as, a1 Aas Aag, —ag Aas Aagh.

Controlling the first query a1, we see that neither a; nor —a; implies any of the
potential secrets, and thus the correct answer a; can be returned. Since the policy
elements containing the complementary literal —a; are no longer vulnerable, we
can remove them from the policy. Furthermore, once the user knows a;, we
can drop a; from the remaining elements. Additionally, we can remove elements
that have become redundant, which is equivalent to being subsumed by a shorter
disjunct. Altogether we get

psecy = {—as A —aq, Daz A ag, Dag A ag, ag A aql.

Controlling the second query —as V a3, we see again that neither the positive
answer —ag V ag nor the negative answer as A —asg implies any of the potential
secrets, and thus the correct answer can be returned. However, since the correct
answer is a disjunction, we split the policy into branches, one for the case that
—ag is actually true and another one for the case that ag is actually true.

In the branch for —as, we can drop the occurrences of —as from two of the
elements, yielding the reduced elements a4 and —as. As there are no occurrences
of the complementary literal ao, all elements are still vulnerable. Additionally,
however, we can remove the then subsumed elements —asz A —a4 and as A aq4.
Thus we get

psecy[-az] := {aq, naz}.

In the branch for a3, we can drop the occurrence of ag from one of the elements,
yielding the reduced element a4, and we can remove the elements —as A —ay
and —ay A —ag, in which the complementary literal —as occurs. Additionally, the
element —as A a4 is now subsumed and thus can be removed. Thus we get
psecslas] == {as}.

Controlling the third query ag, we see that the correct answer —a3 makes the pol-
icy branch for a3 contradictory and implies an element in the remaining branch
for —ay. Accordingly, the answer must be refused and both policy branches re-
main unchanged. Finally, controlling the fourth query a4, we see that the correct
answer a4 implies a policy element in both branches, and thus the answer must
be refused as well.

3.2 Protocol for Policy Adaption and Correctness

Having introduced the basic techniques, we are now ready to specify the types,
inputs and methods of our new approach of policy adaption more formally.
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Protocol for Policy Adaption.
types.
% propositional sentences;
ZLar C % propositional sentences in disjunctive form;
Zpi € Zar propositional sentences that consist of all their prime implicants;
LA C % literals;
Zim C Zyr implicants (conjunctions of literals over distinct atoms);
C Cfinite L declared confidentiality policies;
M Cfinite p-Lim  converted confidentiality policies
as multisets of “identified policy elements”;
B Cfinite M X L policy branches; //written as imsets[liset];
2 C % queries.

subprotocol: initialization.
input: psec: G,
prior : p.L;
method:
1. secy := psec;
2. modify secy as follows:
foreach V € secy do
convert ¥ such that it becomes the disjunction of all its prime implicants;
foreach V € secy do
replace ¥ having form ¥; V...V ¥, by the representing set {¥1,..., ¥ }v;
3. psecby := {secy[0]}; // only one policy branch of form {{...},...,{...}}[0]
4. process prior like a sequence of queries. //not elaborated for lack of space

subprotocol: generation (of answer and policy).
input: &;:.%,
psecb,_, : B;
method:
1. convert @; into disjunctive form @;1 V...V @; n;
2. ans; := if @; violates psecb,_; or —®; violates psecb,
then mum
else eval™(P;)(db);
3. if ans; = @1 (let @1 = ¢i,1 V...V Qsl,")
then psech, := 0
foreach disjunct @; ; of ®;do
lit; == {¢ | ¢ occurs in P; ;};
copy; = {sec[D Ulit;] | sec[D] € psecb,_};
foreach literal ¢ of @; jdo perform policy adaption for ¢ and copyy;
psecb, 1= psecb; U copy;

elseif ans; = ®; (let ~@; = ~Pi1 A... A D; )
then psecb, := psech,_q;
foreach conjunct =®; ; of =P; (let =P; ; = o1 V...V ¢y) do

copy := 0;

foreach literal ¢, of =®; ; do
copy; = {sec[D U{¢}] | sec[D] € psecb,};
perform policy adaption for ¢; and copy;;
copy := copy U copyi;

psech, = copy.
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subprotocol: violation (test).
input: @:.%;
psech : B,
method:
convert @ into disjunctive form;
//nothing to do if & = @, i.e., violation test is performed for current query
if there exists a branch sec[D] of policy psecb and
there exists a disjunct @; of (negated) query @
such that &; A A\ ., ¢ is not contradictory
//guaranteed if ® = eval™(P;)(db)
and
there exists {...}5 € secg such that // ¥ “uniformly identifies” a policy element
for all branches sec[D] of policy psecb and
for all disjuncts @; of (negated) query &
such that @; A /\weD ¢ is not contradictory
there exists a disjunct ¥, € {...}; € sec such that &; = ¥, (by subsumption)
then return true (violation)
else return false (no violation).

subprotocol: adaption (for literal and policy copy).
input: ¢ : %i;
var copy : B; // copy is used as input-and-output parameter
method: // modify copy as follows
foreach policy branch sec;[D;] € copy do
1. if —p € Dj
then delete branch sec;[Dj]
else foreach {xi,...,xr}w € sec; do
foreach x € {x1,...,Xxr}w do
if @ occurs in x then drop ¢ from Y;
if -y occurs in x then remove x from {x1,...,Xr }v;
foreach distinct x1,x2 € {Xx1,-..,Xxr}w do
if x1 E x2 (by subsumption) then remove x1 from {xi,...,Xr}v;
2. foreach {x1,...,Xr}o,{X1,---,Xr}s € sec; with ¥ # ¥ do
if xiV...Vxr ExaV...Vxs
then replace {x1,...,Xr}w by Ow // consider @y as removed.

As explained in Sect. Bl the protocol for policy adaption has been designed
to achieve the same effects as the view-based approach. Thus the protocol is
claimed to be correct with respect to the view-based approach and, accordingly
by Prop. [ to preserve confidentiality. The latter claim is stated in the following
theorem, the proof of which justifies the former claim.

Theorem 1. The function cqeP® as defined by the Protocol for Policy Adaption
preserves confidentiality in the sense of Def. [2.

Proof. For lack of space, we only outline the inductive proof, which follows the
informal arguments presented in Sect. 3.l Basically, the induction will deal with
the following items and notations:
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— histi—1 = \/,, \, B, equivalently represents the user log log;_; under the
view-based approach as a single sentence converted into disjunctive form.

— A := V1 Xi in disjunctive form denotes the query ®; or its negation —®;.

— tent; == hist;_1 NA; = vk,k“ (A, Br,i A Xwr) then represents a left-hand side
in a violation test according to (@), but so far ignoring that contradictory
disjuncts might occur.

— tent’®d = Vi (A Bry A Xjr) in disjunctive form results from tent; by
discarding all contradictory disjuncts (containing both an atom « and the
negated literal —a). The special case that tent’® becomes the empty dis-
junction only happens if log; ; = eval®(®;)(db) and A; = —eval™(P;)(db).

— ;1 is the set of tags D occurring in the current policy psecb,_;.

— psecb; 1 := {secp[D] | D € %;_1} then describes the elements of that policy.

One can verify that the generation subprotocol establishes a one-to-one cor-
respondance between the set of non-contradictory disjuncts A, Bx,; of hist;_1,
ranging over all pertinent k£, and %;_1, such that for each k the corresponding
tag D satisfies D = {3 | B = [k, for some [}. Note that if the generation sub-
protocol tentatively forms a branch corresponding to a contradictory disjunct,
then this fact is detected by performing the adaption subprotocol, which leads
to an immediate deletion of that branch.
Then we assert and comment the equivalence of the following assertions:

1. (exists @)(¥ € psec and log,_; U{A;} = ¥).
Such a kind of assertion is checked by the view-based approach according
to (@), to be shown to satisfy the equivalence given by “([@) iff (8])”.

2. (exists ¥)(¥ € psec and tent’® |= ¥).
The set on the left-hand side of = is represented as a single sentence, which
is formed as the conjunction over all elements of that set and then converted
into disjunctive form (with discarding of contradictory disjuncts).

3. (exists ¥s)(Ws = {¥s1,...,¥s.m} € secyand \/,57,;,,(/\1 6,5’1/\)(,;,,) EV, Y.).
Here {@5’1, .. ~S W, m } are the initially determined prime implicants of @S.

4. (exists v, )(y'/ = {!Ps 1.0y Wy} € secy and (for all k”)(for all k)
(exists ¥, ) (W, € Wy and N Bea A X @,,)).
We have exploited Prop. 2 for treating the implication problems.

5. (exists W, )(y'/ = {!Ps Toenns @s,m} € secy and
(for all k”)(for all ¢ non—contradictory”l_) € 9;_ 1)
(exists Wy ) (Vs . € ¥y and A, Br(pya N X [ Ys,r))-
We have employed the correspondance between disjuncts of hist;—1 and
branches, where k(D) corresponds to D.

6. (exists W, )(y'/ € secy and (for all k”)(for all “non-contradictory”D € %;_1)
(exists WS’ YWy, € TP and x5 = V! D))

Here ¥P is the version of @, in the branch sec[D]. The simplifications of the
adaption subprotocol preserve the applicability of the efficient implication
check, as stated in Prop.[2l Bascially, this kind of assertion is checked by the
violation subprotocol of the policy-adaption approach. a
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3.3 Efficiency of Policy Adaption

Without restrictions the worst-case complexity of policy adaption is inevitably
determined by the complexity of the decision problems for propositional logic
and thus expected to be exponential. Exponential efforts might also be hidden
in transforming sentences into disjunctive forms or even determining all prime
implicants. However, queries or negated queries that consist of strict disjunc-
tions or generate strict disjunctions, respectively, are the sole cause of branching
and thus of an exponential explosion of the size of an adapted policy. Besides
these general remarks, analytical complexity results on “average’-case complex-
ity appear to be hardly obtainable and are beyond the scope of this paper. It
is left open to future work to implement a prototype and to set up practical
experiments. If we then aim at empirically comparing policy adaption and view
generation for special cases, we will be challenged to identify the best available
optimization techniques for each of the two approaches.

If we restrict on queries that are single literals and then inspect such a literal,
we have to determine whether and how the atom involved occurs in one of the
implicants in the current policy data. To generalize the data structure exempli-
fied in Fig.[Il we could maintain an efficiently searchable structure of all relevant
atoms, together with the set structure comprising all current implicants (then
including single literals), linking an atom with all pertinent implicants.

4 Related Work, Extensions and Conclusions

Though the policy-adaption based approach is innovative for inference control
by means of Controlled Query Evaluation, some of the underlying ideas are al-
ready implicitly present in various previous work. First of all, we observe that a
mechanism for enforcing inference control can be seen as an automaton that is
basically specified by its set of internal states, its state transition function and
its output or reaction function. In principle, for Controlled Query Evaluation
a state has to reflect both a user’s history and the confidentiality policy suit-
ably. Accordingly, in a straightforward approach, a state can just be formed by
a combination of two components: a current log of the user’s history and a cur-
rent version of the policy. In fact, the view-based approach explicitly maintains
these two components. In contrast, the policy-adaption based approach aims at
representing both of the needed features within one component.

All work on state-dependent control is somehow related to our contribution,
as can be seen from the following examples. The works on “enforceable security
properties” [I0/9] treat states as abstract objects, without indicating implemen-
tations. Advanced discretionary access control based on logic programming, like
the Flexible Authorization Framework [§] maintains a special “done-predicate”,
which can be seen as a kind of a user log or as a kind of a dynamic component of
the access control policy, depending on the point of view. The Dynamic Autho-
rization Framework [3] additionally selects a current model as a dynamic policy
component to determine the current semantics. Dynamic mandatory access con-
trol [2] offers to adapt security labels assigned to objects as a classification like
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“high-water marks”, where classifications can be seen as a part of the access con-
trol policy. Many further examples stem from the dynamic control of workflows.
Control of probabilistic inferences [7] uses a Bayesian network, which is updated
after returning some piece of information to a user; the current network reflects
the confidentiality requirements still to be enforced.

We demonstrated in detail that the proposed policy-adaption approach can
be employed effectively for a specific situation of Controlled Query Evaluation,
and we also indicated how to implement this approach such that inference con-
trol can be performed efficiently for special cases. It would be worthwhile to also
consider more expressive situations, including incomplete instances and open
queries. Such extensions will challenge us to transfer the current considerations
to the more complex modal first-order logic. Seen from a even more general per-
spective, the ultimate goal of further efforts should be the following: We should
aim at finding suitable combinations of the view-based approach and the policy-
adaption based appraoch, in order to achieve the best possible efficiency for spe-
cific situations; and maybe we could further aim at constructing an optimizer
that automatically recognizes the best combination for a current situation.
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Abstract. With sensors and mobile devices becoming ubiquitous, situation mon-
itoring applications are becoming a reality. Data Stream Management Systems
(DSMSs) have been proposed to address the data processing needs of such appli-
cations that require collection of high-speed data, computing results on-the-fly,
and taking actions in real-time. Although a lot of work appears in the area of
DSMS, not much has been done in multilevel secure (MLS) DSMS making the
technology unsuitable for highly sensitive applications such as battlefield moni-
toring. An MLS DSMS should ensure the absence of illegal information flow in a
DSMS and more importantly provide the performance needed to handle continu-
ous queries. We investigate the issues important in an MLS DSMS and propose an
architecture that best meets the goals of MLS DSMS. We discuss how continuous
queries can be executed in such a system and sharing across queries accomplished
for maximum performance benefits.

Keywords: Multilevel Security, DSMS, Continuous Query Processing.

1 Introduction

With the advancement of smart technologies and ubiquitous availability of sensor and
mobile devices, situation monitoring applications are becoming a reality. Such ap-
plications require collecting high-speed data, processing them, computing results on-
the-fly, and taking actions in real-time. Data Stream Management Systems (DSMSs)
[7014/419l1I5I16] have been proposed for such applications that allow processing of
streaming data and execution of continuous queries. One potential use of this technol-
ogy is for military applications where DSMS receives information from various devices
and sensors, not all of which belong to the same security level. In such applications,
users and information are classified into the various security levels and mandatory rules
govern the information flow across security levels. DSMSs need to execute queries
based on live streaming data classified at various levels in response to request from
users at different security levels without causing illegal information flow. Our work
attempts to extend an existing DSMS to support such capabilities.

Researchers have worked on secure data and query processing in the context of
DSMSs. However, almost all of these works focus on providing access control [[15/11]
to streaming data [21113122]12/3]]. However, controlling access is not enough to prevent
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security breaches in the above mentioned applications where illegal information flow
can occur across security levels. For instance, the existence of covert and overt chan-
nels can cause information to be passed from a more sensitive level to a lesser one.
Multilevel security (MLS) not only prevents unauthorized access but also ensures the
absence of such illegal information flow.

Designing an MLS DSMS requires us to address several research issues. We need
to provide a continuous query language for expressing real-world MLS DSMS queries.
The formalization of such a language will allow us to determine query equivalence and
facilitate query optimization. Note that, traditional notions of query equivalence will
not work because the same query issued by users at different security levels will re-
turn different results. Moreover, query processing should be efficient to meet the QoS
requirements of a DSMS. This necessitates sharing query plans of multiple queries to
reduce query execution time without causing illegal information flow. In order to pro-
cess MLS continuous queries in a secure manner, it is therefore necessary to completely
redesign or make major modifications to the components of a DSMS.

In this work, we propose a suitable architecture for processing MLS continuous
queries. We also formalize MLS continuous query processing and discuss how such
queries can be executed in our proposed architecture. We discuss how query plans can
reuse plans from existing queries. We augment the approaches proposed by the Stanford
STREAM [4], Aurora [9], and Borealis [[1]] projects and allow sharing of query plans
submitted by different users not all of which have been submitted at the same time. This
not only allows good resource utilization but also helps achieve the quality-of-service
(QoS) critical to stream processing applications.

The rest of the paper is organized as follows. In Section2l we define a MLS formal-
ization model for stream data applications where data sources, data streams, queries,
and other components in DSMS are assigned with security levels with proper access-
ing rules. In Section 3l we propose a replicated architecture to address MLS stream
applications. In order to accelerate processing rates, we explore different sharing ap-
proaches between continuous queries in Section 4l We discuss related work in section
In Section[@] conclusions and future work are discussed.

2 Multilevel Security Formalization Model

We begin by presenting our model for multilevel secure (MLS) DSMS system. An
MLS DSMS is associated with a security structure that is a partial order, (L, <). L
is a set of security levels, and < is the dominance relation between levels. If L; < L,
then L, is said to strictly dominate L and L; is said to be strictly dominated by Lj.
If Ly = L, then the two levels are said to be equal. L; < L or L; = L, is denoted
by Ly < L. If Ly < Ly, then L, is said to dominate L; and L; is said to be domi-
nated by L,. Two levels L; and L, are said to be incomparable if neither L; < L, nor
L, < L. We assume the existence of a level U, that corresponds to the level unclassi-
fied or public knowledge. The level U is the greatest lower bound of all the levels in L.
Any data object classified at level U is accessible to all the users of the MLS DSMS.
Each MLS DSMS object x € D is associated with exactly one security level which we
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denote as L(x) where L(x) € L. (The function L maps entities to security levels.) We
assume that the security level of an object remains fixed for the entire lifetime of the
object.

The users of the system are cleared to different security levels. We denote the security
clearance of user U; by L(U;). Consider a setting consisting of two security levels: High
(H) and Low (L), where L < H. The user Jane Doe has the security clearance of High.
That is, L(JaneDoe) = H. Each user has one or more associated principals. The number
of principals associated with the user depends on their security clearance; it equals the
number of levels dominated by the user’s security clearance. In our example Jane Doe
has two principals: JaneDoe.H and JaneDoe.L. During each session, the user logs in as
one of the principals. All processes that the user initiates in that session inherit security
level of the corresponding principal.

Each continuous query Q; is associated with exactly one security level. The level of
the query remains fixed for the entire execution. The security level of the query is the
level of the principal who has submitted the query. For example, if Jane Doe logs in as
JaneDoe.L, all queries initiated by Jane Doe during that session will have the level Low
(L). A continuous query Q; consists of one or more operators OP;, where the operators
inherit the level of the query. We require a query Q; to obey the simple security property
and the restricted x-property of the Bell-LaPadula model [10].

1. An operator OP; with L(OP;) = C can read an object x only if L(x) < C.
2. An operator OP; with L(OP;) = C can write an object x only if L(x) = C.

In general, multilevel security can be supported at three granularities: attribute, tuple, or
stream. Though stream level enforcement (i.e., single level streams within the DSMS)
may be the easiest way of supporting multilevel security, it does not work for many
MLS applications. We have analyzed stream applications from various domains (e.g.,
battlefield monitoring, infrastructure security). In such applications, streams containing
tuples having different levels are often input to the DSMS. Thus, providing stream level
security would not be beneficial to such applications. In this research work, we do
security enforcement at tuple level (i.e., we assign level to each tuple). Thus, we do not
consider the security level of the attributes individually, in this paper.

We do not present a separate attack model in this paper. Like all MLS systems, our
goal is to allow information flow only from the dominated levels to the dominating
ones. All other information flow, either overtly or covertly, should be disallowed by our
architecture.

3 Multilevel Stream Processing Architecture

In this section, we begin by discussing a general DSMS architecture and describe how
it can be adapted to process MLS continuous queries.

3.1 General DSMS Architecture

A typical DSMS [7414/16]] architecture (based on the STREAM system [4]) is shown in
Figure[Il A Continuous Query (CQ) can be defined using specification languages [3]],
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or as query plans [14]. The CQs defined using specification languages are processed
by the input processor, which generates a query plan. Each query plan is a directed
graph of operators (e.g., Select, Project, Join, Aggregate). Each operator is associated
with one or more input gueues and an output queue. One or more synopses@ [IS] are
associated with each operator (e.g., Join) that needs to maintain the current state of the
tuples for future evaluation of the operator. The generated query plans are then instan-
tiated, and query operators are put in to the ready state so that they can be executed.
Based on a scheduling strategy (e.g., round robin) [1646], the scheduler picks a query,
an operator, or a path, and starts the execution. The run-time optimizer monitors the
system, and initiates load shedding [16/25l8] as and when required. Both these QoS
delivery mechanisms minimize resource usage (e.g., queue size) and maximize perfor-
mance and throughput. Each stream has a stream shepherd operator in the DSMS which
handles all the tuples arriving in that stream. Seq window operator reads the tuples from
the shepherd operator and propagates to leaf nodes of queries. This operator is shared
by all the queries that use that stream. In the directed graph of operators, the data tuples
are propagated from the leaf operator to the root operator. Each operator produces a
stream (can also be a relation) of tuples. After a processed tuple exits the query plan,
the output manager sends it to the query creators (or users).

m

User Input =
CQ Output

[ CQ Output Manager ]

‘ CQ Input Processor ‘

‘ CQ Instantiator ‘—»
Scheduler ‘4’

I

‘ Run-Time Optimizer

Query Processor

-2

DSMS @ \ /
U Operator B Synopsis
s-w:seg-window,
H aueue ss:stream shepherd

Fig. 1. Data Stream Management System (DSMS)

Data Source
Management

i

! Queues are used by the operators to propagate tuples.
2 Synopses are temporary storage structures used by the operators (e.g., Join) that need to main-
tain a state. In this paper, we use synopses and windows, alternatively.
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Fig. 2. Replicated MLS DSMS Architecture

3.2 MLS DSMS Architecture

In this section, we discuss how we can adapt the general DSMS architecture to process
MLS continuous queries. We focus our attention to the query processor component of
the architecture presented in Figure[Il The query processor of an MLS DSMS can have
various types of architecture depending on how logical isolation is achieved across the
different security levels. We borrow our ideas in this regard from the various archi-
tectures (trusted, kernelized, and replicated) that have been proposed in MLS DBMS
literature [15/18l2]. We choose the replicated architecture as the first step and plan to
propose other alternatives as part of our future work.

Our architecture is based on the replicated model where each level L stores not only
the tuples with classification L but also those whose classification is dominated by L.
We present one example of a replicated query processor in Figure Pl although many
variations are possible.

The query processors are untrusted and replicated at various security levels. Each
query processor runs at a security level (L) and is responsible for executing queries
submitted by the users who have logged on at the same level. The response to a query
may involve data belonging to one or multiple security levels; however, the level of all
the tuples returned in the response must be dominated by the query level.

The stream shepherd operator must be redefined to ensure that only tuples at the
dominated level are passed on to the dominating level. All the other operators are un-
trusted and are replicated at various levels. The input queues carrying data at dominated
levels are replicated at the dominating levels as well. Sequential-Window operators and
synopses used for processing blocking operators such as join and aggregation are cre-
ated as needed for the query processors at that level. In the next section, we discuss
query processing in more details.
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4 Shared Query Processing in Replicated DSMS

In this section, first we discuss MLS CQL queries informally, and then discuss shared
query processing.

4.1 MLS CQL Queries

Consider the following data streams (Vitals and Position) and continuous query Q writ-
ten using the CQL language [5]. Query Q joins tuples from two streams. The sliding
windows maintain the last 100 tuples for computations.

Vitals (soldier id (sid), blood pressure (bp), pulse rate (pr));
Position (soldier id (sid), latitude (lat), longitude (lon));

Q: SELECT AVG(bp), AVG(pr) FROM Vitals[ROWS 100], Position[ROWS 100]
WHERE Vitals.sid = Position.sid

To support MLS, stream and query definitions have to be modified to include secu-
rity levels. Below, we discuss MLS CQL briefly as a complete discussion is outside
the scope of this paper. An MLS CQL query can include the LEVEL attribute in the
WHERE clause, SELECT clause, and window specification. Let us consider the fol-
lowing examples.

SELECT AVG(bp) WHERE LEVEL = "S" FROM Vitals [ROWS 100]
SELECT AVG(bp) FROM Vitals [ROWS 100 LEVEL = "S"]
SELECT AVG(bp) FROM Vitals [ROWS 100] WHERE LEVEL = "S"

In the first query the WHERE clause conditions are applied before a tuple enters a
window. In the second query, the window keeps only tuples based on the condition
specified. In the third query, the window maintains 100 tuples, but the WHERE clause is
applied during AVG calculation. The first and second queries are equivalent. Note that,
for these queries, we have simple selections and we do not have any join conditions. If
the WHERE clause specifies a join condition, this condition can only be checked in the
join operator which is processed after the window selection. Our algorithms, presented
in this paper, address all three types of queries. However, due to space constraints, our
examples are based on the first type of query which processes the WHERE conditions
except the join condition before window selection.

We consider only tuple-based (e.g., query Q) and partitioned by windows [5]]. In the
query shown below, the partitioned window maintains two different partitions (as it gets
only tuples with level S or TS), and the average is calculated for each partition.

SELECT AVG(bp) WHERE LEVEL = "S" OR "TS"

FROM Vitals [PARTITIONED BY LEVEL ROWS 100]

Processing each MLS query involves several steps. First, the selection condition of the
query is written in conjunctive normal form. Second, the query must be rewritten to add
a where clause that says the level of tuples returned must be dominated by the level of
the user. Subsequently, we generate the query plan. In this work, we represent a query
plan in the form of a tree which we refer to as an operator tree. Note that, many operator
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Table 1. Continuous Queries

Query User Login Level Query Specification
01/Q} Ann/Bob H SELECT AVG(bp)
FROM Vitals [PARTITIDNED BY LEVEL ROWS 20]

0,  Carl H SELECT AVG(bp) WHERE LEVEL = "L"

FROM Vitals [ROWS 20]
Q3  Dan H SELECT AVG(bp) WHERE bp > 50

FROM Vitals [PARTITIONED BY LEVEL ROWS 5]
Q;  Dan H SELECT AVG(pr)

WHERE V.sid = P.sid AND bp > 120 AND lon = "4E"
FROM Vitals [ROWS 10] V, Position [ROWS 10] P
Qs  Ellen H SELECT V.sid, pr
WHERE V.sid = P.sid AND bp > 120 AND lon ="4E"
FROM Vitals [ROWS 10] V, Position [ROWS 10] P

[0 Frank H SELECT sid, bp WHERE bp > 120
FROM Vitals

07 Gail H SELECT sid,bp, pr WHERE LEVEL = "L" AND bp > 120
FROM Vitals

0Os John H SELECT sid WHERE pr > 100
FROM Vitals

trees may be associated with a query corresponding to the different plans. However, we
show just one such tree for each query. The formal definition of an operator tree appears
below.

Definition 1. [Operator Tree] An operator tree for a query Q. is represented in the
form of OPT (Qy) consists of a set of nodes Ng, and a set of edges Eg.. Each node N;
corresponds to some operator in the query Q. Each edge (i, j) in this tree connecting
node N; with node Nj; signifies that the output of node N; is the input to node N;. Each
node Nj is labeled with the name of the operator N;i.op, its parameters N;.parm, the
synopses Nj.syn (for blocking operators), and input queues N;.inputQueue which are
used for its computation. The label of node N; also includes the output produced by the
node, denoted by N;.out put Queue, that can be used by other nodes or sent as response
to the users.

Operator trees for queries Q¢ and Q7 defined in Table [l appear in Figures Bla) and
Bi(b), respectively. An operator tree has all the information needed for processing the
query. Specifically, the labels on the node indicate how the computation is to be done
for evaluating that operator, where an operator is the basic unit of data processing in
a DSMS. The name component specifies the type of the operator, such as, SELECT,
PROJECT, AVG, etc. The parameter is denoted as a set. For the SELECT operator,
parameter is the set of conjuncts in the selection condition. For the PROJECT operator
it is the set of attributes. The synopsis is needed for the blocking operators, such as, join
and aggregate operations and has type (e.g., tuple-based, partitioned by) and size as its
attributes. The input queues are derived from the streams (or relations) needed by the
operator.
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We use the streams (Vitals and Position) and continuous queries shown in Table [T]
to discuss query processing. We also assume the tuples sent by soldiers involved in a
highly classified mission to be classified as high (H) and other missions to be classified
as low (L). Medics or users can login in at different levels and submit queries. Also note
that in Table [[] all queries are issued in high (H) level. The main reason to choose one
level is that all queries issued by a user logged in at that level is processed by a query
processor running at that level. Hence we use examples from H level to introduce and
discuss various sharing methods. All these queries are executed by one query processor
at level high, shown in Figure 2

Queries Q1 and @, issued by Ann and Bob respectively, compute the average blood
pressure of the last 20 tuples at each level in Vitals stream. Query O, computes the
average blood pressure of the last 20 tuples having level L. Query Q3 computes the
average blood pressure for the last 5 tuples at each level where the pressure is greater
than 50. In queries Q4 and Qs, the last 10 tuples that satisfy the selection conditions are
maintained in the synopses and are joined. Average and projection are computed over
the results from the join. In queries Qg to Qs, there are only selection conditions and
projection (duplicate preserving) operations. Query Q7 selects level L tuples that have
bp > 120 and projects three attributes.

4.2 Query Sharing

Typically, in a DSMS there can be several queries that are being executed concurrently.
Query sharing will increase the efficiency of these queries. Query sharing obviates the
need for evaluating the same operator(s) multiple times if different queries need it. In
such a case, the operator trees of different queries can be merged. Figure Blc) shows
the merging of operator trees of queries Qg and Q7 shown in Figures B(a) and [B(b),
respectively. In the Figure ] we show how the operator trees of Q4 and Qs can be
merged. Later we will formalize how such sharing can be done.

In our replicated MLS DSMS query processing architecture, we focus on sharing
queries to save resources such as CPU cycles and memory usage. In our architecture,
we share queries that are submitted by users with the same principal security level as
all these queries run in the same query processor. Since queries shared have the same
security level, our replicated MLS DSMS query processor avoids security violations
like covert channel during sharing.

We next formalize basic operations that are used for comparing the nodes belong-
ing to different operator trees. Such operations are needed to evaluate whether sharing
is possible or not between queries. We begin with the equivalence operator. If nodes
belonging to different operator trees are equivalent, then only one node needs to be
computing for evaluating the queries corresponding to these different operator trees.

Definition 2. [Equivalence of Nodes] Node N; € Ny, is said to be equivalent fo node
Nj € Ng,, denoted by N; = Nj, where N;, N; are in the operator trees OPT (Qx), OPT(Q,)
respectively, if the following condition holds: Ni.op = Nj.op AN;.parm = Nj.parm N\
N;.syn = N;j.syn A\ N.input Queue = N;.input Queue

In some cases, for evaluating node N; belonging to operator tree OPT(Q,), we may
be able to reuse the results of evaluating node N; belonging to operator tree OPT (Qy).
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Fig. 3. Operator Tree for Q¢, Q7, and Loose Partial Sharing of Qg and Q7
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Fig. 4. Strict Partial Sharing Operator Tree for Q4 and Qs

This is possible if the nodes are related by the subsumes relationship defined below.
Such relationship is possible when the operators match and are non-blocking and the
operator parameters are related by a subset relation.

Definition 3. [Subsume Relation of Nodes] Node N; € Ng, is said to be subsumed by
node Nj € Ng,, denoted by N; C Nj, where N;, N; are in the operator trees OPT(Qy),
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OPT (Qy) and are referred to as subsumed node, subsuming node respectively, if the
following conditions hold:

1. Condition 1:
— Case I [N;.op = PROJECT]:
Nj.op = Nj.op AN;.parm C N;.parm A N;.input Queue = N.input Queue.

— Case 2 [N;.op =SELECT]:
Nj.op = Nj.op ANj.parm C N;.parm A N;.input Queue = N.input Queue.

2. Condition 2: Nj.op is a non-blocking operator.

Consider the SELECT nodes of the operator trees of queries Qg and Q7 shown in
Figure Bl where the SELECT node of Q7 is subsumed by the SELECT node of Q.
We have different forms of sharing that are possible in our architecture which we now
discuss.

Complete Sharing

The best form of sharing is complete sharing where no additional work is needed for
processing a new query. However, in order to have complete sharing, the two queries
must have equivalent operator trees. The notion of equivalence of operator trees is given
below.

Definition 4. [Equivalence of Operator Trees] Two operator trees OPT(Qy) and
OPT (Qy) are said to be equivalent, denoted by OPT (Qx) = OPT(Qy) if the follow-
ing conditions hold.

1. for each node N; € Ny,, there exists a node N; € Ng,, such that N; = N;.
2. for each node N, € NQy, there exists a node N, € No,, such that N, = N,.

The formal definition of complete sharing appears below.

Definition 5. [Complete Sharing] Query Qx can be completely shared with an ongoing
query Q, submitted by a user at the same security level only if OPT (Q;) = OPT (Q)).

Complete sharing is possible only when the queries are equivalent. For example, queries
Q) and Q] have identical operator trees and can be completely shared. In such cases,
we do not need to do anything else for processing the new query. However, this may
not happen often in practice.

Partial Sharing
We next define partial sharing which allows multiple queries to share the processing of
one or more nodes, if they are related by the equivalence or subsume relation.

Definition 6. [Partial Sharing] Query Q, can be partially shared with an ongoing
query Q\ submitted at the same security level only if the following conditions hold

1. OPT(Qx) # OPT(Qy)
2. there exists N; € Ng, and N; € Ng,, such that one of the following holds: N; = Nj,
]Vi QNj OVNj QN,'.
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We have two forms of partial sharing which we describe below. The main motivation is
the sharing of blocking operators have to be handled differently from non-blocking op-
erators. The sharing of blocking operators is more restrictive in which the conditions for
join operator, for example, must exactly match the other query’s join operator. On the
other hand, with non-blocking operators they can be subsumed. The formal definition
of these two forms of sharing appears below.

Definition 7. [Strict Partial Sharing] Query Qx can be strict partially shared with an
ongoing query Qy submitted at the same security level only if the following conditions
hold

1. OPT(Qx) # OPT(Qy)
2. there exists N; € Ng, and N; € NQy, such that N; = N;
3. there does not exist N; € Ng, and N; € No,, such that Ny C Nj or N; C N;.

Definition 8. [Loose Partial Sharing] Query Q, can be loose partially shared with an
ongoing query Qy submitted at the same security level only if the following conditions
hold

1. OPT(Q.) # OPT(Q,)
2. there exists N; € Ng, and N; € No,, such that N; C Nj.

In the loose partial sharing, we will have a node on the ongoing query that subsumes
a node of an incoming query. When nodes are related by subsume relation, then it is
possible to decompose the subsumed nodes. The decomposition tries to make use of
operator evaluation of the subsuming node in order to evaluate the subsumed node. The
decomposition is formalized below.

Definition 9. [Decomposition of Subsumed Nodes] Let N; C N; where N; € OPT (Qx)
and Nj € OPT(Qy). Node N; can be decomposed into two nodes N] and N’ in the
following manner.

Node N!
1. Nl.op=Nj.op
2. N}.inputQueue = Nj.input Queue
3. N!.parm = N;.parm
Node N’
1. N!.op = Nj.op
2. N!.inputQueue = N;.out put Queue
3. N!".parm = N;.parm — N!.parm(if N;.op = SELECT)
N!".parm = N!.parm — N;.parm(if N;.op = PROJECT)

Consider the SELECT nodes of the operator trees of query Qg and Q7 shown in
Figure 3l In this case, the SELECT node of Q7 is subsumed by the SELECT node
of Qg. Select node of Q7 which is the subsumed by the select node of Q¢ can be decom-
posed into two select nodes. One of these new nodes mirror Qg and the other is also
a select node that checks for the additional select condition. Partial sharing is possible
because of the overlap of operator trees.
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Algorithm 1. Merge Operator Trees
INPUT: OPT (Q,) and OPT (Q))
OUTPUT: OPT (Q.y) representing the merged operator tree
Initialize Np_ = {}

Initialize Eg , = {}
foreach node N; € Np_do
NQn = NQ&\' UN;
end
foreach edge (i, j) € Ep_do
Ep, =Ep Uedge (i,])
end
foreach node N; € Np_ do
if AN; € No, such that Ny = N; then
Ng,, = Ngp,, UN;
end
end
foreach edge (i, j) € Eg, do
if edge (i, j) € Eg,, then
Ep, =Ep, Uedge (i,))
end
end

Definition 10. [Overlap of Operator Trees] Two operator trees OPT (Q,) and OPT (Qy)
are said to overlap if OPT (Qy) # OPT (Qy) and there exists a pair of nodes N; and N
where N; € Ng, and N; € N, such that N; = N;.

When operator trees corresponding to two queries overlap, we can generate the merged
operator tree using Algorithm [Il The merged operator tree signifies the processing of
the partially shared queries.

Figure@illustrates the strict sharing of OPT (Q4) and OPT (Qs). As shown, we share
select and join operators. The result of the join is processed by duplicate preserving
project and aggregation operators. On the other hand, seq-window operator is common
to all queries using a stream. Figures 3 (a) and (b) show the OPT (Q¢) and OPT (Q7),
respectively. Figure 3] (c) illustrates the OPT (Qg7) which shares both the query opera-
tions using the loose partial sharing approach. In this case, the query Q7 is subsumed
by Qg according to subsume relation definition. Based on Definition [9] (decomposition
of subsumed nodes), we split Q7 select condition into two (bp > 120 and level = “L”)
nodes and then share the bp > 120 node with Qg.

5 Related Work

Though there has been a lot of research on multilevel security, to the best of our knowl-
edge, ours is the first work in multilevel secure data stream processing systems. In this
section, we will discuss works from closely related areas: DSMS, DSMS security, and
MLS in real-time systems.
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Data Stream Management Systems (DSMSs): Most of the works carried out in
DSMSs address various problems ranging from theoretical results to implementing
comprehensive prototypes on how to handle data streams and produce near real-time
response without affecting the quality of service. There have been lots of works on de-
veloping QoS delivery mechanisms such as scheduling strategies [[16l6] and load shed-
ding techniques [[L6/25/8]]. Some of the research prototypes include: Stanford STREAM
Data Manager [704], Aurora [9]], Borealis [1417], and MavStream [20].

DSMS Sharing: In general DSMSs like STREAM [7/4], Aurora [9], and Borealis
[LUL7], queries issued by the same user at the same time can share the Seq-window
operators and synopses. In the STREAM system, Seq-window operators are reused by
queries. Instead of sharing plans, Aurora research focus on providing better scheduling
of large number queries, by batching operators as atomic execution unit. In the Borealis
project, information on input data criteria from executing queries can be shared and
modified by new incoming queries. Here the execution of operators will be the same
but the input data criteria can be revised. Even though many approaches target on better
QoS in terms of scheduling and revising, sharing execution and computation among
queries submitted at different times by the same user or at the same time between dif-
ferent users are not supported in general DSMS. Besides sharing common source Seq-
window operators, sharing intermediate computations will result in big performance
gains.

DSMS Security: There has been several recent works on securing DSMSs
[214131221123]] by providing role-based access control. Though these systems support
secure processing they do not prevent illegal information flows. In addition, in MLS
systems we need to classify each component of the DSMS as opposed to access con-
trol support. Punctuation-based enforcement of RBAC over data streams is proposed
in [22]]. Access control policies are transmitted every time using one or more security
punctuations before the actual data tuple is transmitted. Query punctuations define the
privileges for a CQ. Both punctuations are processed by a special filter operator (stream
shield) that is part of the query plan. Secure shared continuous query processing is pro-
posed in [3]. The authors present a three-stage framework to enforce access control
without introducing special operators, rewriting query plans, or affecting QoS deliv-
ery mechanisms. Supporting role-based access control via query rewriting techniques
is proposed in [[13l12]]. To enforce access control policies, query plans are rewritten and
policies are mapped to a set of map and filter operations. When a query is activated,
the privileges of the query submitter are used to produce the resultant query plan. The
architecture proposed in [21] uses a post-query filter to enforce stream level access con-
trol policies. The filter applies security policies after query processing but before a user
receives the results from the DSMS.

MLS in Real Time Systems: In MLS real-time database system, research focuses
on designing a DBMS where transactions having timing constraint deadlines executes
in serialization order without data conflicts and security violations. Issues like secu-
rity breach and task scheduling are similar to our MLS DSMS. Covert channel issues
must be addressed due to sharing data among transactions from different levels in real-
time DBMS. Many concurrent control protocols, like 2PL high priority, OPT-Sacrifice,
and OPT-WAIT [19], deal with the high level transactions by suspending or restarting



Multilevel Secure Data Stream Processing 135

them if they conflict with low level transactions. However, the starvation on high level
transactions becomes serious if there are too many conflicts in the system. S2PL [24]
provides a better way on balancing the security and performance among conflicting
transactions: high level transactions should wait for the commit of conflicting low level
transactions only once then executed. Real-time DBMSs also need proper scheduling
strategy in order to satisfy the various transaction deadlines. There are many priority
selection algorithms like arrival timestamp, early-deadline-first, least-slack-time-first,
etc [23]], which impact the scheduling strategies in DSMS research. Although a large
number of theories have been proposed on real-time system design, we cannot use them
directly into MLS DSMS because of the differences between real-time and data stream
systems. For the execution unit in the system, real-time DBMS uses transient trans-
actions while DSMS handles continuous queries. In order to cause a security breach,
transactions might set up inference or covert channel via accessing the same data item
while continuous queries try to manipulate the response time. Scheduling strategy in
MLS real-time transaction processing must address security, serialization and transac-
tion deadlines, whereas scheduling in CQ must address security and query response
time and throughput.

6 Conclusions and Future Work

Data Stream Management Systems (DSMSs) have been developed to address the data
processing needs of situation monitoring applications. However, many situation moni-
toring applications, such as battlefield monitoring, emergency threat and resource man-
agement, involve data that are classified at various security levels. Existing DSMSs
must be redesigned to ensure that illegal information flow do not occur in such appli-
cations. Towards this end, we developed an architecture for MLS DSMS and showed
how MLS continuous queries can be executed in such systems. We have also shown
how query plans can be shared across queries submitted by possibly different users to
maximize resource utilization and improve performance. Our approach does not have
security violations and can be used to process MLS data streams.

We plan to implement a prototype and study the overhead that is being caused due to
MLS processing. We plan to investigate MLS DSMS query processing for kernelized
and trusted architectures as well and develop prototypes. In the trusted architecture, it
may be possible to share query plans across security levels and the performance im-
proved. We plan to do a comparative study of the different architectures to find out
which approach is the most suitable for processing MLS DSMS queries.

Currently, we have used simple extensions to CQL to express MLS continuous-
queries. In future, we plan to extend CQL completely so that we can express more
complex MLS continuous queries. In our work, when a user submits a query, we check
whether the plans for the existing queries can be reused to improve the performance.
Note that, such verification must be carried out dynamically. Towards this end, we plan
to see how existing constraint solvers can be used to check for query equivalences. We
also plan to evaluate the performance impact of dynamic plan generation and equiva-
lence evaluation. We also plan to investigate more on building other components such
as scheduling and load shedding for MLS DSMS.
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A Query Sharing
Table2lshows the ways in which queries Q1 to Q8 defined in Table[Ilcan be shared. For

example, when Q5 is executing and Q4 is the newly issued query then they both can be
strict shared.

Table 2. Query Sharing

Q1 Q2/Q3 Q4 Q5 Q6 Q7| Q
e Q1 Q2 Q3 Q4 Q5 Qe | Q7| Qs
Q 1 Complete
Loose
2 - Complete - - - - Select
(LEVEL)
Q 3 - - Complete - - - -
Q Strict
_ _ - Select(bp), Loose Loose
4 Complete Select(lon), | Select(bp) Select(bp)
Join
Strict
Q 5 _ _ _ Select(bp), | o , Loose Loose
), ~ Select(bp)
Join
Loose Loose Loose
Q6 - N - Select(bp) | Select(bop) | COMPIEtE | geiccibp)
Q 7 - - - - - - Complete
Q 8 - - - - - - - Complete
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Abstract. We present a query processing scheme in a private data out-
sourcing model. We assume data is divided into identifying and sensitive
data using an anatomy approach|20]; only the client is able to reconstruct
the original identifiable data. The key contribution of this paper is a rela-
tional query processor that minimizes the client-side computation while
ensuring the server learns nothing violating the privacy constraints.

Keywords: privacy, anonymization, data outsourcing, anatomy model.

1 Introduction

Data outsourcing is a growing business. Cloud computing developments such
as Amazon Relational Database Service promise further reduced cost. However,
use of such a service can be constrained by privacy laws, requiring specialized
service agreements and data protection that could reduce economies of scale and
dramatically increase costs.

Most privacy laws apply to data “relating to an identified or identifiable natu-
ral person” [6], data that cannot be directly or indirectly linked to an individual
is not restricted. Some laws are even more specific; the U.S. Healthcare laws
apply only to identifiable health information[I0]. We propose a private data out-
sourcing approach where the link between identifying information and sensitive
(protected) information is encrypted, with the ability to decrypt this link re-
siding only with the client. As the server no longer has access to individually
identifiable protected information, it is not subject to privacy laws, and can of-
fer a service that does not need to be customized to the needs of each country-
or sector-specific requirements; any risk of violating privacy through releasing
sensitive information tied to an individual remains with the client.

We admit that the legal and privacy issues of this model are open to debate (al-
though some laws suggest the appropriateness of this model; U.S. laws applying
to educational institutions specifically allow disclosure of “directory information”
on an opt-out basis [7]); such debate is not in the scope of this paper. We pro-
pose a data model based on anatomization[20]. This divides data into anatomy
groups, separates identifying and sensitive data into two tables, and provides a
join key at the group level (see Figure [21) We add an encrypted key that does
allow reconstructing the record, but the ability to decrypt and reconstruct re-
sides only at the client. Note that this model can support a variety of privacy
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constraints, including k-anonymity[I8, [19], discernibility/I-diversity[17, [14], and
t-closeness[I3]. While the original anatomization paper just considered a single
table, extending this to a full relational database has been explored[16].

This paper presents a relational query processor operating within this model.
The goal is to minimize communication and client-side computation, while ensur-
ing that the privacy constraints captured in the anatomization are maintained.
At first glance, this is straightforward: standard relational query processing at
the server, except that any joins involving the encrypted key must be done at
the client; an appropriate distributed query optimizer should do a reasonably
good job of this. However, two issues arise that confound this simple approach:

1. By making use of the anatomy groups, and the knowledge that there is an
one-to-one mapping (unknown to the server) between tuples in such groups,
we can perform portions of the join between identifying and sensitive infor-
mation at the server without violating privacy constraints, and

2. Performing joins at the client and sending results back to the server for fur-
ther processing (as might be recommended by a distributed query optimizer)
can violate privacy constraints.

We first give the threat model and related work in consequent subsections and
then provide definitions and notations for an anatomized database in
Section 2l In Section B, we show how standard relational algebra operations
can be performed to lower client-side cost using issue [[I We conclude our paper
with Section [l

1.1 Threat Model

In our private data outsourcing model, a data owner (i.e., client) first anonymizes
the database such that individually identifiable links are encrypted besides the
anonymization of such links. The data owner sends the modified database to a
semi-honest third party (i.e., server) to delegate most of the query processing.
The server is only allowed to try to infer additional information than that is
allowed by the anonymization technique we use and it is assumed not to return
incorrect or/and incomplete result, or alter the protocol in an attempt to gain
information. Moreover, the server does not modify the database that the data
owner sends at the beginning of the protocol.

1.2 Related Work

Private data outsourcing also known as database-as-a-service model was first
introduced by Hacigumus et al. [9]. They used bucketization over encrypted
database that allows the server to partially execute queries on the behalf of
the client. There is a yet unmeasured trade-off between efficiency of the system
and the privacy of individuals directly related to the size and the contents of
each bucket of encrypted values. Although, there has been an effort to address
the optimization of this trade-off in [11], no privacy measurement showing the
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amount of information leakage is given. However, Damiani et al. [4] proposed an-
other technique that uses hashing for bucketization and encrypted B+ trees for
indexing. They give an aggregate metric showing the exposure of the database
contents in various adversarial models. However, we note that an aggregate ex-
posure metric fails to ensure the privacy of each individual’s identity.

Instead of using encryption, Aggarwal et al. [I] proposed vertical fragmen-
tation to hide functional dependencies from an adversary. They require two
non-colluding servers to send each fragment. Another approach described in [3]
is to fragment the tables into partitions and have the client store a small par-
tition storing the sensitive values. The rest is stored in the server in plaintext.
They prove that finding the optimal partitioning is NP-hard and give a heuristic
solution instead.

As far as we know the closest idea to ours is in [I2]. They give an [-diverse
partitioning scheme based on anatomization[20] for a single table having multiple
sensitive attributes. Our work is orthogonal to their work such that we give
detailed query evaluation strategies given such an [-diverse partitioning scheme
exists for multirelational databases.

2 Data Outsourcing Using Anatomy

As stated before, we assume use of the anatomy model[20] to meet privacy
constraints. Making this work for multiple tables does demand extra thought;
a solution for this is given in [16]. This paper assumes an anatomized database
meeting privacy constraints; we now present relevant definitions and notations
(based on [16]) that we will use in describing query processing.

2.1 Definitions and Notations

Definition 2.1 (Equivalence class/QI-group). An equivalence class, Ej, is
a subset of tuples in table T such that T = U;"Zl E; and for any pair, (Ej,, Ej,)
where 1 < j1 # jo <m, E;; NE;, = 0.

Definition 2.2 (I-diversity). A set of equivalence classes is said to be 1-di-
verse, if each equivalence class, E; where 1 < j < m, satisfies

Yo ensE;, f(v,E;)/|E;| <1/1

where S is the sensitive attribute in T, f(v, E;) returns the frequency of v in E;
and |E;| is the number of tuples in Ej.

We use a variation of the definition of Anatomy in [20].

Definition 2.3 (Anatomy). Given a table T partitioned into m equivalence
classes using [-diversity without generalization, anatomy produces a quasi-iden-
tifier table (QIT) and a sensitive table (SNT) as follows. QIT has schema

(A1,...,Aq,GID, SEQ)
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Doctor Gender Patient  Patient Age  City  Disease
Alice Female Ike Ike 41 Dayton Cold
Carol Female Eric Eric 22 Richmond Fever
Bob  Male Olga Olga 30 Lafayette Flu
Dave Male Kelly Kelly 35 Lafayette Cough
Carol Female Faye Faye 24 Richmond Flu
Alice Female Mike Mike 47 Richmond Fever
Dave Male Jason Jason 45 Lafayette Cough
Carol Female Max Max 31 Lafayette Flu

(a) Physician (b) Patient

Fig. 1. Original Database

where A; € Qr for 1 < i <d=|Qr|, Qr is the set of identifying attributes in
T, GID is the group id of the equivalence class and SEQ is the unique sequence
number for a tuple. For each E; € T and each tuplet € E;, QIT has a tuple of
the form:

(t[1],...,¢[d], ], s)

The SNT has schema
(HSEQ,GID, Agi)

where Agqy1 is the sensitive attribute in T', GID is the group id of the equivalence
class and HSEQ contains the outputs of Hy(s) defined as in Definition[2.4) where
s is the corresponding unique sequence number in QIT for a tuple. For each
E; € T and each tuple t € Ej, SNT has a tuple of the form:

(HE(S)7j7 U)

For instance, the anatomy anonymization of person specific tables Physician and
Patient in Figure [l is shown Figure

Note that we show a (keyed) hash as the “join key” between the two subtables.
We use HMAC [2] for hiding the join links due to the efficiency of cryptographic
hash functions; one could also encrypt the key using a standard mechanism (with
nonces) or a Probabilistic Encryption method [8] to achieve semantic security.
We formally describe this problem below.

Definition 2.4 (Hiding Join Link). Given two tables Th and T having the
same cardinality and a joining attribute, SEQ in domain D, mapping Ty 1:1 to
Ty, a function H : k x D — D' is said to hide the join link, SEQ, once each
value v in T5.SEQ is updated with Hg(v) if

o Without knowing the secret k used in H, it is hard to join Ty with Ty on
attribute SEQ.

e In case H can be applied to inputs with unbounded length, it is hard to en-
counter two values, v1 and v, such that Hg(vy) = Hg(v2).
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Doctor Gender GID SEQ  HSEQ GID Patient
Alice Female 1 1 Hg, (1) 1 Tke

Carol Female 1 2 Hg, (2) 1  Eric
Bob Male 2 3 Hz, (3) 2 Olga

Dave Male 2 4 Hg, (4) 2 Kelly
Carol Female 3 5 Hg, (5) 3  Faye
Alice Female 3 6 Hg, (6) 3  Mike
Dave Male 4 7 Hg, (7) 4 Jason
Carol Female 4 8 Hz, (8) 4 Max
(a) Physician gy (b) Physiciangyt

Patient Age  City  GID SEQ HSEQ GID Disease
Ike 41 Dayton 1 1 Hg, (1) 1 Cold

Eric 22 Richmond 1 2 H;,(2) 1 Fever
Olga 30 Lafayette 2 3 Hg,(3) 2 Flu
Kelly 35 Lafayette 2 4 Hg,(4) 2 Cough
Faye 24 Richmond 3 5 Hg,(5) 3 Flu
Mike 47 Richmond 3 6 Hg,(6) 3  Fever
Jason 45 Lafayette 4 7 Hg,(7) 4 Cough
Max 31 Lafayette 4 8 Hz,(8) 4 Flu
(c) Patientqrr (d) Patientsnt

Fig. 2. Anatomized Database

Remark 1. When HMAC used, one needs to apply HMAC to the attribute
T1.SEQ to join T1 and T3 since HMAC is hard to invert even the used key
k is known whereas when encryption is used, one needs to decrypt each Hy(v) in
T5 and then 77 and T can be joined since the strategy used in HMAC cannot
be used in randomized encryptions where encrypting the same value each time
results in a different ciphertext based on the random used during the encryption
process.

In Theorem 21 we show that the probability of having a collision in the hash
values of any equivalence group is negligible which in return proves our model
is correct with overwhelming probability.

Theorem 2.1 (Correctness). Given QIT, SNT tables each having n tuples
and structured as in Definition[2.3, and HMAC with -bit outputs used for hiding
the actual join link between QIT and SNT'; one can construct the original table
T by joining QI Tupdatea and SNT with overwhelming probability if 2 > n where
QITypdatea is computed by updating each value v in QIT.SEQ with Hy(v) value.

Proof. T can only be constructed if (t;.GID,#.SEQ) pair matches with ex-
actly one tuple to of SNT for each tuple t; of QITypdated. Hence the pair
(t1.GID,t1.SEQ) needs to be unique across the tuples of QIT,pdqateq. The same
is also true for (t2. HSEQ,t2.GID) in SNT. Since all sequence values in QIT.SEQ
is unique, the only case that there are more than one same (¢1.GID,t1.SEQ)
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value is when there is a collision in one of the equivalence class. Recall that
T = U;n:1 E; and let ¢ be max(|E1],...,|Emn|). Then the probability, P, of not
having the same Hy (v) value for any v in any equivalence class in QI pdated OF
SNT can be approximated by using the birthday problem analysis [5].

P (6*(5)/2’)m ~ (6_0"/21+1)

Considering the current world population and having a tuple for each person in
the world, the largest database can hold at most 233 tuples. When [ = 160 and
n = 233 and assuming c is a small constant, P ~ 1.

2.2 Privacy Preservation

Given QIT and SNT, a semi-honest adversary can only associate each individual
to a sensitive attribute with some probability based on the size of an equivalence
class. Lemma 2T] gives the formulation for this probability.

Lemma 2.1. Given Hg(.) is a cryptographic hash function, the probability that
a tuple in QIT, (t[1],...,t[d], j,s), matches with a tuple in SNT (Hg(s'),j,v) is

P((t[lL s 7t[d}7v) € T) = f(vaj)/|Ej‘

where f(v, E;) returns the frequency of v in E;, |E;| is the number of tuples in

E; and k is the unknown key for the cryptographic hash function, Hz(.).

Proof. Each tuple belonging to some equivalence class E]QIT in QIT, joins with
every tuple in the corresponding equivalence class, E]SN T in SNT due to the

same GID, j. Thus for a tuple ¢t € E]QIT, {t} x E]-SNT is the set of all the tuples
that ¢ contributes to QIT x SNT. Therefore the sample space for t’s possible
matching sensitive value v is [{t} x EfNT| = |[EFNT| = |E;|. However there
exists only one tuple, ¢/, such that ¢ € {t} x E]-SNT and t' € T by Definition
23l Due to the first property of function H in Definition 2.4, it is infeasible to
guess t' correctly out of {t} x E]SN T tuples without knowing the key % in H to
get HSEQ values. Thus, the probability that ¢ matches with sensitive value v in
EFNT s the count of v in ESNT divided by the sample space (i.e., |Ej]).

For instance, the probability of the individual represented by the first tuple in
Patientqrr in Figure @ (Ike, 41, Dayton) , having Cold is 1/2 since |Ey| = 2
and the frequency of Cold in F; is 1 (i.e., f(Cold, E1) = 1).

Theorem 2.2. The client cannot safely send any information resulting from a
join between identifying and sensitive information back to the server, unless such
information would provide no benefit to further join processing.

Proof. Let QIT and SNT be the anatomization of T such that Vt; € QIT;
Ity € SNT, (t = t1 X t2) € T and the probability, P’, of finding each tuple ¢
from QIT and SNT is 1/k. Then each equivalence class has k items and there
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are n/k number of equivalence classes in both QIT and SNT where n is the
number of tuples in 7. Hence there are (k!)™/* possible tables that can be derived
from QIT and SNT and at least one of these tables corresponds to the original
table T. Let T} denote each of these possible tables where 1 <14 < (k!)™/k=1 and
1 < j < k!; and T denote the set of all T,ij’s. Then T7 denotes all possible tables
where an equivalence class, E, has a fixed permutation (i.e., j** permutation
of equivalence class, F) and T; denotes all possible tables where all equivalence
classes except F has a fixed permutation (i.e. i*" permutation of all equivalence
classes except E). Then we get the probability formulas,

(kt)yn/*=1
P{TeT}= Y P{Tg :T|T6T¢}P{T6Ti} - kll
i=1

Assume a query ¢’ that is ¢’(¢(T) x C) where C is another table and the client
sends the intermediate result ¢(7") to the server for improved evaluation of ¢’. If
VT? € T q(T?) = q(T), sending the result of ¢(T") does not give any benefit to
the server since it can compute ¢(T)) by itself. If ¢(T}) # ¢(T') for some T/ € T,
sending the result of ¢(T') violates the privacy since P{T' € T7} < 1/k! due to
the fact that P{T} = T} = 0. If P{T € T’} < 1/k!, there is at least one j' such
that P{T € T7'} > 1/k! and therefore P’ is not 1/k for all the tuples in E.

1 1

PAT €T} = (R =1 e < g

3 Query Operators

Query processing that operates on only the QIT or SNT sub-tables can be
performed at the server without raising privacy issues; it is when these must
be combined that we must take care. A simple solution is to operate on each
independently, then send the results to the client to decrypt and combine. How-
ever, we can often do better. We now detail how relational query operations can
be performed in ways that minimize the computation performed on the client.
Interested reader may refer to our technical report [I5] in which we include all
proofs and algorithms that we omit in this paper due to the page limit.

3.1 Selection

Selection on a single table T" anonymized into QI and SNT can be broken into
selection on QIT, selection on SNT, and selection criteria requiring the join of
the two. The single sub-table selections are performed first. The resulting tables
are then queried to determine where an anatomization group contains values
that could satisfy the cross-subtable criterion. If so, all possible matching tuples
from each group are passed to the client, which can decrypt, join, and complete
the selection.
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Definition 3.1 (CNF Predicates). A set of predicate, P, being in CNF form
with respect to a table T anonymized as two tables QIT and SNT, has the
following form:

=NV H

1<i<n \1<5<m;

where Plj is a single-literal clause having a form att op value or att op att.

Without losing generality, each set of P;’s are defined further as
PQIT:P1A~-~/\P04> PSNT:PQ+1A...AP5, PQS:P5+1/\...APn

where Porr and Psyt are only applicable to attributes of QIT and SNT re-
spectively. Pgg contains predicates applicable to both QIT and SNT in each its
disjunctions. Let PT be the it" disjunction of single-literal clauses in Pgs that
is only applicable to the attributes of table T'. Then Pgs is defined as

Pos = /\ (PiQIT v PiSNT)
pB<i<n

Definition 3.2 (Server-side Selection Query). Given QIT and SNT tables
derived from a table T using Anatomy model anonymization and a set of pred-
icates P in conjunctive normal form defined as in Definition [T, a selection
query written as op(QIT,SNT) returns two tables, QIT" and SNT" :

QIT, = (JPQIT (QIT)) X (UPSNT (SNT))

SNT/ = (UPSNT (SNT)) X (UPQIT (QIT))

Saip= () (WGID(UPFITQIT/) U WGID(UPF”TSNT/))
i=8+1

QIT" = QIT' x Scip

SNT"” = SNT' x Sgip

Lemma 3.1. Giwven table QIT, and SNT along with a predicate P defined as in
Definition [31], and tables QIT" and SNT" calculated with the steps defined in
Definition[3.Z; the following property holds

0Ps (QIT" x SNT") = op(QIT x SNT)

Definition 3.3 (Client-side Selection Query). Given QIT” and SNT” ta-
bles computed by the server and a predicate Pgs in conjunctive normal form
defined as in Definition [31] where each P; in Pgg checks at least one attribute
from each QIT and SNT table, the client updates each tuple of QIT" by replac-
ing the values of SEQ attribute with their corresponding keyed hash value (i.e.,
s — Hg(s)). Then the final selection query is written as

R = OPgs (QIT;/pdated X SNTN)
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Theorem 3.1. Given P as in Definition[31, QIT, and SNT; R derived accord-
ing to Definition [32 and [33 is equal to op(T) if the pair (QIT,SNT) is an
anatomization of table T according to Definition [2.3.

Ezample 1. According to Definition and B3] given query

O(Age>40)A(Disease=Flu or Cough)A(Disease=CoughVAge<3) (PatientQITa PaJtientSNT)

Porr = (Age > 40), Psyr = (Disease = Flu V Disease = Cough), and
Pgs = (Disease = Fever V Age < 3). QIT’ has the 6'" and 7*" tuples of table
Patientqir based on Pgrr. 15¢ tuple is not included since the corresponding
group of Patientgnt doesn’t satisfy the Psyr (which is ensured with semi-join).
SNT' has 5*®, 7" and 8" tuples of table Patientsnt. And Sgrp = {4} since none
of the tuples in group 3 satisfies the predicate Pgs. Then QIT” has 7" tuple of
Patientqrr and SNT” has 7t and 8 tuples of Patientgnt. After server sends
these intermediate results to the client, client updates the SEQ field of QIT"”
and computes R = <Jason, 45, La fayette, 4, Hy, (7), Hy, (7), 4, Cough>

Cross sub-table correlation. The reader may have noticed an apparent issue:
This process potentially returns a single value from the QIT and SNT from the
server to the client, implying to the server that these are linked. The key is
to remember that it is quite possible that these values do not join; the query
result could be empty. This only becomes a problem if 1) attributes in QIT are
correlated with attributes in SNT, and 2) the server knows of this correlation.

If attributes are not correlated, then the chance that a single tuple selected
from a group in QIT based on a query matches a single tuple from the same
group in SNT is 1/k, and the server cannot infer that they match. Even if the
values are correlated, if the server does not know of that correlation it must
assume the match probability is 1/k. If the server knows of the correlation, then
it can infer that the two values match based on the QIT and SNT values alone,
without even processing a query.

An issue arises when the server does not know of the correlation, but repeated
queries suggest such a correlation. However, these issues are with the decision
on how to anatomize the table, not with the query processing mechanism itself
— the proposed query processing mechanism reveals only linkages that the server
could discover from only the data, queries, and knowledge of correlations.

3.2 Projection

Projection is at first glance straightforward, as removing attributes can be done
independently on each sub-table. The difficulty comes in removing duplicates:
two tuples may be identical in all non-encrypted attributes in QIT (or SNT),
but not be a duplicate in the join.

There is an exception when all values in an anatomy group become identical
under projection; then only a single tuple representing the entire group needs to
be returned. However, this only works if no selection is performed on “projected
out” attributes prior to the projection.
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We show how projection operator, denoted by m, is processed in case of elim-
inating duplicates. We also use 7 throughout the paper to denote that the pro-
jection operator does not eliminate duplicates. Since calculating 7¢ is straight-
forward, we show the processing of 7 instead.

Definition 3.4 (Server-side Projection Query). Given QIT and SNT ta-
bles derived from a table T using Anatomy model anonymization and a set of
attributes A’, projection query without duplicates written as

7a(QIT,SNT), A' = Ay U Ay and SEQ,GID, HSEQ ¢ A’

returns a set of tables, R:

{R,TH1r, Tonr}  if Agrr # 0 and Algyp # 0
R: oy (QIT) ZfA,QIT?éQ andAgNT:V)

QIT

WA/SNT(SNT) ZfA,QITZQ andAgNT7é®

where R = war (0crpgs (Rgrr ® Rsnr)), Tor = 7TdA};ﬂT,SEQ (0G1pesQIT),

o HSEQ (061pesSNT); and where Ry = may, . cip (QIT),
cip (SNT), and S is defined as

and T = wj‘fl,s
Rnr = Tag.
S ={i:|ocrp=i (Rrr)| > 1 Alocrp=i (Rsnr)| > 1}
Lemma 3.2. Given R’ and S as in Definition

R =7a (0Gipgs (Rorr X Rsnr)) = mar (0Grpes (QITupdatea X SNT))

Definition 3.5 (Client-side Projection Query). Given the set of tables, R,
computed by the server; if |R| = 1 then the client outputs the only table in
R without any processing. Otherwise, the client updates each tuple of TéNT by
replacing the values of SEQ attribute with their corresponding keyed hash value
(i.e., s — Hy(s)). Then the final result is computed by

R =ma (R/ U (chleupdmd X Té‘NT))

Theorem 3.2. Given A" = A UAgyy, QIT, and SNT; R” derived accord-
ing to Definition and [T is equal to wa(T) if the pair (QIT,SNT) is an
anatomization of table T according to Definition [2.3.

Ezxample 2. Given query mcity,Disease (Patientqrr, Patientgnt); S = {1} since
neither mcqyy (Patientqrr) nor mpjsease (Patientgnt) have only one element when
GID = 1. However all other groups (i.e., {2,3,4}) can be projected without the
knowledge of actual link between Patientqrr, Patientsnt. Intermediate tables
are shown in Figure Bl
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, Di
City  Disease City isease

Lafayette Cough City SEQ City SEQ LD?ytotrtl CCOIdh

Lafayette  Flu Dayton 1 Hg, (1) Cold LZnyEttg ;1115

Richmond Fever  Richmond 2 Hg, (2) Fever aay

Richmond Flu (b) Thrr (©) Thnr R¥chmond Fever
(a) R Richmond Flu

(d) R//
Fig. 3. Intermediate tables in Example

3.3 Join

Join is problematic, as it can be an expensive operation. We detail below a
natural join. The key is to push join as late as possible, as it only results in
reduction on the sub-tables containing the join criterion (e.g., the QIT sub-
tables); the other sub-tables can only be reduced to the extent that the join
eliminates complete anatomization groups.

Definition 3.6 (Server-side Join Query). Given Z; = QITy, Zo = QIT,
and their corresponding sensitive attribute tables, Z3 = SNTy and Zy = SNT5,

derived from table Ty and Ts respectively using anatomization, join query written
as (QITy, SNT1) x (QITz, SNT3) returns three tables

<R17R27R3> = <ZL X Zj7Zk:7Zl>
where 3a:a € Az, NAz, and 1 <i#j#k#1<4.

Definition 3.7 (Client-side Join Query). Given (Ri, Ra, R3) tables com-
puted by the server; for every R; having attribute SEQ); the client updates each
tuple of R; by replacing the value of SEQ; attribute with its corresponding keyed
hash value (i.e., sj — H (s;)) where 1 < i <3 and 1 < j < 2. Then the final
join query would be computed as

R:RlleRQleRg

Theorem 3.3. Given QITy, QITy, SNT, and SNTy; R derived according to
Definition [38 and [37 is equal to Ty x Ty if the pairs, (QIT\, SNTi) and
(QITy, SNT5), are anatomizations of table Ty and Ts respectively.

3.4 Group-By

Group-by is challenging, as it is also an expensive operation, but can in some
cases be done largely at the server. This is dependent on the type of aggregate
being computed. In some cases, an anatomization group may be contained en-
tirely in a group-by group; if so, an aggregate such as M AX need only return
a single value for that anatomization group. However, if the values in an anat-
omization group are split across multiple group-by groups, all tuples must be
returned, as the server has no way of knowing which tuple goes in which group.
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We now show how to apply this optimization (when all tuples in an anato-
mization group are in the same group-by group) for several classes of aggregates.

Definition 3.8 (Aggregate Function Set). Given a three sets of attributes,
Xorr, Xsyr and X*, defined as a subset of Agrr, Asnt, and {*} respec-
tively; a group-by aggregate function set, F, consists of individual functions (e.g.,
COUNT, AVG) each defined on one of the attributes of X.

F(X) = {fl(ml),fg(mg), .. .,fk(.’ll‘k)} where X = XQIT U XsnT uUXx*

Definition 3.9 (Auxiliary Function Set). Given an aggregate function set
F defined as in Definition [3.8 along with its input set X, an auxiliary function
set F' is defined such that

o if AVG(z;) € F(X) then also COUNT (x;) € F(X)U F'(X)
o if S(x;) € F(X) then both COUNT (z;) and AVG(x;) are also in F(X)U
F'(X) where S could be STDEV, VAR, STDEVP, or VARP.

Definition 3.10 (x operator). Given two tables QIT and SNT derived from
T by anonymization based on Anatomy model, QITXSNT merges the two tables
vertically such that each tuple of QIT in each group is joined with only one of the
tuples in the same group of SNT without taking SEQ and HSEQ into account.

Definition 3.11 (Server-side Group-By Query). Given QIT and SNT ta-
bles derived from a table T using Anatomy model anonymization, a set of at-
tributes for the grouping, A', and a set of aggregate functions defined as in Def-
inition [3.8; a group-by query is written as

4V (QIT, SNT)

where A" = Ay U Agnp. The above group-by query returns a set of tables R
based on the grouping attributes A’,

{RlvTélTaTéNT} if A/QIT # 0 and Agnr # 0
R= AVR(X) (QIT) ifA’QIT#V) and Ay =0 and Xsyr =0

where tables R, T¢);p, and TSyr; defined as

R = A’VF(X),F’(X) (UGIDGS (RbITMngNT))

Torr = ™al,,,,58Q X (0crpgsQIT)

/ —
Tsnr = TA Ny HSEQ,XsNT (UGID¢SSNT)

where I is as in Definition[Z9 and Riyrp, Rsyp, and S; are defined as
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GID,Xqrr (QIT)
GID,XsnT (SNT)

S = {2 tlogip=i(may,,, .cipRorr)l = 1A locip=i(Tay . .cipRsnr)| = 1}

U {i: |oarp=i (distinct(Ryrp))| = 1V |ogrp=: (distinct(Rsyp))| = 1}

R/ _ 7Td
QIT Al

R/ — 7Td
SNT Al s

Lemma 3.3. Given R’ and S defined in Definition [3.11],
R = 47px),r(x) (0cIDes (QITupdatea ¥ SNT))

Definition 3.12 (U operator). Given two disjoint tables Ty and Ty having
identical schemas, U operator merges two group-by query results:

g (T1)Ug'(Tz) = g(T1 U T>)

where g : T +— AVE(x) F,(X)T andg:T — A,’yF(X)T for some set of attributes,
A’, and a set of aggregate functions defined as in Definition [3.8 and[T3.

Remark 2. There are three types of aggregate functions:

1. Functions having the property f(f(X), f(Y)) = f(X,Y) where X and Y are
single valued datasets. Hence the results of such functions can be combined
to get a single result for multiple datasets (e.g., MAX, MIN, SUM, COUNT).

2. Functions not having the above property since they require every single
value in the dataset to evaluate the result (e.g., CHECKSUM, MEDIAN).
The whole dataset should be given as an input to this type of functions.

3. Functions not having the above property unless there is some auxiliary infor-
mation given about the dataset. For instance, the results of average function
of multiple dataset cannot be combined unless the count of values in each
dataset is also given. Similarly standard deviation or variation results can be
combined when both average and count of values in each dataset is given.

The U operator in Definition is general such that it covers both the first

and third type of functions. If the aggregate functions are only of the first type,

there is no need to include an auxiliary function set, F'(X), in the formulation.
In Algorithm [T we present an algorithm that calculates the U operator.

Definition 3.13 (Client-side Group-By Query). Given the set of tables,
R, computed by the server; if |[R| = 1 then the client outputs the only table in
R without any processing. Otherwise, the client updates each tuple of TéNT by
replacing the values of SEQ attribute with their corresponding keyed hash value
(i.e., s — Hg(s)). Then the final result of group-by query is computed by using
special U operator in Definition[313,

R"=R'U (A/’YF(X),F/(X) (TézIT1Lpdated a TLIQNT))
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Algorithm 1. The algorithm for U operation

input : Tables, T} = A,7F(X)’F,(X)T1 and Ty = A,7F(X)’F,(X)T2
output: Table T' = T/UT}
sort T} and T3 on attribute list A’ if they are not sorted already;
by 15 by 1
while T and T4 has more tuples do
if b; = 1 then t; < the next tuple in 77;
if bo = 1 then ty < the next tuple in Tj;
if t;.A" <t5.A’ then write t; into table T, by < 1, by « 0;
else if t,. A’ < t;.A’ then write t5 into table T, by « 1, by « 0;
else
t.Al — tl.A/;
foreach f;(z;) € F(X) do
if fi(-) is type 1 then t.fi(z;) « fi(t1.fi(x:), t2- fi(2:));
else if f;(-) is type 2 then t.f;(z;) < undefined;
else if f;(-) is type 3 then
JCOUNT(z;) € F(X) U F'(X);
2, tj.AVG(z;)xt;.COUNT(z;
Aw%w—&A’Lé&mhm)(%
if fi(-) = AVG then t.f;(z;) — AVGy,;
else if f;(-) = STDEV then
JAVG(z;) € F(X)U F'(X);
t.fi(z)
\/E?_l(tj.AVG(x,;)2+tj.STDEV(w,;)Q)th.COUNT(x,;)
2_, t;.COUNT(z;)

- AVGZ ;
j=1
else if f;(-) = VAR then
JAVG(z;) € F(X)U F'(X);
21 (t;-AVG(2;)+t; . VAR(w:) ) xt;.COUNT (z;)

2_, t;.COUNT(x;)

—AVGZ;

write ¢ into table T'; by < 1; by « 1;

write all remaining tuples of T} and T into T

Theorem 3.4. Given QIT, SNT, a set of attributes, A’, for grouping and aggre-
gate functions f1 through fi along with their inputs xy1 through xj; R” derived
according to Definition [311), [3.12 and [313 is equal to aYrooy T if the pair
(QIT,SNT) is an anonymization of table T based on Anatomy model.

Ezample 3. According to Definition B.11] and B.I3] given query
Gender,City YAV G(acE) (Physiciangp, Physiciangyp x Patientqrr)

all groups in S = {1,2,3} can be projected without knowing the link between
Physiciang; and Physiciangyy. Intermediate tables are shown in Figure El
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Gender  City AVG(AGE) COUNT(¥) Gender SEQ  HSEQ Age  City

EZE:Z Rli)ciyﬂtlzi . gi é Male 7  Hy (7) 45 Lafayette
Male Lafayette 395 9 Female/ 8 Hg, (8) 30 /Lafayette
(a) R' (b) Torr (c) Tsnr

Gender  City AVG(AGE)

Female Dayton 41

Female Lafayette 30

Female Richmond 31

Male Lafayette 32

(d) R//

Fig. 4. Intermediate tables in Example [

4 Conclusions and Further Work

We have shown how given an anatomization of a database that meets privacy
constraints, we can store that database at an untrusted (semi-honest) server
and perform queries that minimize the load on the client. This frees the server
from constraints imposed by privacy law, allowing it to provide a service while
avoiding concerns over privacy.

There has been extensive work on storing and processing encrypted data. Our
approach is to minimize the encryption, while still satisfying privacy constraints.
This provides not only significant performance advantages, but also allows the
server to provide “value-added” services. Such services could include address
correction and normalization (cleaning individual data) as well as data analysis.
Such services provide a more compelling business case for private data outsourc-
ing than an “encrypt everything” approach, while still ensuring that outsourcing
does not pose a privacy risk.

As a future work, we will implement the presented query operators and eval-
uate the performance of our system in a real anatomized database. Moreover,
this paper looks only at a fixed database and read-only queries. Insert, update,
and delete pose additional challenges, and are also left as future work. Another
challenge that arises is data modeling: given a database and privacy constraints,
what is the appropriate normalization for an anatomized database?
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Abstract. The problem of private database search has been well studied. The
notion of privacy considered is twofold: i) the querier only learns the result of the
query (and things that can be deduced from it), and ii) the server learns nothing (in
a computational sense) about the query. A fundamental drawback with prior ap-
proaches is that the query computation is linear in the dataset. We overcome this
drawback by making the following assumption: the server has its dataset ahead
of time and is able to perform linear precomputation for each query. This new
model, which we call the precomputation model, is appropriate in circumstances
where it is crucial that queries are answered efficiently once they become avail-
able. Our main contribution is a precomputed search protocol that requires linear
precomputation time but that allows logarithmic search time. Using this proto-
col, we then show how to answer the following types of queries with sublinear
query computation in this precomputation model: i) point existence queries, ii)
rank queries, iii) lookup queries, and iv) one-dimensional range queries.

Keywords: Private Database Search, Secure Two-party Computation, and
Precomputation.

1 Introduction

There are many privacy/confidentiality concerns when querying a database about
personal information. For example, if a user is querying information about a medical
condition, religious beliefs, or political leanings then the query should remain private.
Furthermore, a corporation asking a query may fear that revealing the query is a risk to
their competitive advantage. Furthermore, even if the database owner is trusted, there is
always the fear that a corrupt insider at the database owner’s organization would leak
the query information. The desire to protect the queries is not only a concern of the
querying entity, but the database owner might not want this information due to liability
concerns. One way to mitigate these concerns is to make the database publicly avail-
able, but this is not always an option. For example, if the database contains information
about individuals, then revealing this information publicly may not be legal. Also, if the
database owner wants to charge for queries, then revealing the information publicly is
not a option. Example [Tl gives a more detailed example that demonstrates the need for
private querying.

Example 1. A federal agency wants the ability to query a transaction database to de-
termine if a suspect (for which the agency has a warrant) is contained in the database.

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 154 2011.
(© IFIP International Federation for Information Processing 2011
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Furthermore, the federal agency wants to keep the identity of the suspect private, be-
cause: 1) revealing this information might compromise the investigation, and ii) to avoid
possible litigation if the suspect is innocent. The owner of the database wants to help
the agency, but does not want to violate the privacy rights of the other people in the
database.

Any secure function evaluation/secure multi-party computation, such as [17], can be
used to solve this private database querying problem. Unfortunately, these solutions
require the server and the client to perform computation and communication that is
linear in the size of the dataset. Overcoming this linear bound appears impossible. If the
server doesn’t “touch” every item in the dataset, then the server learns some information
about the query. To overcome this linear bound, we introduce a new model, which we
call the precomputation model. In this model, queries are divided into the following two
phases:

1. Precomputation Phase: In this phase the server does computation on its dataset.
Furthermore, the server generates a message that is sent to the client. This phase
assumes that the server’s information is known, but that the query is unknown, and
this phase is allowed to require linear complexity. The precomputation message can
be sent (perhaps on a DVD) to the client before the query is known.

2. Query Phase: After the query is made available, this phase captures the interaction
between the client and the server.

The two main goals of a protocol in this precomputation model are: i) that the computa-
tion/communication of the interactive query phase and the client computation phase is
sublinear in the size of the dataset, and ii) that the total computation/communication is
“close” to that required by the general solutions. Returning to Example [Tl the database
owner may be willing to precompute information, so that when the query becomes
available the federal agency will be able to obtain its result as quickly as possible. Fur-
thermore, the owner might compute several messages and send the information to the
federal agency before the query is being asked.

The rest of this manuscript is organized as follows: Section2lintroduces the problems
which can be solved by our protocol and the contribution of this paper. Section [3| and
Hlintroduce the building blocks and new tools used in the remainder of the manuscript.
In section[3] a protocol for the private database search problem in the precomputation
model is given. Section[6]gives a sketch of the security analysis. In section[Z, we present
experiments and results of comparison between naive scheme and our protocol. Finally,
Section [8] describes related work and Section [9] concludes the paper and gives future
work.

2 Problem Definition and Contributions

We consider the following general database search problem

SEARCH (sg,...,8n,m1,...,Man—1; q): where the server has a sorted sequence of
points sg, S1, . . ., Sy, and a sequence of messages my, . .., Moy, —1; furthermore a client
has a query point g. Without loss of generality we assume sy = —oo and s, = 0
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(this can be accomplished by padding the list with values that are smaller/larger than
any ¢ value). At the end of the protocol the client obtains message m, where: i) { = 2i
if s;, = qandii) ¢ = 20 — 1if s,_1 < g < s;. That is, if the query point is in the
server’s dataset, then the client learns the corresponding message, and otherwise the
client learns a message that is assigned to values between two search keys. The security
requirement is that the server should learn nothing (computationally) about the query
point, and the client should learn nothing other than the message. For example, the
client should not learn if the query is an exact match or an in-between match, unless the
messages reveals this information. Furthermore, the protocol should be secure against
a semi-honest server and a malicious client.

This private database search problem can be used to solve the following types of
common database queries in a private manner:

1. Existence: The server has aset S = {s1, ..., s,—1} and the client has a query point
q. The boundary of all elements in .S and q is (so, s, ). At the end of the query the
client should learn whether ¢ € S. Let II be the permutation that sorts .S and let
m; = 1if ¢ is even and otherwise let m; = 0. The existence problem is solved by
SEARCH (80,511(1),- -+ 8(n—1)s Sny M1,y Man_1; q).

2. Message Lookup: Suppose that the server has a set of tuples where the first element
is a key and the second element is a message associated with that key, i.e., S =
{(s1,m1),...,(Sn—1,Mmn_1)}, and that the client wants to lookup the message
associated with key ¢. The boundary of the keys and q is (s, s, ). More formally,
the client wants to learn m; such that s; = ¢ and if no such match exists then the
client should learn L. Let IT be the permutation that sorts {s1,...,s,—1} and let
m; = My if 7 is even and otherwise let m; =_1. The message lookup problem is
solved by SEARCH (50, 511(1), -+ S11(n—1)s Sn> M1, -+, M2n—1 3 q).

3. Rank: Another variation is for the client to learn the rank of its query in the set.
That is, the server has a sorted sequence si,...,S,—1, the client has a query ¢,
and the answer to the query is the value |{s; : ¢ > s;}|. The boundary of all
elements in S and ¢ is (so, s, ). If we let m; = L‘gl |, then this is easily solved by
SEARCH(S(M Sy« SMH(n—1)ySn, M1, .., M2n—1 Q)

4. One-dimensional range query: Suppose that the server has a set of points S =
{51,...,8n—1} and the client has a query interval [a,b). Also, the boundary of a,
b, and all elements in S is (s, S5, ). The desired output of this protocol is |{s; :
a < s; < b}|. This can be solved with two calls to search, but we postpone the
discussion of this solution until section 3.4l

In this paper we are interested in solving the private database search problem in the
precomputation model. In this model, the server is allowed to perform precomputation
on the values for each query. Furthermore, the server is allowed to send the client a sin-
gle message before the protocol begins. While this assumption is unreasonable in some
environments, it is applicable in some situations (for example in the database search
problems considered in the introduction). The goal of such a protocol is to minimize
the time it takes to answer the query once the client’s query is known. Moreover, the
goals of the protocol are:
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1. The precomputation phase should require at most linear computation.
2. The message should be at most linear in the size of the database.

3. The query phase of the protocol should require sublinear computation and commu-
nication. Also, the client should perform at most linear computation.

In this paper we introduce a new protocol for private database search that requires the
server to perform O(n) work in the precomputation phase and O(1) modular expo-
nentiations in the query phase. Furthermore, the size of the precomputation message
is O(n). The client and server perform O(1) communication in the query phase and
the client performs O(1) modular exponentiations. Finally, the client performs only
O(logn) computation during the query phase.

A related problem is that of keyword search [4]. This problem is identical to the
message lookup protocol described above. While keyword search is less flexible, then
the problem described above it is still useful to compare the efficiency of these two
approaches for message lookup. In the keyword search protocol described in [4], the
total communication is O(polylogN) and the client performs only O(log N) modu-
lar exponentiations. However, in this protocol the server must perform O(N) modular
exponentiations and the query still requires O(N) computation. Thus while the com-
munication of this scheme is lower than the communication required by our scheme,
our protocol has significantly more efficient query processing in the precomputation
model. Table[Il compares the performance of the keyword search protocol for message
lookup.

Table [I] also compares our scheme versus the standard naive scheme admitted by
traditional SFE solutions (such as [[17]). More specifically, this naive solution would
be a circuit that performed O(NN) equality comparisons followed by a logical or of the
results of theses comparisons. In this naive scheme, during the precomputation phase
the server would compute the circuit and this garbled circuit would constitute the pre-
computation message. Note that the performance of these schemes is asymptotically the
same in all aspects except client computation and query computation. Notice that our
new scheme achieves a significant performance improvement in the query phase, which
is the main motivation for the precomputation model.

Table 1. Performance Comparison

Category Our Scheme Naive Scheme Keyword Search
Server Comp O(N) O(N) O(N)
Server Mod Exps 0(1) o(1) O(N)
Client Comp O(log N) O(N) O(log N)
Client Mod Exps o(1) o(1) O(log N)
Precomp Message Size ~ O(N) O(N) 0
Query Comm O(1) o(1) O(polylog(N))

Query Phase Comp  O(log N) O(N) O(N)
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3 Building Blocks

3.1 Notational Conventions

For i € {0,1}?, the binary representation of 7 is denoted by i[b]i[b — 1] - - -[1] where
i[b] is the most significant bit. The symbol || is used to represent concatenation. When
a value is used in a superscript and is surrounded by () then this corresponds to a string
label and not the value itself. When given a boolean value B, the value B is the com-
plement of B. When specifying a protocol with two parties, the two parties inputs are
separated by a semi-colon.

3.2 Oblivious Transfer

A well-known building block for privacy-preserving computations is chosen 1-out-of-%
OT. In this protocol the sender inputs k values vy, . . . , vx—1, the chooser inputs a choice
o € [0,k — 1], and at the end of the protocol the chooser learns v,. Furthermore, the
chooser should not learn anything about any values other than v, and the sender should
not learn anything about 0. The OT functionality is defined as ((vo,...,vk—1);0) —
(L ; vy) where L is the empty string. In the remainder of this paper we only utilize
the case where & = 2 and denote the OT protocol as OT (v, v1 ; o). An efficient two-
message protocol for OT was given in [13]. In this protocol the chooser and sender must
perform O(1) computation, modular exponentiations, and communication to achieve
chosen 1-out-of-2 OT.

3.3 Permuted Encodings

A method, introduced in [17], for splitting a Boolean value, v, between two parties so
that neither knows the value is as follows: one party chooses two encodings for the
value wy and w; which are randomly chosen from a large domain]. The other party
obtains the encoding w,,. The first party knows the meaning of the encodings, but does
not know the actual value, and the second party knows the actual encoding value but
does not know what it means. We use the variation, introduced in [14], which is: the
first party chooses a permutation value A, and the other party learns the values v A and
w,,. This extra piece of information is useful to improve the efficiency of the underlying
scheme. When given a b-bit value v, we use ENCODE (v, {(\;, w§, w?) : i € [1,b]})
to denote the permuted encodings of each bit of v (i.e., {(v[i] B A;, wf)[i]) 21 € [1,0]}).
We use EGEN(1%) to denote the process of generating a permuted encoding given a
security parameter &; that is, EGEN (1%) produces a set of values {), eg, €1} which
are a permutation bit, a zero-encoding, and a one-encoding.

3.4 Scrambled Circuit Evaluation

Yao’s scrambled circuit evaluation [17]] allows for the computation of any function in a
privacy-preserving manner. At a high level this approach works by creating a circuit that
computes the desired function, and then one party, the generator, scrambles the circuit,

! The domain must be large enough to prevent guessing.
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and the other party, the evaluator, evaluates the scrambled circuit. The specific version
of Yao’s protocol that is used in this paper was described in [[14]. This version of Yao’s
protocol was implemented in the Fairplay system [12] and was shown to be efficient for
some problems. Recently, this technique has been proven secure in [[L1]. As this paper
utilizes Yao’s protocol extensively we review it next (we refer the reader to [14J11] for
a full description).

1. The generator creates the scrambled circuit as follows:
(a) For each wire of the circuit, the generator chooses a permutation and two en-
codings (one for each possible value) of the wire.
(b) For each gate of the circuit, the generator creates a PEGLT that will allow the
user to obtain the permuted encoding of the output wire based on the permuted
encodings of the two input wires.

2. The generator sends the gates’ PEGLTs to the evaluator along with the permuted
encoding values for all of the wires corresponding to generator inputs.

3. The generator and evaluator engage in a 1-out-of-2 OT protocol for each of the
wires corresponding to evaluator inputs, where the evaluator learns the permuted
encodings for these wires.

4. The evaluator uses the PEGLTs and the encodings of the input wires to obtain the
permuted encodings for all wires of the circuit.

5. The result of the computation can either remain split or can be revealed to either
participant. For example, to reveal the result to the evaluator, the generator simply
sends the permutation bit for each output wire.

In the remainder of the manuscript we use the following notations:

— CGENy(o,{(Ni,eh,€y) =i € [1,b]}, {(N, f&, f1) = i € [1,b]}, {\, 90,91}) de-
notes the process of generating a circuit that compares to values with x o y over
b-bit values where o € {=, <}. Furthermore, the permuted encodings for x and y
are {(A\;, e, et) 1 i € [1,b]} and {(N}, f&, fi) : i € [1,b]} respectively. Finally, the
set of permuted encodings for the output wire is {\, go, g1 }). As output this creates
the gate gadgets (i.e., the PEGLTs) for the circuit computing operation o.

- CEVALy(C, {(l‘[i]@)\u@i[i]) 21 € [1,0)}, {(y[i]@A, fé[i]) : 1 € [1,b]} evaluates
the scrambled circuit C' given the encodings for « and y. If C' was generated for
operation o, then the result of this evaluation is r & A, g, where r is the value of
the predicate x o y. That is, this returns the permuted encoding of the result of the
circuit.

Achieving One-dimensional Range Querying. A tool for private database search can
be used in conjunction with scrambled circuit evaluation to answer one-dimensional
range queries. That is, suppose that the server has a set of points S = {s1,...,8,},
the client has a query interval [a, b), and the desired client output of this protocol is
[{s; : a < s; < b}|. This can be computed by computing ranks(b) — ranks(a)
where rankg(x) is the rank of x in S. Thus to compute the result securely, the server
can create a subtraction circuit, and then use two private database searches. In the first
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search the client can obtain the encodings used in the subtraction circuit for rankg(a)
and in the second search the client can learn the encodings in the subtraction circuit for
rankg(b). Then the client can evaluate the circuit to obtain the desired result without
revealing either rankg(a) or rankg(b).

4 New Tool: Chained PEGLTs

In this section we present a generalization of the gate gadget that is used in Yao’s
SFE [17] called Permuted Encrypted Garbled Lookup Tables (PEGLT). In this protocol
the two parties have b bits split between them using permuted encodings. That is for
Boolean values vy, . . . , vy, the server has a set of encodings {(\;, e, e?) : i € [1,b]}
and the client has the corresponding values {(\; ® v;, €}, ) : i € [1,b]}. Furthermore,
the server has a set of messages {M; : i € {0,1}*} where each message is m bits
long (in what follows we assume that m = O(1)). At the end of the protocol, the client
should learn M, ,...,, and nothing else, and the server should not learn anything about
the split value.

Due to page constraints we do not give the protocol for a traditional PEGLT, but
instead give a variation of PEGLTs where the client and server engage in n differ-
ent PEGLTs where each PEGLT uses the same encodings as the previous PEGLT but
has an additional encoding. That is the servers inputs in the successive protocols are
{()‘17 6%)3 ell) S [17 1}}7 {(Alv 6674611) S [1v 2]}v ) {()‘27 6%)7 611) S [1v n]} and
the clients inputs are {(\; © v;,e,.) : i € [L,1]},...,{(\ ® vy, e},) 2 i € [1,n]}.
Furthermore, the server’s messages are the sets {M} : i € {0,1}'},{M? : i €
{0,132}, ..., {M} : i € {0,1}"}. Another requirement is that the server should be
able to generate all of the lookup tables at the same time without interaction from the
client, and the correctness and security requirements are the same as those in the previ-
ous section.

The main idea of this protocol is that server will choose n + 1 sets of keys, denoted
by Ko, ..., K, where K; = {k! : i € {0,1}7}. Now, these keys will be appended to
the end of the messages used in the scheme; that is, for each j € [1,n] and i € {0,1}7,
M = M||k]. At the jth PEGLT, the client will learn a single modified message from
the set {M J . i € {0,1}9}, and thus will learn a single key from K. The key k!
will be used with the appropriate encoding to encrypt the messages M {OJ’ and M Z-Jfrl.

Essentially, key kj is a compressed form of the encodmgs el ej-j in that client will

i€
be able to learn k‘{ if and only if it has em ey ¢j~ Thus the j PRF evaluations that
were done for these encodings in the (j + 1)st table can be replaced by a single PRF
using this key.

In Figure [l we describe the details of the table generation phase of chained PEGLT.
In this scheme the server generates all n lookup tables, without interacting with the
client.

To help clarify this protocol we do an example with n = 2. In this case the server
has inputs {()\17 60, 61> ()\2, 607 61) My, M+, Moo, Moy, Mg, Mn} For the sake of
an example assume that Ay = 0 and Ay = 1. The server will generate three sets
of keys from {0,1}; denote these by Ko = {k9}, K; = {k},ki}, and Ky =
{k2y, k31, k2,, k%, }. Now the server creates two tables, the first of which is the ordered
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1. For £ = 0 to n create a key set K, = {k! : i € {0,1}¢} where each k is
chosen uniformly from {0, 1}"*.
2. For j = 1 to n do the following steps:
(a) For all i = 4y---i; € {0,1}, the server chooses r; « {0,1}" and
computes i’ = 77} = i1 @ A1]|...[[i; © A;. The server also cre-
ates a message M/ = Mj,ka, Then the server then computes C/ =

(re, Fi (13) @ Fyj-1(rs) © M) where F is a pseudorandom function
9, g

J
mapping {0, 1}* x {0,1}* — {0,1}"" ™ and h = 7} - - - iy
(b) Create table T; = {CJ : £ € {0,1}7}.
3. Return the message k9, T1,. .., T),.

Fig.1. GENTAB,({(\i, e}, et) i € [1,n]}, {{M] : i € {0,1}7} : j € [1,n]},1%)

1. Let¢ = (v1 @ A1)l|| - - ||(vp @ Ap) and lookup Cy = (r¢, D) from table T};.

2. Compute My = D@ Fys-1 (r¢) ® F.; (r¢). Parse My into M), ., and
AN 4

k{;lmvj and return these values.

Fig.2. LOOKUP;(T;, kI "1 s (e ® )\g,ef‘)z) (e €1, 4]))

3 Royyw

set {(70, Fro (10) @ Fey(ro) ® (Mg |lkg)), (r1, Fro (1) ® Foa(r1) @ (M]|[k1))}. The
second table (which is the more interesting table) will be the ordered set (recall that
A1 =0and Ay = 1):

{(roo, Fiy (roo) & F.2(r00) & (Mg |[kg1)), (ro1, Fis (ro1) & Fez(ro1) & (Mgo|[kgp)),
(110, Fr1 (110) @ Fez (110) © (M [[k7))), (r11, Fra (r11) @ Fez (r11) & (M[k70)}

In the table lookup phase, the client will have the message k9,77, ..., T, and it will
sequentially obtain the permuted encodings for the value v. In Figure 2l we describe the
details of the protocol for the jth lookup (where the user will learn a message and a
key).

Returning to the example suppose that v = 01, and thus the client should obtain M}
and Mg, from the first and second table lookup respectively. In the first table lookup
the client has k9, v; & A\; = 0, and e}, = e{. The client takes entry 0 in T} (i.e.,
(ro, Fro (ro) @ Fey(ro) @ (Mg||k}))) and computes Mg ||kd, which is the correct mes-
sage. Now in the second table lookup the client uses kj and va G Ay = Oand €3, = e? to
decrypt entry 00 in the table T5. That is, the client decrypts (roq, Fia (roo) ® Fe2 (roo) ®
(M2, ||k3,)) to obtain Mg, ||k3,, which is what is expected.

In chained PEGLT server needs to perform only O(1) pseudorandom functions per
table entry. Since there are only O(2™) entries in all n tables, the server needs to per-
form O(2™) computation. Furthermore, the client only performs O(1) PRF evaluations
per lookup, and thus performs only O(n) computation. Finally, the efficiency of the
above scheme can be improved slightly by removing the first encryption key and the last
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encryption key (i.e., keys is K and K,,). However, this improvement does not change
the asymptotic complexity of the protocol.

5 Private Database Search Protocol

In this section, the main result of this paper is presented. Specifically, a protocol for the
private database search problem in the precomputation model is given that requires the
client only perform sublinear (in the size of the database) computation and communica-
tion. In the private database search problem the server has a sorted sequence of points
51,52, ..,5N (where each s; € {0,1}) and a sequence of messages M, . .., MaN 11}
furthermore the client has a query point ¢ € {0, 1}. For ease of presentation we as-
sumefl that N is a power of 2 and denote n = log V.

The main idea of this protocol is to use a standard binary search to achieve com-
putation and communications that is logarithmic in the dataset size. We often refer to
the binary search as a navigation through a complete binary search tree where the leaf
nodes of the tree are the values in the server’s set in sorted order. The difficulty with
performing a private binary search is that the path of the search (i.e., whether the search
goes left or right at a specific node) must be hidden from both the client and the server.
This path cannot be revealed to the server because it would reveal a small range that
contains the query, and the path cannot be revealed to the client, because this would
reveal the rank of the query. Neither of these things are revealed by the result alone.
To hide the search path, we utilize the well known technique of permuted encodings
for these values. These permuted encodings are used in scrambled circuit evaluations to
perform the comparison at each node on the search path, and chained PEGLTs are used
to obtain the encodings for the nodes in the search tree. To make this discussion more
concrete we present some formal notation.

We organize the values into a complete binary search tree, where the root node is
denoted by 7', and the intermediate nodes are denoted by 75, ,,...;,, Where all ¢ values
are in {0,1} and m € [1,n]. The intermediate nodes are organized such that the left
(resp. right) child of T, 4,...;; i T4, 4,...5;0 (resp. Tj,4,...;1). The value of node T5,;,...4;
is denoted by v;, 4,...;;. Note that the leaf nodes of the tree contain the values in set S
is sorted order; that is, v; = s; for all i € {0,1}™. The levels of the tree are denoted
by Lo, L1, ..., L, where L is the root level of the tree and L, is the leaf level. When
performing a binary search on the tree, a comparison is made between ¢ and a specific
value at each level of the tree. We denote the result of the comparison at level L; as
R;, where R; is O (resp. 1) if ¢ is less than or equal to (resp. greater than or equal to)
the value at level L;. Finally, note that the comparison at level L; is between ¢ and
URoRy-Rj_1-

The querier will obtain three types of permuted encodings in our scheme, including:

1. Querier’s value: These correspond to the permuted encodings for the value q. The
permutation, zero encoding, and one encoding for bit ¢[¢] are denoted respectively
by M@+ el and e{?" The set of these values { (A(D+, (™" D) 1 i e [1,b]}
is denoted by PE(®)

2 Tt is straightforward to remove this assumption through padding.
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2. Level L; value: These correspond to the permuted encodings for the server’s value
at the node for level L ;. The permutation, zero encoding, and one encoding for bit

(L),jsi (L) (L),j5
» €0

L;i] are denoted respectively by A , and e; . The set of values

corresponding to level Lj, i.e., { (A3 {7 o131y i (1 b]} is denoted
by PE(L)7,

3. Comparison Results: These correspond to the permuted encoding for 12;. The per-
mutation, zero encoding, and one encoding for R; are denoted respectively by

AT, e(()R)’j , and 6§R)’j . The set of these values corresponding to a specific level
Lj e, {\B {7 o071 ¢ denoted by as PE).

Now that the notation has been defined, a more concrete view of our protocol is possible.
The major steps of the protocol are as follows:

1. To bootstrap the system, the client and server engage in an OT protocol where the
client learns the permuted encodings for g, the server sends the client the permuted
encodings corresponding to v (the value at the root of the tree). These encodings
are input into a scrambled comparison circuit which will split the value of Ry in a
permuted encoded format.

2. At each non-leaf level, L;, a chained PEGLT is used to reveal the permuted en-
codings for vgryR,...r,_, to the client. These new encodings are then used in a
scrambled comparison circuit to compare the value vg g, ...r;_, to q to obtain the
permuted encoding for R;.

3. When the leaf level is reached, a chained PEGLT is used to reveal the permuted
encodings for g, R,...r,_, to the client. These encodings are used along with the
encodings for ¢ in a scrambled circuit to reveal encodings for where g is less than,
greater than, or equal to VR, R,.--R These two bits are used in the PEGLT to
reveal the corresponding message.

n—1°

5.1 Precomputation Phase

As input to the precomputation phase, the server inputs its set S = {s1,...,5,}, a
set of messages my, ..., map11, and a security parameter 1. The full details of the
precomputation phase are given in Figure[3l

5.2 Query Phase

In the query phase the client first performs a series of oblivious transfers that reveal
to the client the permuted encodings of the query value q. Then, the client uses those
encodings and the precomputation message to compute the result. Essentially, this phase
uses the circuit at each level of the search tree to compare ¢ and the current value of the
node on the search path. The results of this comparison are used with the lookup tables
from the precomputation phase to obtain the permuted encodings for the next node in
the tree (see Figure ).
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1. Choose permuted encodings/Setup: Using Egen(1"), the server chooses the fol-
lowing sets of permuted encodings: {(A@: (¥ D) i e 18]},
{(AE §30 (BI0) e [0,n),i € [1,b]} and {(A)7, {7 e7) : j €
[0, n]}. The server also creates a tree ' that contains the values of .S.

2. Generate comparison circuits: For j € [0, n—1] the server creates a scrambled compar-
ison circuit that will be used to compare ¢ and vg,r,...g,_, by using C; = CGEN (<
,PE@ PEWL) pEE).I),

3. The server creates a scrambled equality circuit for the last level of the tree that will be
used to compare ¢ and Vg, R, ...R,_, Dy using
C, = CGEN((=), PE@ PE@L)" ppEH).m)

4. Generate PEGLTs: Using chained PEGLIT, the server creates a mechanism to use the
R encodings to obtain the encodings for the values on the search path of q and for the
server messages. Thatis for j € [1,n—1]let M = iy ...qi; and let M* = m,, then the
server computes LT = GENTAB, ({PE™) ;i ¢ [l,n]}{{MZ] 11 € {0,117} :

j € [L,n]},1%).
5. Create message: Form a message, we call it PM in the remainder of this
section, consisting of the following elements and return it: {C; : i €

[0,n]}, LT, ENCODE(v, PEF):0),

Fig. 3. Precomputation Phase(1”, S)

1. The client and server engage in b l-out-of-2 OTs as follows
OT(qli] ; A9||el?" X@]|el?) for all i € [1,b] where the client is the
chooser and the server is the sender. The client gets ENCODE(q, PR9).

2. For ¢ = 0 to n — 1 the client does the following:

@ E = R & ARl = CEVAL(C, A B;) where A =
ENCODE(q, PR) and B; = ENCODE(vg,...r,_,, PE"?).
(b) The client learns ENCODE(vg,..r,, PE)") and kif', by doing:

LOOKUP;1(Tiq1, ki, iy Bi)-

3. For the leaf level, the client does the following: E,, = R, & AB)n
CEV AL(C,, A, B,) where A= ENCODE(q, PR9) and
B, = ENCODE(vg,...x,_,, PE®)™).

4. The client uses R,, & \F)" and A(F):" (o learn the value of R,, which is the desired
result.

(R)n
|€Rn =

Fig.4. Query Phase(PM,q ; PE(Q)))

5.3 Performance Analysis

Assume that b = O(1), then in the precomputation phase the server creates O(log N)
circuits each with size O(1). The chained PEGLT will require O(n) computation. In
the interactive phase the scheme requires O(1) 1-out-of-2 OTs each of which requires
O(1) computations/modular exponentiations. Hence, the query phase requires each
party to perform O(1) modular exponentiations, and since these can be done in parallel,
this phase requires O(1) rounds. Finally, in the query phase the client has to evaluate
O(log N) circuits each with O(1) gates, and thus this requires O(log N') computation.
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The client also has to do the chained PEGLT lookup which requires O(log N') compu-
tation for all lookups. Thus the total query computation is O(log N). We summarize
the performance of our scheme in Table [Tl (in section [2)).

6 Proof of Security

Due to page constraints we give only a sketch of the security analysis. This protocol is
secure in the honest-but-curious adversary modefl. The standard definition for security
states that there should be a probabilistic polynomial time simulator that can produce a
transcript that is computationally indistinguishable from the client’s (resp server’s) view
of the real protocol when given the client’s (resp. server’s) input and output. For a formal
definition see [7]. When proving the security of a protocol, the composition theorem of
[2] is useful. This theorem states that if the protocol is proven secure when the protocol’s
building blocks are replaced by a version of those building blocks that utilize a trusted
third party, then the protocol that results from the building blocks being replaced by
secure implementations is also secure. Now, the server’s view consists the results of
the oblivious transfer during the interactive query phase where the server plays the part
of the sender. In OT the sender does not have any output, and hence security against
a dishonest server is straightforwad. To demonstrate client-side security, notice that
all of the building blocks (OT, scrambled circuits, and PEGLT) reveal only permuted
encodings to the client. Hence, these intermediate results are trivially simulateable.

7 Experiments

In this section, we present experiments and results of a comparison between the naive
scheme and our protocol. The experiments are on a Intel(R) Core(TM)2 Duo CPU E6750
@ 2.66GHz 2.67GHz CPU and 2.00 GB RAM. The operating system is Windows7 Enter-
prise (x64). The implementations are written in Java.

In this experiment, we implement the protocols solving the point existence queries
problem, which is the server inputs a set of numbers S and the client inputs a number ¢
to learn whether ¢ € S. We varied server’s input size form 100 to 3000 in step of 100.
For each input size we run each experiment 20 times and report the mean performance.
The bit size of input number is 16.

Precomputation time (cf. Figure[3). Our experiments shows the naive scheme costs
linear time in the precomputation phase. Since only little time is needed in small input
size by using our scheme, the performance for our scheme is not very obvious here.
Clearly, our scheme is much faster than naive scheme in the precomputation phase.
The reason is that our scheme generates less circuits than naive scheme and generating
Chained-PEGLT is faster than generating circuits.

Communication size (cf. Figure [f). Both schemes require linear communication
size. The data jumps in certain number of input for our scheme. That’s because the
size of message depends on the height of the search tree.

3 Recall that an adversary is honest but curious if the adversary will follow the protocol, but will
try to learn additional information.
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Fig. 6. Communication size

OT time. There is no difference between our scheme and naive scheme in OT time,
because the client does same OT in both scheme for its input. Due to page constraints
we do not provide the comparison figure.

Evaluation time (cf. Figure[7). Our scheme significantly improves the performance
in evaluation time. In further experiments, the evaluation time for our solution is still
under 0.002 seconds even server’s input size increases to 50000.

8 Related Work

Secure Multiparty Computation (SMC) is the problem of creating a privacy-preserving
protocol for any function f[1; that is, creating a protocol that computes f over dis-
tributed inputs while revealing only the result and inferences that can be made from
this result. General results state that any function can be computed in such a secure
manner. The first constructions for secure two-party SMC were given in [16/17]; these

* We are assuming that f can be computed in polynomial time when given all of the inputs.
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assumed that the adversary of the protocol was honest-but-curious (HBC) in that the ad-
versary will follow the protocol exactly but will attempt to make additional inferences.
Later a construction was given for multiple parties [§] in the malicious adversary model
(where the adversary deviates arbitrarily from the protocol) assuming that a majority of
the participants are honest. There have also been many other papers attempting to im-
prove the efficiency of these protocols to make the general results practical. However, to
our knowledge all of these protocols require linear computation and/or communication
when solving the private data querying problem.

An area that is related is private information retrieval (PIR) [3U10/1]]. In PIR, the
server has a sequence of bits vy, ..., vy and the client has a specific index ¢ € N. The
goal of PIR is that the client should learn v; without revealing anything about the in-
dex to the serve, while requiring only sublinear communication. While PIR is related to
accessing a database in a private manner, there are important differences between PIR
and the work in this manuscript. First, it is not clear how PIR could be used to solve the
problems solved in this manuscript. That is, PIR allows the client to access a specific
bit, but this doesn’t appear to solve problems like message lookup and range queries.
Secondly, PIR requires linear computation, whereas the goal of this paper is to have
sublinear computation in the query phase.

Another related problem is the area of oblivious RAM [9]]. In oblivious RAM, a data
owner wants to access a dataset but desires to hide the access pattern from an adversary
that holds the data. Techniques have been developed which allow an access cost that
requires sublinear computation and communication (in an amortized sense). Further-
more, recent results [[15]] have shown that these schemes can be practical. However, the
oblivious RAM model does not apply to the problems considered in this paper, because
the Oblivious RAM model assumes that the accessing party has all of the data. In our
case this would correspond to the client having all of the data and querying its own
data.
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9 Conclusions/Future Work

In summary, in this paper we introduce the precomputation model for privately access-
ing a database. In this model, the database owner performs linear precomputation on
the dataset for each query, but this step can be completed without the query being fixed.
We also present several protocols in this model where the query time is sublinear based
on a new building block of a private database search. As future work we propose the
following problems: A limitation of the current approach is that the precomputation
must be done for each query. It would be interesting if the precomputation information
could be shared for multiple queries. Perhaps the current techniques could be combined
with the approach in [5]] that uses fully homomorphic encryption [6]. Also, the current
approach only works for the honest but curious model. An interesting extension would
be to extend this to the malicious adversary model.
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Abstract. In today’s networked world, resource providers and consumers are
distributed globally and locally. However, with resource constraints, optimiza-
tion is necessary to ensure the best possible usage of such scarce resources.
Distributed linear programming (DisLP) problems allow collaborative agents
to jointly maximize profits (or minimize costs) with a linear objective function
while conforming to several shared as well as local linear constraints. Since each
agent’s share of the global constraints and the local constraints generally refer to
its private limitations or capacities, serious privacy problems may arise if such in-
formation is revealed. While there have been some solutions proposed that allow
secure computation of such problems, they typically rely on inefficient proto-
cols with enormous communication cost. In this paper, we present a secure and
extremely efficient protocol to solve DisLP problems where constraints are arbi-
trarily partitioned and no variable is shared between agents. In the entire protocol,
each agent learns only a partial solution (about its variables), but learns nothing
about the private input/output of other agents, assuming semi-honest behavior.
We present a rigorous security proof and communication cost analysis for our
protocol and experimentally validate the costs, demonstrating its robustness.

1 Introduction

Optimization is a fundamental problem found in all industries. As an essential subclass
of optimization, linear programming models are widely applicable to solving numerous
profit-maximizing or cost-minimizing problems in various fields such as transportation,
commodities, airlines and communication.

For instance, in the packaged goods industry, delivery trucks are empty 25% of the
time. Just four years ago, Land O’Lakes truckers spent much of their time shuttling
empty trucks down slow-moving highways, wasting several million dollars annually. By
using a web based collaborative logistics service (Nistevo.com), to merge loads from
different companies (even competitors) bound to the same destination, huge savings
were realized (freight costs were cut by 15%, for an annual savings of $2 million[1]).
This required sending all information to a central site. Such complete sharing of data
may often be impossible for many corporations, and thus result in great loss of possible
efficiencies. Since this is a transportation problem which can be modeled through lin-
ear programming, a Distributed linear programming (DisLP) solution that tightly limits

* This work is supported in part by the National Science Foundation under Grant No. CNS-
0746943.

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 170 2011.
(© IFIP International Federation for Information Processing 2011
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Data Partition K-LP Problem
Max: 9x,+12x,,; (Maximizing Profit) Global Objective: Maximizing

2x11+3x12<15; (P,'s Material Constraint) [9x11+12X 5]+ 7X21+8X05 | +. .. +[SX51 +10x,
X11+2x12<8; (P,'s Labor Constraint)

22X B3 F[5X o[ F [T F3Xk]

P <15+10+...+20; (Shared Material Constraint)
2

Vertically Partitioned

Max: 7x,;+8x,,; (Maximizing Profit)
5X21%22<10; (P,'s Material Constraint) Z:> ‘ X11+2x12<8; (P,'s Labors Constraint) ‘

3x21+2x2,<9; (P,'s Labor Constraint) Horizontally Partitioned

H ‘ 3x2+2x2,59; (P;'s Labors Constraint) ‘

Horizontally Partitioned
.

C

H
Py —
Max: 5xk;+10xxk,; (Maximizing Profit) H
6 Txk1+3xk2<20; (Pi's Material Constraint) 2x1+H3xx2<14 (Px's Labors Constraint)
2xkr+5xk:<14; (Py's Labor Constraint) Horizontally Partitioned

Fig. 1. Distributed LP Problem Formulation (Example 1)

the information disclosure would make this possible without the release of proprietary
information. Specifically, DisLP problems can facilitate collaborative agents to jointly
maximize global profits (or minimize costs) while satisfying several (global or local)
linear constraints. Since each agent’s share of the global constraints and the local con-
straints generally refer to its private limitations or capacities and the optimal solution
represents its decision, limited disclosure should prevent revealing such information in
this distributed computing scenario.

While completely arbitrary partitioning of constraints and variables is possible, in
many realistic DisLP problems, each company holds its own variables: the values for
which together constitute the global optimum decision. Variables are generally not
shared between companies because collaborators may have their own operations w.r.t.
a maximized profit or minimized cost. Consider the following example:

Example 1. K Companies P; ... Px share some raw materials for production (max-
imizing profits): the amount of company P;’s (i € [1, K]) product j to be manufactured
are denoted as x5, thus P; holds z; = {V7j, z;; }.

In the collaborative production problem above, the constraints are arbitrarily parti-
tioned. On one hand, P; ... Pk should have some local constraints (i.e. each company’s
local labor constraint) that is only known to each company. On the other hand, there may
be some global constraints (i.e. the total quantity of the shared raw materials). Figure[i]
demonstrates a simple example of this. K companies jointly manufacture products (two
for each company) using a shared material where P;, P, ..., Px have the amount 15,
10, ..., 20, respectively (The sum of the global profits can be increased by this col-
laboration since the combined resources are better utilized). They also have their local
constraints, i.e. the total labor for producing each company’s products are bounded with
constraints 8,9 and 14 respectively. After solving this DisLP problem, each company
should know the (global) optimal production amount for only its products but should
not learn anything about the private constraints and solution of other companies. To
simplify the notation, we formally define it as below:

Definition 1 (K-Agent LP Problem (K-LP)). An LP problem is solved by K dis-
tributed agents where each agent P; holds n; variables x;, share of the objective c;,
its local constraints B;x; <; b;, and the matrix/vector A;/ b’(i) in the global constraints

Zfil A;x; g bg (as shown in Equation[ll*)(i € [1, K] and Zfil bi = bo).
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max clT:L'l + CQT:L'Q + -+ C%ZK

T € R™ Ay ... Ak T g bo

T € R™2 By T2 | > | by (1
s.t. . :

T € RMK By rx ) Mg \bx

Indeed, besides collaborative production, K-LP problems occur very frequently in
reality, i.e. collaborative delivery of goods for different companies to save transportation
cost, selling the goods in bundles for distributed agents to maximize the global profits,
and determining profit-maximized travel packages for hotels, airlines and car rental
companies.

We intend to introduce a secure and efficient distributed computing solution to the
K-LP problem. Thus, our key contributions are: 1) to propose a privacy-preserving
transformation for the K-LP problem; 2) to propose a secure protocol robust against
honest-but-curious adversaries (semi-honest model: assuming that all the agents follow
our protocol) that is fair to all agents, and 3) to experimentally validate the cost of the
proposed protocol.

The rest of this paper is structured as follows. Section 2 reviews some related work.
Section3lintroduces some preliminaries for our approach. Section H] presents the trans-
formation process (for security purpose) and shows that how to derive the optimal solu-
tion for each agent after solving the transformed problem. In Section[3l we present the
secure protocol with security proof and computation cost analysis. Finally, we experi-
mentally validate the protocol in Section [l and conclude the paper in Section[7l

2 Literature Review

Optimization problems occur in all walks of real life. There is work in distributed
optimization that aims to achieve a global objective using only local information. Dis-
tributed Constraint Satisfaction was formalized by Yokool[2] to solve naturally dis-
tributed constraint satisfaction problems. These problems are divided between agents,
who then have to communicate among themselves to solve them. ADOPT[3] is a back-
tracking based bound propagation mechanism. It operates completely decentralized,
and asynchronously. The downside is that it may require a very large number of mes-
sages, thus producing big communication overheads.

However, in general, the work in distributed optimization has concentrated on re-
ducing communication costs and has paid little or no attention to security constraints.
Thus, some of the summaries may reveal significant information. In particular, the rigor
of security proofs has not been applied much in this area. There is some work in se-
cure optimization. Silaghi and Rajeshirke [4]] show that a secure combinatorial problem
solver must necessarily pick the result randomly among optimal solutions to be really

! 1 denotes <,=or>.
> Due to {min : ¢’z = max : —c"z}, we model max : ¢’ .
3 size: Vi € [1, K], {A; : mo x ng}, {Bi : ms X ni b, {ci :ni}, {bo : mo} and {b; : m;}
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secure. Silaghi and Mitra [5]] propose arithmetic circuits for solving constraint optimiza-
tion problems that are exponential in the number of variables for any constraint graph.
A significantly more efficient optimization protocol specialized on generalized Vickrey
auctions and based on dynamic programming is proposed by Suzuki and Yokoo [6].
However, much of this work is still based on generic solutions and not quite ready for
practical use. Even so, some of this work can definitely be leveraged to advance the
state of the art by building general transformations or privacy-preserving variants of
well known methods.

Privacy-preserving linear programming problem has been introduced to solve the LP
problem with limited information disclosure between two agents [[7][8][9][10]. Never-
theless, several shortcomings can be discovered in their work. First, neither of them is
applicable to solving multi-agent (more than two) distributed LP problems. Second, the
secure protocols require enormous computation costs: even if the computational cost of
Li et al.’s work [8] and Vaidya’s work [7][9] includes a polynomial number of homo-
morphic encryptions, it still requires considerable time complexity for the total encryp-
tion. The efficiency should be greatly declined for large DisLP problems. Mangasarian
[L1]proposed a privacy-preserving formulation of a linear program over vertically par-
titioned constraint matrix while our approach is introduced to privately solve arbitrarily
partitioned LP problems in this paper, and no formal security analysis is given in [L1].
A secure third-party based protocol for LP was proposed by Du [[10], however the LP
problem is not addressed fully or formally and an optimal solution is not guaranteed.
We will propose a secure and efficient DisLP approach to resolve the above limitations.

3 Preliminaries

In this section, we briefly review some definitions and properties related to LP problems.

3.1 Polyhedra

From the geometrical point of view, LP problems can be represented as polyhedra. We
thus present some geometrical definitions for LP problems.

Definition 2 (Polyhedron of Linear Constraints). A polyhedron P C R" is the set of
points that satisfy a finite number (m) of linear constraints P = {x € R™ : Az 1 b}
where A is an m X n constraint matrix.

Definition 3 (Convex Combination). A point x € R is a convex combination of a set
S C R™ if x can be expressed as © =, \;x" for a finite subset {z'} of S and X > 0
with Zz A= 1.

Definition 4 (Vertex). A point ¢ € P is a vertex of P = {x € R™ : Az < b} if it
cannot be represented as a convex combination of two other points x*,x7 € P.

Definition 5 (Ray in Polyhedron). Given a non-empty polyhedron P = {x € R" :
Az b}, avectorr € R, r # 0is a ray if Ar <1 0.

Definition 6 (Extreme Ray). A ray r is an extreme ray of P = {x € R™ : Az > b} if
there does not exist two distinct rays r* and v of P such that r = ; (rt +19).
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3.2 Dantzig-Wolfe Decomposition

Assume that we let 2° (size n vector) represent a vertex or extreme ray in the LP prob-
lem. Hence, every point inside the polyhedron can be represented by all the vertices
and/or extreme rays using convexity combination (Minkowski’s Representation Theo-
rem [12])). Thus, a polyhedron P can be represented by another polyhedron P’ = {\ €
RIZL: 36X = 1; A < 0} where

)

5= {Lif z' is a vertex
1 0if 2" is an extreme ray

Hence, the original LP problem (Equation[I) can be transformed to a master problem
(Equation[3) using Dantzig-Wolfe Decomposition [12]. Assuming that z;} represents the
extreme point or ray associated with A;;.

T j T
max g clx{)\lj—&m-u&—g CKRTIAK

J J
Zj A1${A1j + -+ Zj AKx];(AKj > bo
2250155 =1 3)
s.t. :
2. 0k jAK; =1
M ERIPU A e RIPK] G, € {0,1},i € [1, K]

As proven in [[12], primal feasible points, optimal primal points, an unbounded rays,
dual feasible points, optimal dual points and certificate of infeasibility in the master
problem are equivalent to the original problem.

4 Revised Dantzig-Wolfe Decomposition

As shown in Equation [Tl K-LP problem has a typical Block-angular structure, though
the number of global constraints can be significantly larger than each agent’s local con-
straints. Hence, we can solve the K-LP problem using Dantzig-Wolfe decomposition. In
this section, we transform our K-LP problem to an anonymized (block-angular) format
that preserves each agent’s private input/output. We also show that the optimal solution
for each agent’s variables can be derived after solving the transformed problem.

4.1 K-LP Transformation

Du [I13][10] and Vaidya [7] proposed a transformation approach for solving two-agent
DisLP problems: transforming an m x n constraint matrix M (the objective vector cT)
to another m x n matrix M’ = MQ (¢T = ¢ Q) by post-multiplying an n x n ma-
trix @, solving the transformed problem and deriving the original solution. Meanwhile,
Bednarz et al. [[14] showed how to select transformation matrix (). Following them, we
let each agent P; (i € [1, K]) transform its local constraints B;, its share of the global
constraints A; and its objective vector ¢; using its own transformation matrix Q);.
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We let K agents transform A; and B; by @; individually for the following reason.
Essentially, we extend a revised version of Dantzig-Wolfe decomposition to solve K-
LP and ensures that the protocol is secure. Thus, an arbitrary agent should be chosen
as the master problem solver whereas all agents (including the master problem solving
agent) should solve the pricing problems. For transformed K-LP problem (Equation @),
we can let VP, (i € [1, K]) send its transformed matrices/vector A;Q;, B;Q;, cfQi
to another agent P; (j € [1,K],j # i) and let P; solve P;’s transformed pricing
problems. In this case, we can show that no private information can be learnt while
solving the problems (The attack specified in [14] can be eliminated in our secure K-LP
problem). Otherwise, if each agent solves its pricing problem, since each agent knows
its transformation matrix, additional information might be disclosed from master solver
to pricing problem solvers (this is further discussed in Section[3).

K
T
max E c; Qiyi
i=1

yneR™ (AQ... AkQk y1\ ™o [ bo

)
y2 €ER™ | B1Q: y2 | > | by

s.t.

yr € R™® BrQxk yr ) Mg \ bk

The K-LP problem can be transformed to another block-angular structured LP prob-
lem as shown in Equation 4l We can derive the original solution from the solution of
the transformed K-LP problem using the following theorem.

Theorem 1. Given the optimal solution of the transformed K-LP problem y* = (y5,y3,
-3 Ui ), the solution z* = (Q1y5, Q2v5, . . ., QY ) should be the optimal solution
of the original K-LP problem.

Proof. Suppose z* = (Q1y7, Q2v5, - - ., @k Yl ) is not the optimal solution of the orig-
inal vertical LP problem. In this case, we have another vector z’ = (2}, 25,...,2%)
such that T2’ > T'a* = o) + -+ kaly > cTay + - + ckal, where
Max' paband 2’ > 0.Lety = (yi,...,9%) = (Q; 'z}, .., Q% %), thus we have
A Quyi+- -+ Qry) = of QT W)+ -+ QrQy ¥ = w4+ el

Thus, cl'2) +- - +ckah, = Oy + -+ L Qryy > T ai+- - +ckat, =
A Quyy + -+ ckQryy > cf QO 'z + - + RQKQR' 1} = o Quyj +
ek Qi > ol Quut +- o+ ek Qiyc (since Q' at =y, Qe = yjo)

Hence, ¢/’ is a better solution than y* which is a contradiction to that y* is the optimal
solution. Thus, Theorem[Ilhas been proven.

4.2 Righthand-Side Value b Anonymization Algorithm

Besides protecting each party’s share of the global constraint matrix A;, B;, solving
the LP problems also requires the righthand side constants b in the constraints. Since
b sometimes refers to the amount of limited resources (i.e. labors, materials) or some
demands (i.e. the amount of one product should be no less than 10, z;; > 10), they
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should not be revealed. We can anonymize b for each agent before transforming the
constraint matrix and sending them to other agents.

Specifically, each agent P; (i € [1, K]) has two distinct constant vectors in the global
and local constraints: b} and b; where by = Zfi | b Indeed, we can create artificial
variables and equations to anonymize either b, or b;. For anonymizing b} in the global
constraints Zfil A;x; ™ bg, each agent P; can create a new artificial variable s;; =
n;; (fixed value) for the jth row (j € [1,mg]) of A;. Hence, mg X n; matrix A; is
expanded to a greater mg X (n; + mo) matrix as shown in Equation 8] (A}, ..., A"
denote the rows of matrix A;).

i = : = A; = S &)
Ao AT 00 .. Sime

Algorithm 1. Righthand-side Value b Anonymization

Input : K honest-but-curious agents P4, . . ., Px where P; (i € [1, K]) holds a set of variables x;,
Ai(mo X m; matrix), B;(m; X n; matrix), vectors b; (size my;), by (size mo), and ¢; (size n;)
Output: anonymized b’ = {b(, b}, ..., b } (size mo, m7], ..., m) where A;, B;, c; are updated to
Al(mo X n} matrix), Bi(m/ X n/ matrix), ¢ (size n}) (i € [1, K])
/* Af and Bg denote the jth row of A; and B; */
1 forall agent P;,i € {1,2,...,K} do
2 generates a mo-dimensional random vector 7); ;
3 iniFializes mo new variables s; = {si1, ..., Simg } Where s; = 1;;
4 (bg)" — by + mis
5 for the jth global constraint (j € [1,m]) do
6 Alxy — Alxi + 545
i i\’ .
7 (bp)s — (50}
8 forall constraint Bf:m l><li bf in B;x; ><; b; do
9 generates a linear equation using Vs;; € s;: ZVh hijsij = ZV]‘ hi;jni; where h;j is a random
number; = ) o
J J opd J g pd .
10 BiIi D bi HBiCL‘i#*Evj hijsij >3 bi +Zv;‘ hijnij;
11 generates my linear independent equations: > vy TijSij = ) v TigMij where random numbers Vr; ;
guarantee linear independence;
12 update them into local constraints: Bz} >; b; < B;x; >; b; U Yy, Tigsij = Yo TiiNig
/* permutate the variables and generate more artificial variables if
necessary */

We thus have (b))’ « bf+n; where n; = {Vj,7;;} (can be negative) is a random -
dimensional vector generated by agent F;. Finally, each agent P; creates additional m
linear independent local constraints ) -, i TijSij = dov ;i Tij i using variables {Vj, s;;}
and associate them with constraints in B;x; t<; b; that ensure s; = 1n; where s; =
{V7, s;j }. Therefore, we have:

— the jth global constraint should be converted to Zszl Alx; + Zszl sij <D
Zfil(bg); where (b})’; represents the jth number in (b)’.

— additional local constraints ensure Zfil A;zi Do Zfil b for a feasible K-LP
problem since Vi, s; = 7);.
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Besides b, we can anonymize b; using a similar approach. P; can use the same set of
artificial variables s; to anonymize b;. By generating linear combination (not required
to be linear independent) of the variables s; = {V7, s;;}, the left-hand side of the jth
constraintin B;x; <; b; can be updated: B{ T; — BZJ mi—&—zvj h;js;; where h;; is aran-
dom number. (the jth value in b; is updated by bg — bg +> v ; hijniz- If anonymizing
b; as above, adversaries may guess mg additional (linear independent) local constraints
out of m; + myg constraints from P;’s sub-polyhedron. The probability of guessing
out my linear independent constraints and calculating the values of the artificial vari-
ables is (”’Z‘i’z(;), (if we standardize all the operational symbols ><;, guessing equations
is choosing mg from (m; + my) constraints). However, the anonymization process
should be prior to the matrix multiplication transformation, thus those mg equations
include n; + mg variables (coefficients of the non-artificial variables in these equations
is transformed to non-zero). Hence, although the adversary knows m linear indepen-
dent equations, it is also impossible to figure out values 7;. Hence, b; and b)) can be
secure against adversaries. Algorithm [l introduces the detailed steps of anonymizing b.
Note: if any agent P; requires higher privacy guarantee, P; can generate more artificial
variables for both b}y and b; (A typical tradeoff between privacy and efficiency).

4.3 Revised Dantzig-Wolfe Decomposition

Dantzig-Wolfe decomposition was originally utilized to solve large-scale block-angular
structured LP problems. However, for all the K-LP problems, we can appropriately
partition the constraints into block-angular structure. Specifically, we can consider each
agent’s local constraints as the constraints of its pricing problems. By contrast, any
constraint that is shared by at least two agents is regarded as the global constraint. Even
if A; may have more rows than B;, the constraints are still block-angular partitioned.

Furthermore, after locally anonymizing b and transforming the blocks, each agent
still has its local constraints block B;(); and the global constraints share A}(Q);. Hence,
we can solve the transformed K-LP problem using Dantzig-Wolfe decomposition. We
thus denote the entire process as Revised Dantzig-Wolfe Decomposition:

Definition 7 (Revised Dantzig-Wolfe Decomposition). A secure and efficient
approach to solving K-LP problems that includes the following stages: anonymizing
b by each agent, transforming blocks by each agent and solving the transformed K-LP
problem using Dantzig-Wolfe Decomposition.

According to Equation 3 the Dantzig-Wolfe representation of the transformed K-LP
problem is:

mar 3T Quihy -+ 3 Qs
J J

v MQuyAAs; + -+ Yy A QryicAsc o by
> vy 015 A1 =1 ©)
s.t. ’

2y OrjAr; =1
M RPN e RIPK] 6,5 € {0,1},i € [1, K]
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(a) Original K-LP  (b) Anonymized b (c) Transformed Prob- (d) DW (Equation[G)
lem

By"

Fig. 2. Revised Dantzig-Wolfe Decomposition for K-LP Problem

Fig. 3. Solution Transformation After Solving K-LP Problem

where Vi € [1,K],¢; C ¢}, A; C A},B; C Bj (c;, A}, B} are expanded from
¢;, Ay, By for anonymizing b).

Figure [2] presents the three steps of Revised Dantzig-Wolfe Decomposition. Fur-
thermore, after solving the problem, each agent P; should obtain an optimal solution
i = {Vj, \i; }. Figure 3 shows the process of deriving each agent’s optimal solution
for the original K-LP problem. Specifically, in step 1, the optimal solutions for each
agent’s transformed problem can be derived by computing the convexity combination
of all vertices/extreme rays y7: y; = » j Aijy]. Instep 2 (x} = Qiy:)*, the optimal so-
lution of the original problem with anonymized b can be derived by left multiply @Q; for
each agent (Theorem[T)). In step 3, each agent can extract its individual optimal solution
in the K-LP problem by excluding the artificial variables (for anonymizing b) from the
optimal solution of z}.

The advantages of this sort of decomposition are: the pricing problems can be solved
independently; the master problem solver does not need to get into the details on how
the proposals are generated; if the subproblems have special structure (e.g., perhaps
one is a transportation problem) then those specialized solution techniques can be used.
This also makes it easier to preserve privacy if the large problem could be solved with-
out knowing the precise solutions of the pricing problems. Particularly, we can let an
arbitrary agent formulate and solve the transformed master problem (Equation[g)). How-
ever, the efficiency and security is not good/ enough for large-scale problems since the

. Al .
number of vertices/extreme rays are nim,_)! for each agent and all the variables

should be sent to the master problem solver (assuming that the K-LP problem is stan-
dardized with slack variables before transformation). In Section[3] the K-agent Column

* Apparently, if y; = 0 and we have = = Q;y;, } should be 0 and revealed to other agents.
However, y; includes some transformed variables that is originally the value-fixed but un-
known artificial variables for anonymizing b. Hence, z; cannot be computed due to unknown
Q: and non-zero y; (the situation when the optimal solution in y; is 0, is not known to the
holder other than P;), and this possible privacy leakage can be resolved.
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Generation Protocol can handle this problem and the detailed security proof and com-
munication costs are also given there.

5 Secure Column Generation Protocol for K-LP Problems

While solving K-LP by revised Dantzig-Wolfe decomposition, it is fair to all K agents.
Hence, we assume that an arbitrary agent can be the master problem solver. Each agent’s
subproblems can be solved by another agent while the problem is iteratively solving (the
pricing problems and the solvers can be randomly permutated). To simplify the notation,
we assume that P; solves the restricted master problems (RMP), P; sends A.Q;, B.Q;,
dT'Q;, (b)) and b, to Piyq that solves P;’s pricing problems (P; solves Py ’s pricing
problems). In this section, we present our K-agent column generation protocol with
security proof and computation cost analysis.

5.1 Solving RMP by an Arbitrary Agent

As mentioned in Section[d] the full master problem in the revised Dantzig-wolfe decom-
.. . K n}!
position includes 3 ;"1 1y,
all the vertices/extreme rays simply because a fairly small number of constraints in the
master problem might result in many non-basis variables in the full master problem.
Hence, restricted master problem (RMP) of the transformed K-LP problem is intro-

duced to improve efficiency.

We let [ei] = (V5 € [1, 0] T Qigd) and [A)] = (95 € [1, s
ALQ,yl). For RMP, we denote the coefficients in the master problem restricted to
R'ﬁ‘, . ,R‘E;d as &, A;, i, 0 and \. Specifically, some of the variables A for all

agents are initialized to non-basis 0. 7; denotes the number of vertices in P;’s pric-
ing problem that has been proposed to the master solver where Vi € [1, K], 7; <

4l

n;!
(! —m/ )"
m}!(n,—m})!

variables. However, it is not necessary to involve

Hence, we represent the RMP as below:

max cAlTXI—I-“--I-CAKTX}\(
AN+ -+ Ag g v By
Yok A =1

(7
s.t.

Zj; 5Ifj)\Kj =1 -
M € RN e RIPKI 5,5 € {0,1},i € [1, K]

Lemma 1. Solving the RMP of a K-LP problem Reveals only:

— the revised DW representation of the K-LP problem;
— the optimal solution of the revised DW representation;
— the total payoff (optimal value) of each agent;
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Proof. RMP is a special case of the full master problem where some variables in Vi, \;
are fixed to be non-basis (not sent to the RMP solver P;). Hence, the worse case is
that all the columns of the master problem are required to formulate the RMP. We thus
discuss the privacy leakage in this case.

We look at the matrices/vectors that are acquired by P; from all other agents P;

where Vi € [1, K]. Specifically, [¢;] = (Vj € [1 mt T Q) and [4;] =

A —m)th Ci
(V5 €11, m;!(rzim;)!L A:Qly{) should be sent to P;. At this time, [¢;] is a vector with

size ("fim;)! and [A;] is an mg X m;!(ﬁi yy matrix. The jth value in [ci] is equal

m}!(n] m/ )
to ;7' Q;y!, and the jth column in matrix [A;] is equal to A;Q;y; .

Since P; does not know yg and @), it is impossible to calculate or estimate the (size
n}) vector ¢ and sub-matrices A; and B;. Specifically, even if P; can construct (mg +

1) (:’im%)l non-linear equations based on the elements from [¢;] and [4;], the num-

ber of unknown variables in the equations (from ¢}, A%, Q,;° and Vj € [1, - (:;im;)!],
n’!

Due to n; >> my in linear programs,

j / " +nl4+nl
y; ) should be nj +mon; +n; +n;- mll(nf—m/)!"

Al
n;!

>> (mg+1) - ' . Thus, those

/ I ! !
we have n; + mon; +n; +n; - i (n!—m?)!

m/!(n,—m})!
Al
. . 12 / . n-'.
unknown variables in ¢, A}, Q; and Vj € [1, VS

],/ cannot be derived from
the non-linear equations. As a result, P; learns nothing about A;, ¢, bg (anonymized)
and B;z; 1<, b; (since vertices/extreme rays V7, y; are unknown) from any agent P;.

By contrast, while solving the problem, P; formulates and solves the RMPs. P; thus
knows the primal and dual solution of the RMP. In addition, anonymizing b and trans-
forming ¢;, A; and B; does not change the total payoff (optimal value) of each agent,
the payoffs of all values are revealed to P; as well (Vaidya’s protocol [7] also reveals
this payoff). Nevertheless, the private constraints and the optimal solution cannot be
inferred based on this limited disclosure.

Hence, solving the RMPs is secure.

5.2 Solving Pricing Problems by Peer-Agent

While solving the K-LP problem by the column generation algorithm(CGA), in every
iteration, each agent’s pricing problem might be formulated to test that whether any
column of the master problem (vertex/extreme ray of the corresponding agent) should
be proposed to the master problem solver or not. If any agent’s pricing problem cannot
propose column to the master solver in the previous iterations, no pricing problem is
required for this agent anymore. As discussed in Section [£.]] we permutate the pric-
ing problem owners and the pricing problem solvers where private information can be
protected via transformation. We now introduce the details of solving pricing problems
and analyze the potential privacy loss.

Assuming that an honest-but-curious agent P41 (¢ € [1, K]) has received agent P;’s
(ifi = K = i+1 = 1) variables y;, transformed matrices/vector A,Q;, B/Q;, ci' Q;

5 As described in [14], Q; should be a monomial matrix, thus Q; has n’ unknown variables
located in 72 unknown positions.



Efficient Distributed Linear Programming with Limited Disclosure 181

and the anonymized vectors b/, (b})’ (as shown in Figure 2(c)). Agent P; 1 thus formu-
lates and solves agent P;’s pricing problem.

In every iteration, after solving RMP (by Pi), P; sends the optimal dual solution
{m, i} to Piyr (ui = {V, (1s);}) if the RMP is feasible. The reduced cost d;; of
variable \;; for agent P; can be derived as:

(ui); if y is a vertex
0 ify! is an extreme ray

dij = (" Qi — mAJQi)y] — { ®)

Therefore, P, formulates P;’s pricing problem as:
maz (7 Qi — AQi)y:

o Y; € R™:

Lemma 2. If P solves P;’s transformed pricing problems, P;, 1 learns only:

— the feasibility of P;’ block sub-polyhedron B;x; <; b;;
— dual optimal values (7, j1;) of the RMP for transformed K-LP;

Proof. Since we can let another arbitrary peer-agent solve any agent’s pricing problems
(fairness property): assuming that P;;; solves F;’s pricing problem (: = K =—
¢+ 1 = 1). Similarly, we first look at the matrices/vectors acquired by P;y; from P;:
size nj vector ¢;" Q, mj x nj matrix B;Q; and mg x nj matrix A;Q;. The jth value in
cT'Q; is equal to /T Q7 (Q7 denotes the jth column of Q;), and the value of the kth
row and the jth column in A}Q); (or B;Q;) is equal to the scalar product of the kth row
of A} (or B}) and Q’.

Since P;y; does not know ();, it is impossible to calculate or estimate the (size
n;) vector ¢, and matrices A, (or A;) and B; (or B;). Specifically, even if P11 can
construct (mg + m/ + 1)n} non-linear equations based on the elements from c/7'Q;,
AlQ; and B.Q;, the number of unknown variables in the equations (from ¢;, A}, B;
and Q;) should be n} + mon; + m/n} 4+ n}. Due to n; >> 0 in linear programs, we
have n} + mon}, +m;n} +n} >> (mo + m} + 1)n}. Thus, those unknown variables in
c;, AL, B; and @); cannot be derived from the non-linear equations6.

Hence, P, learns nothing about A;, B;, ¢;, bf) (anonymized) and b; (anonymized)
from P; if P, solves P;’s pricing problems.

By contrast, before solving the pricing problem, P;; should acquire the some dual
optimal values of the RMP (only 7 and p;). P;4+; thus knows the dual optimal solu-
tion of the RMP related to the convexity combination represented global constraints

® Note: Bednarz et al. [14] proposed a possible attack on inferring Q with the known transformed
and original objective vectors (CT Q and C'T') along with the known optimal solutions of the
transformed problem and the original problem (y* and x* = Qy=*). However, this attack only
applies to the special case of DisLP in Vaidya’s work [[7] where one party holds the objective
function while the other party holds the constraints. In our protocol, P; sends C{TQZ' to Pit+1,
but C¢7 is unknown to P;41, hence it is impossible to compute all the possibilities of Q; by
P;+1 in terms of Bednarz’s approach. In addition, the original solution is not revealed as well.
It is impossible to verify the exact Q; by P;41 following the approach in [14].
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(m) and the constraints Zw dijNij = 1 (i;). However, Py cannot learn the actual
pricing problem since everything in the K-LP is transformed in the RMP. Furthermore,
if the polyhedron B.Q;y; t<; b, is infeasible, we have: polyhedron Biz; t<; b} is also
infeasible (Theorem [2). Hence, the specific agent with the infeasible local constraints
should be spotted (Actually, this should be revealed in any case). However, the private
constraints and the meanings of the concrete variables cannot be inferred with this infor-
mation. (For more rigorous privacy protection, we can randomly permutate the agents.)
Hence, solving the Pricing Problems by another arbitrary agent is secure.

Theorem 2. The polyhedra B;x; ><; b; and B;Q;y; <; b; have the same feasibility
where i € [1, K].

Proof. We prove this equivalence in two facts:

First, suppose that the polyhedron B;x; ©<; b; is feasible and one of its feasible
solutions is z;. Now, we have all the constraints (equalities or inequalities) in B; that
satisfy B;z; ><; b;. Let x; = Q;y;, hence B;Q;y; ™; b; are all satisfied and the
polyhedron B;Q;y; <; b; is feasible.

On the contrary, suppose that the polyhedron B;Q;y; ><; b; is feasible and one of its
feasible solutions is y;. Now, we have all the constraints (equalities or inequalities) in
B;Q); that satisfy B;Q;y; <; b;. Lety; = Q;lxi, hence B;x; <; b; are all satisfied
and the polyhedron B;x; t<; b; is feasible.

Thus, Theorem[2 has been proven.

5.3 Secure K-agent Column Generation Algorithm (SCGA)

In the standard column generation algorithm [12]], the RMP solver will ask the pricing
problem solvers for proposals and choose a combination of proposals that maximizes
global profits while meeting all the constraints in the RMP. Figure 4] demonstrates our
secure K-agent column generation protocol where the steps represent:

P;locally anonymizes b;, by and transforms A;,
Bi, ¢; before Step 1 (1€[1,K])

P, P, Pk
— l—» ]
S RN

>

3L,
3
3 A~
3 e

e R S
s
«—5——

-5

47 35

Iteratively execute Step 2-5 until
global optimum achieved

Fig. 4. Secure K-agent Column Generation Protocol
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Vi € [1,k], P; sends A;Q;, BiQ;, (b)), bl and ¢/ Q; to Py 1.
P, solves a RMP problem.

P, distributes dual values (7, p;) to Pi41.

P;4, solves P;’s pricing problems.

P; .1 proposes P;’s column to P if necessary.

A

Practically, the main drawback of this approach is in possible convergence problems.
Normally, this method gets very good answers quickly, but it requires a lot of time to
find the optimal solution. The subproblems may continue to generate proposals only
slightly better than the ones before. Thus, we might have to stop with a near-optimal
solution for efficiency reasons if necessary [[12]. Specifically, if the RMP is feasible and
the pricing problems are all feasible and bounded, P; can calculate a new upper bound
(dual value) of the master problem 2 = z* + Zfil(zj — ;). If 2 < z*, update the
best known dual value z* « 2. P; thus compute the optimal gap d = z* — z* and the
relative optimal gap d’ = | +C‘lz*‘ . If the gap is tolerable, we stop the protocol where the
optimal solution of the current RMP is near-optimal. In case of near-optimal tolerance,
all the optimal values of the pricing problems Vi € [1, K], z; should be sent to P; along

with the proposed column. However, the protocol is still secure in semi-honest model.

Theorem 3. The K-agent Column Generation Protocol is secure in Semi-honest model.

Proof. As proven in Lemma [I] and 2] solving RMPs and pricing problems is secure
for all K honest-but-curious agents. Since our K-agent Column Generation Protocol the
repeated steps of solving transformed RMPs and pricing problems, it is straightforward
to show that the protocol is secure against semi-honest adversaries.

5.4 Communication Cost Analysis

Our secure column generation protocol is mainly based on local transformation rather
than cryptographic encryption that dominates the cost in current privacy-preserving
DisLP techniques[10][8][7][9]. Hence, our approach significantly outperforms the
above work on communication costs, especially in large-scale problems. Specifically,
the size of the constraints matrix (all the constraints) should be (mg + Zfil m;) X
S°X | ni. After anonymizing b, the constraint matrix is enlarged to (mo + Y2, m}) x
Zfil n;. Each pair of matrices A}, B} is locally transformed. Besides solving the LP
problem, only one-time (mo + m} + 1)n} scalar product computation (transforming
', A}, BY) is required for each agent since anonymizing b does take ignorable computa-
tional cost (generating random numbers and equations). For large-scale block-angular
structured problems, column generation algorithm has been proven to be more efficient
than some standard methods (i.e. simplex or revised simplex algorithm)[L5][12]. As
discussed in Section[Il K-LP problem is a typical block-angular structured LP problem
(distributed among K agents). Hence, the communication cost of our secure column
generation algorithm is tiny and negligible.

6 Experiments

We implemented the secure column generation algorithm (SCGA) for solving K-LP
problems. Specifically, we present two groups of results: 1. the performance comparison
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Fig. 5. Experimental Results (Near-optimal Tolerance Parameter=10"°)

for all secure (two-agent) DisLP methods. 2. the performance of SCGA on varying
number of agents where each agent has 15 variables. All the experiments were carried
on an HP machine with Intel Core 2 Duo CPU 3GHz and 3G RAM.

To compare all secure DisLP methods, we generate 10 LP problems with 50 vari-
ables and 30 x 50 constraint matrix (not very dense) and run 4 algorithms for all 10
problems. Specifically, we assume that two agents collaboratively solve the LP prob-
lems where each agent holds 25 distinct variables. The number of local constraints for
each agent and the number of global constraints are determined by the structure of 10
different 30 x 50 constraint matrix (we guarantee that every agent has at least one lo-
cal constraints via the density of the constraint matrix). Before collaboratively solving
the problem, each agent anonymizes the right-hand value and transforms the matri-
ces/vector (the LP problems should be expanded a little bit). Figure [5(a) demonstrates
the average runtime (10 LP problems) of SCGA, Secure Transformation (ST)[7], Se-
cure Revised Simplex Method (SRS)[9] and Secure Simplex Method (SS) [8]. It is quite
clear that the efficiency of SCGA significantly outperforms other algorithms in secure
K-LP problems.

Furthermore, we run another group of experiments for validating the performance of
SCGA on multiple agents. We generate different size of K-LP problems by assuming
that each agent holds 15 variables and 5 local constraints. We let the number of global
constraints be 10, thus the constraint matrix becomes (5K + 10) x 15K. Hence, we
run SCGA for different number of agents K € {2,4,6,8,10}. The total computational
cost (including anonymization, transformation and solving the problems) on varying K
is shown in Figure[5(b)] Thus, our SCGA exhibits great scalability for securely solving
increasing scale of K-LP problems.

7 Conclusion and Future Work

DisLP problems allow collaborative agents to improve their global maximum profit (or
save their global minimum cost). However, the private constraints (input) and solutions
(output) of distributed agents might be revealed among them while solving the DisLP
problem. In this paper, we have introduced an extremely efficient protocol to solve
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K-agent DisLP problems with limited disclosure. Our protocol is robust against semi-
honest adversaries and is fair to all agents. In the future, we also plan to make the
protocol resilient to malicious adversaries by making it incentive compatible.
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Abstract. Privacy-preserving data mining has been an active research
area in recent years due to privacy concerns in many distributed data
mining settings. Protocols for privacy-preserving data mining have con-
sidered semi-honest, malicious, and covert adversarial models in crypto-
graphic settings, whereby an adversary is assumed to follow, arbitrarily
deviate from the protocol, or behaving somewhere in between these two,
respectively. Semi-honest model provides weak security requiring small
amount of computation, on the other hand, malicious and covert models
provide strong security requiring expensive computations like homomor-
phic encryptions. However, game theory allows us to design protocols
where parties are neither honest nor malicious but are instead viewed
as rational and are assumed (only) to act in their own self-interest. In
this paper, we build efficient and secure set-intersection protocol in game-
theoretic setting using cryptographic primitives. Our construction avoids
the use of expensive tools like homomorphic encryption and oblivious
transfer. We also show that our protocol satisfies computational versions
of strict Nash equilibrium and stability with respect to trembles.

Keywords: Privacy-preserving data mining, Set-intersection, Game
theory, Computational strict Nash equilibrium, Stability with respect
to trembles.

1 Introduction

A key utility of large databases today is scientific or economic research. Despite
the potential gain, this is often not possible due to the confidentiality issues
which arise, leading to concerns over privacy infringement while performing the
data mining operations. The need for privacy is sometimes due to law (e.g., for
medical databases) or can be motivated by business interests. To address the
privacy problem, several privacy-preserving data mining protocols using crypto-
graphic techniques have been suggested. Depending on the adversarial behavior
assumptions, those protocols use different models. Classically, two main cate-
gories of adversaries have been considered:

Semi-honest adversaries: Following Goldreich’s definition [11]], protocols se-

cure in the presence of semi-honest adversaries (or honest-but-curious) assume

Y. Li (Ed.): Data and Applications Security and Privacy XXV, LNCS 6818, pp. 186 2011.
© IFIP International Federation for Information Processing 2011
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that parties faithfully follow all protocol specifications and do not misrepresent
any information related to their inputs, e.g., set size and content. However, dur-
ing or after protocol execution, any party might (passively) attempt to infer
additional information about the other party’s input. This model is formalized
by requiring that each party does not learn more information that it would in
an ideal implementation relying on a trusted third party (TTP).

Malicious adversaries: Security in the presence of malicious parties allows
arbitrary deviations from the protocol. In general, however, it does not prevent
parties from refusing to participate in the protocol, modifying their private input
sets, or prematurely aborting the protocol. Security in the malicious model is
achieved if the adversary (interacting in the real protocol, without the TTP) can
learn no more information than it could in the ideal scenario.

A new type of adversarial model, named covert adversary, has been proposed
recently by Aumann et al. [3].

Covert Adversaries: These adversaries are somewhere in between the semi-
honest and malicious models. In many real-world settings, parties are willing to
actively cheat (not semi-honest), but only if they are not caught (not arbitrarily
malicious). Covert adversarial behavior accurately models many real-world sit-
uations. It explicitly models the probability of catching adversarial behavior; a
probability that can be tuned to the specific circumstances of the problem. In
particular, it is not assumed that adversaries are only willing to risk being caught
with negligible probability, but rather allow for much higher probabilities.

In the above models, a secure protocol emulates (in its real execution) the ideal
execution that includes a TTP. This notion is formulated by requiring the exis-
tence of adversaries in the ideal execution model that can simulate adversarial
behavior in the real execution model. In other words, the implicit assumption in
the original formulation of the problem is that each party is either honest or cor-
rupt, and honest parties are all willing to cooperate when reconstruction of the
secret is desired. However, the assumption of semi-honest behavior may be unre-
alistic in some settings. In such cases, participating parties may prefer to use a
protocol that is secure against malicious behavior. It is clear that the protocols se-
cure in the malicious model offer more security. Regarding malicious adversaries, it
has been shown that, under suitable cryptographic assumptions, any multi-party
probabilistic polynomial time functionality (PPT) can be securely computed for
any number of malicious corrupted parties. However, these are not efficient enough
to be used in practice. Most of these constructions use general zero-knowledge
proofs for fully malicious multi-party computation (MPC) protocols. These zero-
knowledge compilers lead to rather inefficient constructions [31]. In typical cryp-
tographic MPC protocols, parties are allowed to abort when they can find some
malicious behavior from other parties. This means that the parties have to start
the protocol from the scratch which is undesirable for operations on huge data sets.

Since the work of Halpern and Teague [I4], protocols for some cryptographic
tasks (e.g., secret sharing, multi-party computation) have begun to be re-
evaluated in a game-theoretic light (see [7I20] for an overview of work in this
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direction). In this setting, parties are neither honest nor corrupt but are instead
viewed as rational and are assumed (only) to act in their own self-interest. This
feature is particularly interesting for data mining operations where huge collec-
tion of data is used, since parties will not deviate (i.e., abort) as there is no
incentive to do so. In many real-world settings, parties are willing to actively de-
viate/cheat, but only if they are not caught. This is the case in many business,
financial, political and diplomatic settings, where honest behavior cannot be as-
sumed, but where the companies, institutions and individuals involved cannot
afford the embarrassment, loss of reputation, and negative press associated with
being caught cheating, hence having smaller incentive.

In data mining area, private set-intersection and set-union protocols allow two
parties interact on their respective input sets. These protocols address several
realistic privacy issues. Typical application examples include:

1. Business Interest: Companies may want to decide whether to make a busi-
ness alliance by the percentage of customers shared among them, without pub-
lishing their customer databases including the shared customers among them.
This can be treated as an intersection cardinality problem. As another example,
to determine which customers appear on a do-not-receive-advertisements list, a
store must perform a set-intersection operation between its private customer list
and the producers list.

2. Aviation Security: The Department of Homeland Security (DHS) of the
U.S. needs to check whether any passenger on each flight from/to the United
States must be denied boarding, based on some passenger watch list. For this
purpose, airlines submit their entire list of passengers to DHS, together with
other sensitive information, such as credit card numbers. This poses liability
issues with regard to innocent passengers’ data and concerns about potential
data losses. In practice, information only related to the passengers on the list
should obtained by DHS without disclosing any information to the airlines.

3. Healthcare: Insurance companies often need to obtain information about
their insured patients from other parties, such as other insurance carriers or
hospitals. The insurance carriers cannot disclose the identity of inquired patients,
whereas, the hospitals cannot provide any information on other patients.

1.1 Related Work

Cryptographic techniques have been used to design many different distributed
privacy-preserving data mining algorithms. In general, there are two types of as-
sumptions on data distribution: vertical and horizontal partitioning. In the case
of horizontally partitioned data, different sites collect the same set of informa-
tion about different entities. For example, different credit card companies may
collect credit card transactions of different individuals. Secure distributed pro-
tocols have been developed for horizontally partitioned data for mining decision
trees [25], k-means clustering [24], k-nn classifiers [I8]. In the case of vertically
partitioned data, it is assumed that different sites collect information about the
same set of entities but they collect different feature sets. For example, both a
university and a hospital may collect information about a student. Again, secure
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protocols for the vertically partitioned case have been developed for mining as-
sociation rules [35], and k-means clusters [T6J34]. All of those previous protocols
claimed to be secure only in the semi-honest model. In [9I19], authors present
two-party secure protocols in the malicious model for data mining. They follow
the generic malicious model definitions from the cryptographic literature, and
also focus on the security issues in the malicious model, and provide the malicious
versions of the subprotocols commonly used in previous privacy-preserving data
mining algorithms. Assuming that at least one party behaves in semi-honest
model, they use threshold homomorphic encryption for malicious adversaries
presented by Cramer et al. [5]. Recently, Miyaji et al. presented a new adversar-
ial model named covert adversaries [31] for performing data mining algorithms.
They show that protocols under covert adversarial model behave in between
semi-honest and malicious models. Oblivious transfer (OT) and homomorphic
encryption have been used as the building blocks in [31]. Since homomorphic
encryption is considered too expensive [27] and oblivious transfer is often the
most expensive part of cryptographic protocols [26], the protocols proposed in
malicious and covert adversarial models are not very practical for operations
on large data items. Game theory and data mining, in general, have been com-
bined in [I7032] for constructing various data mining algorithms. Rational ad-
versaries have also been considered in privacy-preserving set operations [36J2].
These protocols consider Nash equilibrium to analyze the rational behavior of
the participating entities. As discussed by Kol and Naor in [23], using Nash equi-
librium is not suitable in many cases, since many bad strategies are not ruled
out by it. Instead, they suggest the stronger notion of strict Nash equilibrium
in the information-theoretic setting, in which every player’s strategy is a strict
best response. Due to the restrictive nature of this notion, it is regarded as a
sufficient condition and not as a necessary one. As in all of cryptography, com-
putational relaxations are meaningful and should be considered; doing so allows
us to get around the limitations of the information-theoretic setting. So, analyz-
ing set operations from the viewpoint of computational strict Nash equilibrium
is interesting, since it gives a more realistic results. There have been several
works on game theory based MPC/secret sharing schemes [TJT4[22I29[T0I33IT5].
But [14133] require the continual involvement of the dealer even after the initial
shares have been distributed or assume that sufficiently many parties behave
honestly during the computation phase. Some schemes [1J22/29] rely on multiple
invocations of protocols. Other work [I5] relies on physical assumptions such
as secure envelopes and ballot boxes. [10] proposed efficient protocols for ratio-
nal secret sharing. But secret sharing schemes cannot be directly used for our
purpose since they require the existence of TTP and their set up is different.

1.2 Owur Contribution

In this work, we build two-party secure set-intersection protocol in game-
theoretic setting using cryptographic primitives. It is assumed that parties are
neither honest nor corrupt but are instead rational and are assumed to act only
in their own self-interest. Our construction avoids the use of expensive tools like
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homomorphic encryption and oblivious transfer. We have used verifiable ran-
dom functions as the underlying cryptographic primitive which is simple and
efficient. It is also possible to use our protocol for computing set-union opera-
tions. We also show that our protocol satisfies computational versions of strict
Nash equilibrium and stability with respect to trembles, defined by Fuchsbauer
et al. [10].

Organization of the paper: The remainder of the paper is organized as
follows: Section 2 presents the background and preliminaries. Section 3 describes
the protocol model. Section 4 includes protocol construction. In Section 5, we
analyze the protocol formally. We give some concluding remarks in Section 6.

2 Background and Preliminary

2.1 Cryptographic Considerations in Game Theory

Achieving a secure protocol is the objective in the cryptographic setting. Elimi-
nating the trusted party is one of the main tasks while maintaining the privacy.
On the other hand, in game theory, some particular equilibrium is defined to
achieve stability. The existence of the trusted party/mediator is a parameter
setting resulting in a more desirable, but harder to implement equilibrium con-
cept for rational behaviors. Thus, privacy is a goal in the cryptographic setting
while in the game theory setting it is a means to an end.

Games are treated in a modified way with a differently defined equilibrium
notions in a cryptographic setting with. Katz, in [20], gives some examples of
how this might be done for the specific case of parties running a protocol in the
cryptographic setting. A security parameter n is introduced which is provided
to all parties at the beginning of the game. The action of a player P; now
corresponds to running an interactive Turing Machine (TM) 7). The T} takes
the current state and messages received from the other party as the input, and
outputs message of player P; along with updated state. The message m; is
sent to the other party. In a computational sense, it is required that 7} runs
in PPT meaning that the function is computed in time polynomial in n. T} is
thus allowed to run for an unbounded number of rounds and, it can be added
that the expected number of rounds is also polynomial for which T; runs. The
security parameter n is given as input to the utility functions. Utility functions
map transcripts of a protocol execution to the reals that can be computed in
time polynomial in n. Let A be a computational game in which the actions of
each player correspond to the PPT TMs. Also, the utilities of each player are
computed in time polynomial in n. Thus, mixed strategies are no longer needed
to be considered, since a polynomial time mixed strategy corresponds to a pure
strategy (since pure strategies correspond to randomized TMs) [20]. The parties
are not assumed to be curious in negligible changes in their utilities, and this is
an important difference between the cryptographic setting and the setting that
has been considered here.
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2.2 Definitions

In this section, we will state the definitions of computational strict Nash equi-
librium and computational strict Nash equilibrium w.r.t. trembles introduced
n [I0]. A protocol is in Nash equilibrium if no deviations are advantageous;
it is in strict Nash equilibrium if all deviations are disadvantageous. In other
words, there is no incentive to deviate in the case of a Nash equilibrium whereas
there is an incentive not to deviate for a strict Nash equilibrium. Another ad-
vantage of strict Nash is that protocols satisfying this notion inhibit subliminal
communication. A party who tries to use protocol messages as a covert channel
has the risks to lose utility if there is any reasonable probability that the other
player is following the protocol, since any detectable deviation by a party from
the protocol results in lower utility while the other party follows the protocol.
The computational version of strict Nash equilibrium is intuitively close to strict
Nash considering the computational limitations. Moreover, our protocol satisfies
a strong condition that each party can send a unique legal message that at every
point in the protocol. Our protocol thus rules out subliminal communication in
a strong sense. We denote the security parameter by n. A function e is negligible
if for all ¢ > 0 there is a n. > 0 such that e(n) < 1/n° for all n > n.; let negl
denote a generic negligible function. We say € is noticeable if there exist ¢, n.
such that e(n) > 1/n for all n > n..

We consider the strategies in our work as the PPT interactive Turing ma-
chines. Given a vector of strategies o for two parties in the computation phase,
let u;(o) denote the expected utility of P;, where the expected utility is a func-
tion of the security parameter n. This expectation is taken over the random-
ness of the players’ strategies. Following the standard game-theoretic notation,
(0, 0—;) denotes the strategy vector o with P;’s strategy changed to o”.
Definition 1. II induces a computational Nash equilibrium if for any PPT
strategy o of Py we have ui(0],02) < ui(o1,02) + negl(n), and similarly for
Ps.

The computational notion of stability with respect to trembles models players’
uncertainty about other parties’ behavior, and guarantees that even if a party P;
believes that other parties might play some arbitrary strategy with small prob-
ability § (but follow the protocol with probability 1 — §), there is still no better
strategy for P; than to follow the protocol. The following definition is stated for
the case of a deviating P; (definition for a deviating P» is analogous). Let P; and
P, interact, following o1 and o3, respectively. Let mes denote the messages sent
by Py, but not including any messages sent by P; after it writes to its (write-once)
output tape. Then viewl! includes the information given by the trusted party to
P,, the random coins of Py, and the (partial) transcript mes. We fix a strategy
~v1 and an algorithm A. Now, let P, and P, interact, following v, and o9, respec-
tively. Given the entire view of P;, algorithm A outputs an arbitrary part mes’
of mes. Then m’ewé4 " includes the information given by the trusted party to P,
the random coins of P,, and the (partial) transcript mes’.



192 A. Miyaji and M.S. Rahman

Definition 2. Strategy 1 yields equivalent play with respect to I1, denoted v =~
11, if there exists a PPT algorithm A such that for all PPT distinguishers D
| PriD(1™, views™"") = 1] — Pr[D(1™, viewl) = 1] |< negl(n)

Definition 3. II induces a computational strict Nash equilibrium if

1. IT induces a computational Nash equilibrium;

2. For any PPT strategy o) # II , there is a ¢ > 0 such that ui(o1,02) <
ui(ol,02) + 1/n for infinitely many values of n .

In stability with respect to trembles, we say that 7; is J-close to o if with
probability 1—6 party P; plays o;, while with probability J it follows an arbitrary
PPT strategy o}. In fact, a pair of strategies (c1,032) is stable with respect to
trembles if oy (resp., o2) remains the best response even if the other party plays a
strategy other than oy (resp., 01) with some small (but noticeable) probability 4.
The fact that the prescribed strategies are in Nash equilibrium ensures that any
(polynomial-time) local computation performed by either party is of no benefit
as long as the other party follows the protocol. Stated differently, even if a party
P; believes that the other party might play a different strategy with some small
probability d, there is still no better strategy for P; than to outwardly follow the
protocol.

Definition 4. II induces a computational strict Nash equilibrium that is stable
with respect to trembles if

1. IT induces a computational Nash equilibrium;

2. There is a noticeable function § such that for any PPT strateqy o2 that is
d-close to oq, and any PPT strategy v1, there exists a PPT strategy o} = I such
that u1(71,72) < u1(01,72) + negl(n)

Verifiable Random Functions (VRFs): A VRF is a keyed function whose
output is random-looking but can still be verified as correct, given an associated
proof. The notion was introduced by Micali et al. [30], and various efficient
constructions in the standard model are known [GJ8I28]. It has been shown in
[28] that efficient VRFs can be constructed without relying on zero-knowledge
proofd]. A verifiable random function (VRF) with range R = {R,} is a tuple of
PPT algorithms (Gen, Eval, Prove, Verify) such that: G(1™) generates the key
pair (pk, sk). Evals,(x) computes the value y = Fpi(x); Proves,(z) computes
the proof z that y = Fpi(z); and Veri fypk(z,y, z) verifies that y = F,i () using
the proof z. For such a VRF, the following hold:

Correctness: For all n, the algorithm Fvals; maps n-bit input to a set R,,. Fur-
thermore, for any =z € {0,1}" we have Verifyyi(z, Evals(z), Provegs
(2)) = 1.

Verifiability: For all (pk, sk) output by Gen(1™), there does not exist a tuple
(x,y,9,2,2") with y # ¢ and Verifypr(x,y,2z) =1 = Verifyp(z,y', ).

! The VRF gives us computational security. However, it is also possible to design our
protocol with information-theoretic security using information-theoretically secure
MACs. The details will appear in the full version.
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Unique proofs: For all (pk, sk) output by Gen(1™), there does not exist a tuple
(x,y,2,2") with z # 2" and Verifyy(z,y,2) =1 = Verifymi(z,y, 2’).

Pseudorandomness: Let A be a PPT adversary in the following game:

1. Generate (pk,sk) < Gen(1™) and give pk to A. A queries a sequence of
strings x1,...2; € {0,1}" and is given y; = Fvals,(z;) and z; = Proveg(z;) in
response.

2. A outputs a string z € {0,1}" s.t. = ¢ {z1,... 21} € {0,1}™

3. A chooses a random b € {0,1}. If b = 0 then A is given y = Fvalgs(x); if
b =1 then A is given a random y € R,,.

4. A makes queries as in step 2, as long as none of these queries is equal to x.

5. A outputs b’ and succeeds if " = b at the end of the experiment.

We require that the success probability of any PPT adversary A is 1/2+4negl(n).

3 Model

In a typical protocol, parties are viewed as either honest or semi-honest/
malicious. To model rationality, we consider players’ utilities. Here we assume
that F = {f : X xY — Z} is a functionality where | X |=| Y | and their domain
is polynomial in size (poly(n)). Let D be the domain of output which is polyno-
mial in size. The function returns a vector I that represents the set-intersection
where I; is set to one if item ¢ is in the set-intersection. In other words, for all
the data items of the parties (i.e., X and Y'), we will compute X NY', and we get
I as the output of the function. Clearly for calculating set-intersection, we need
to calculate x. Ay, for each e where z. € X and y. € Y. Similarly, for set-union,
we need to calculate z. V y. for all e. This can be rewritten as —(—ze A —Ye).
Computing the set-union is thus straight forward.

Given that j parties are active during the computation phase, let the outcome
o of the computation phase be a vector of length j with o; = 1 iff the output
of P; is equal to the exact intersection (i.e., P; learns the correct output). Let
vj(0) be the utility of player P; for the outcome o. Following [I4/10], we make
the following assumptions about the utility functions of the players:

- If 0; > 0, then v(0;) > v(0})

-Ifoj =0of and )7, 0; <3, 0}, then v(o;) > v(0})

In other words, player P; first prefers outcomes in which he learns the output;
otherwise, P; prefers strategies in which the fewest number of other players learn
the result (in our two-party case, the other player learns). From the point of view
of P;, we consider the following three cases of utilities for the outcome o where
U*>U>U"

- If only P; learns the output, then v;(0) = U*.
- If P; learns the output and the other player does also, then v;(0) = U.
- If P; does not learn the output, then v;(0) = U’.



194 A. Miyaji and M.S. Rahman

So, we have the expected utility of a party who outputs a random guess for the
outpu (assuming other party aborts without any output, or with the wrong
output) as follows: Upqnd = |é| U4 (1 - |11)\) LU

Also, we assume that U > U,qna; else players have almost no incentive to
run the computation phase at all. As in [10], we make no distinction between
outputting the wrong secret and outputting a special ‘don’t know’ symbol- both
are considered as a failure to output the correct output.

To complete the protocol, we need to provide a way for parties to identify the
real iteration. Some work [I122229] allows parties to identify the real iteration
as soon as it occurs. This approach could be used in our protocol if we assume
simultaneous channels. But, this approach is vulnerable to an obvious rushing
strategy when simultaneous channels are not available. To avoid this, we follow
the approach shown in [I0]: delay the signal indicating whether a given iteration
is real or fake until the following iteration. In this case, until being sure of the
occurance of real iteration, a party cannot risk aborting. Moreover, once a party
learns that the real iteration occurred, the real iteration is over and all parties
can compute the real output. Simultaneous channels are thus not needed in this
process at the price of adding only a single round.

4 Rational Set-Intersection Protocol

4.1 An Overview of the Protocol

Let = denote the input of Py, let y denote the input of P, and let f denote the
set-intersection function they are trying to compute. We follow the same high-
level approach as in [T412I29[T2223]. Our intersection computation protocol
proceeds in a sequence of ‘fake’ iterations followed by a single ‘real’ iteration.
As in [T3I21IT0], our protocol is composed of two stages, where the first stage
can be viewed as a pre-processing stage and the second stage that computes the
intersection takes place in a sequence of r = r(n) iterations. Briefly speaking,
the stages have the following form:

Pre-processing stage:

— A value i* € {1,...,r} is chosen according to some geometric distribution
0 < a < 1 where « depends on the players’ utilities (discussed later in
Section 5). This represents the iteration, in which parties will learn the ‘true
output’.

— For i < i*, {a;} = {a1,...,a,} (resp.,{b;} = {b1,...,b.}) are chosen ac-
cording to some distribution that is independent of y (resp., ). For i > i*,
a; =b; = f(z,y).

— Each a; is randomly divided into shares alV 2 ) 2

. s a; with a;” ®a;” = a;

(and similarly for each b;). The stage concludes with P, being given agl),

2 We do not consider U”- the utility when neither party learns the output, since ‘not
learning the output’ is not the target of a rational adversary in practice.
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b§1)7 R ag.l), bg.l) , and P, being given a§2), bg2)7 e ,a,(»2)7 b1(»2) alongside the
VRFs [ (ShareGen, provides the parties with VRFs so that if a malicious
party modifies the share it sends to the other party, then the other party will
almost certainly detect this due to the property of VRFs. It will be treated
as an abort if such manipulation is detected.).

After this stage, each party has a set of random shares that reveal nothing about
the other party’s input.

Intersection Computation Phase:

In each iteration ¢, for ¢ = 1,...,r, the parties do the following: First, P, sends
) to P; who reconstructs a;; then P; sends bl(-l) to P, who reconstructs b;.
(Parties also checks the VRF but we omit this here.) If a party aborts in some
iteration 4, then the other party outputs the value reconstructed in the previ-
ous iteration. Otherwise, after reaching iteration r the parties output a, and
b, respectively. To compute the correct intersection, parties run a sequence of
iterations until the real iteration is identified, and both parties output the result
at that point. If some party fails to follow the protocol, the other party aborts.
In fact, it is rational for P; to follow the protocol as long as the expected gain of
deviating is positive only if P; aborts exactly in iteration i*; and is outweighed by
the expected loss if P; aborts before iteration ¢*. The intersection computation
phase proceeds in a series of iterations, where each iteration consists of one mes-
sage sent by each party. Since we want to avoid simultaneous communication,
we simply require P, to communicate first in each iteration.

When X and Y (the domains of f) are polynomial size, we follow [I321] and
set a; = f(x,9) for § chosen uniformly from Y , and set b; = f(Z,y) for & chosen
uniformly (and independently) from X. Note that a; (resp., b;) is independent
of y (resp., ), as desired.

(2
a;

4.2 Protocol Construction

As described above, our protocol IT consists of two stages. Let p be an arbitrary
polynomial, and set » = p- | Y |. We implement the first stage of IT using a sub-
protocol  for computing a randomized functionality ShareGen, (parameterized
by a polynomial ) defined in Figure 1. This functionality returns shares to each
party, alongside r-time VRF (Gen, Eval, Prove, Verify). In the second stage of
11, the parties exchange these shares in a sequence of r iterations as described
in Figure 2. The protocol returns I at the end of the operations on all the data
items.

3 1t is the parties’ own interest that they input the correct values for ShareGen..
Otherwise, they will receive incorrect shares that will give them no chance to com-
pute the correct intersection result, which will only enable them of having smaller
incentives.
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Input: Let the inputs to ShareGen, be x € X,, and y € Y,,. (If one of the
received inputs is not in the correct domain, a default input is substituted.)

Computation:

— Define values aq,...,a, and by, ..., b, in the following way:
e Choose i* according to some geometric distribution «
e For i < i* do,
- Choose §j < Y,, and set a; = f,(z,9)
- Choose & «+ X,, and set b; = f,(Z,y)
e Fori=1i* set a; =b; = q= fn(z,y).
e For ¢ >i*, set a; =b; = NULL

— For all iteration 7, choose (a E ) (2))

a; and b;, respectively. (Le., a<1) D a(2) a;, bgl) D b§2) =b;)

~ Let D = {0,1}! be the domdm of the output. Let (Gen, Eval, Prove, Verify)
and (Gen', Eval’, Prove’, Verify') be VRFs with range {0,1}! and {0,1}",
respectively. Compute (pki,ski), (pke,ska)— Gen(1™) and (pki,sk}),
(pkh, skb)— Gen/(1™). For all i, compute sharel; = Evalst(iHbgl)) and
share2; = Evalskl(iﬂagl)). Also compute signall = FEwal’,, (i* + 1) and
signal2 = Eval’sk,1 (*+1) ’

and (b(-l) , bl(-z)) as random secret shares of

Output:

— Send to Py the values (ski, ski, pke, pk, agl), . ,ag,l), (bgl)7 sharely), . (b(l)
sharel,.), signall).

— Send to P» the values (skz, skb, pk1, pki, b(l) o b&”, (agl), share2y), .. (a?(nl)7
share2,.), signal2).

Fig. 1. Functionality ShareGen,

5 Protocol Analysis

Here we will give some intuition as to why the reconstruction phase of IT is a
computational Nash equilibrium for an appropriate choice of a. Let us assume
that P, follows the protocol, and P; deviates from the protocol. (It is easier to

analyze the deviations by P» since P, starts in every iteration.) As soon as it

receives zé) = signall, P; can abort in iteration i = ¢* + 1, or it can abort in

some iteration ¢ < ¢*+ 1. While aborting in ¢ = ¢* +1, P; ‘knows’ that it learned
the correct output in the preceding iteration (iteration i*) and can thus output
the correct result; however, P will output the correct result as well since it sent
the zél) = signall value to P;. So P; does not increase its utility beyond what it
would achieve by following the protocol. In the second case, when Py aborts in
some iteration ¢ < * 41, the best strategy P, can adopt is to output a; (0 hoping
that ¢ = ¢*. Thus, followmg this strategy, the expected utility that P; obtains
can be calculated as follows:
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Input: Party P, has input x and party P» has input y.

Computation:

— Preliminary phase:
1. Py chooses § € Y,, uniformly at random, and sets ag = fp(2,¢). Similarly,
P, chooses & € X,, uniformly at random, and sets by = f,.(Z, ).
2. Parties P; and P, run a protocol m to compute ShareGen,., using their
inputs x and y.
3. If P, receives L from the above computation, it outputs by and halts. Oth-
erwise, the parties proceed to the next step.

4. Denote the output of P; from = by (skl,sk'l,pkg,pkz,agl),.. a&l),

(bgl)7 sharely), ..., (bgl)7 sharel,), signall).

5. Denote the output of P, from w by (ska,skh,pki,pk], bgl), A bg,l),
(agl), share2y),.. ., (a,(nl)7 share2,), signal2).

Intersection Computation Phase

For all ¢ do:

P, sends message to P;:

1. P, computes y( Q. = Provegy, (i Ha(2)) z( D= Eval/k/ (1), Zéi) = P’rove’ské (7).
It sends (ai ,sharte,yéz), zé’), zé’)) to Pp.

2. If P, does not send anything to P;, then P; outputs a;_1; and halts. P
sends (a 2 sharte, yg), zéz), zéz)) to Pr. If Verifyp, (i||al(»2), share2;, yél)) =0
or Verify ok, (3, 22 7zy)) =0, then P; outputs a;_; and halts. If signall # zzi)
then P, outputs a;—1, sends its iteration-¢ message to P, and halts.

3. It Verifypk, (i||az(-2)7 shareZl,y2 )) =1and a(l) EBa(Q) # NULL (i.e., x = z;),

then P; sets a; = agl) ® agz)
P, sends message to Ps:

1. P, computes y() Prove kl('||b(1)),z§i) = Eval’s,Ci (i),i;i) = Prove;,Ci (7).
It sends (b( ) sharelz,yg ), z @ z§ )) to Py.

2. If P; does not send anything, then P, outputs b;_; and halts. P; sends
(bz(-l),sharell,yg ),ZY),ZY)) to Py. If Verifypk, (i||bl(-l),shareli,y§i)) =0 or
Verify;k, (1, z% ),zy)) = 0, then P, outputs b;_; and halts. If signal2 # z%i)
then P, outputs b;_1, sends its iteration-¢ message to P;, and halts.

3. If Verifypr, (iHbgl), sharel;, y@) =1 and bgl) @ b§2) # NULL (ie., y = y:),
then P; sets b; = bgl) ) b?), and continues running the protocol.

, and continues running the protocol.

Output: If all r iterations have been run, party P, outputs a, and party P, outputs
by

Fig. 2. Protocol for computing the functionality for set-intersection

— P, aborts exactly in iteration ¢ = ¢*. In this case, the utility that P; gets is
at most U*.

— When i < ¢*, P; has ‘no information’ about correct a,- and so the best it can
do is guess. In this case, the expected utility of P; is at most U,qpnq-
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Considering the above, P;’s expected utility of following this strategy is at most:
axU*+ (1 —a) X Urand

Now, it is possible to set the value of o such that the expected utility of this
strategy is strictly less than U, since U,4nq < U by assumption. In such a case,
P, has no incentive to deviate. Since there is always a unique valid message
a party can send and anything else is treated as an abort, it follows that the
protocol IT induces a strict computational Nash equilibrium which is stable with
respect to trembles.

The detailed proof of the following propositions will be given in the full version
of the paper.

Proposition 1. The protocol Il induces a computational Nash equilibrium given
that 0 < a < 1, U > a X U* + (1 — @) X Urgnd, and the pseudorandomness of
VRFs.

Proposition 2. If 0 < a < 1, U > a x U* 4+ (1 — &) X Urgna, VRFs are
pseudorandom, and there is always a unique valid message each party can send,
then the protocol Il induces a computational strict Nash equilibrium.

Proposition 3. The protocol Il is stable with respect to trembles given that
0<a<landU>axU*+(1—a) X Urand-

According to the above propositions and their proofs, we give the theorem as
follows:

Theorem 1. If 0 < a < 1, U > a x U* + (1 — ) X Urand, and VRFs are
pseudorandom, then II induces a computational strict Nash equilibrium that is
stable with respect to trembles.

6 Conclusion

In this paper, we have proposed a privacy-preserving set-intersection protocol
in two-party settings from the game-theoretic perspective. We have used verifi-
able random functions as the underlying cryptographic primitive which is sim-
ple and efficient. It is also possible to use our protocol for computing set-union
operations. We also show that our protocol satisfies computational versions of
strict Nash equilibrium and stability with respect to trembles. Applying game-
theoretic approach for multi-party setting where parties are allowed to collude
is an interesting open problem.
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Abstract. In this paper we propose a simple, novel scheme for using a
mobile device to enhance CardSpace authentication. During the process
of user authentication on a PC using CardSpace, a random and short-
lived one-time password is sent to the user’s mobile device; this must
then be entered into the PC by the user when prompted. The scheme
does not require any changes to login servers, the CardSpace identity
selector, or to the mobile device itself. We specify the scheme and give
details of a proof-of-concept prototype. Security and operational analyses
are also provided.

Keywords: CardSpace, OTP, mobile device, authentication.

1 Introduction

In line with the continuing increase in the number of on-line services requir-
ing authentication, there has been a proportional rise in the number of digital
identities needed for authentication purposes. This has contributed to the re-
cent rapid growth in identity-oriented attacks, such as phishing, pharming, etc.
In an attempt to mitigate such attacks, Microsoft has introduced an identity
management system called CardSpace.

CardSpace is a user-friendly tool supporting user authentication. To sign on
to a website, a CardSpace user selects a virtual card, known as an information
card (InfoCard), from an interface provided by the CardSpace identity selec-
tor (CIdS), instead of providing a username and password.

One fundamental limitation of CardSpace is that anyone with access to a Win-
dows user account can also access and use the InfoCards. By default, CardSpace
does not provide access protection for the CIdS. To address this issue, CardSpace
allows individual InfoCards to be PIN-protected. Also, the entire Windows user
account could, of course, be password-protected. Whilst the use of passwords
and PINs for InfoCard protection can help, it does not completely solve the
problem, not least because one of the fundamental design goals of CardSpace is
to reduce reliance on password authentication.

We address this limitation through the introduction of a second authentication
factor to be used in conjunction with CardSpace authentication. This additional
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means of user authentication involves a one-time password (OTP) supplied to
the user by a standard mobile device capable of receiving SMS messages. Such
devices are ubiquitous, making the system almost universally applicable. The
system also provides two-factor authentication, the first factor being possession
of the PC containing the InfoCard and the second factor being possession of
the appropriate mobile phone. Two factor authentication is typically considered
‘strong authentication’ [IJ.

The wide use of Windows, recent versions of which incorporate CardSpace,
means that any enhancement to CardSpace security is likely to be of signifi-
cance for large numbers of identity management users and service providers. In
addition, the use of a mobile phone to enhance CardSpace-based authentication
is attractive since users are neither required to remember any new passwords
nor obliged to use any additional hardware. Furthermore, many RPs may not
accept the burden of supporting a second authentication factor (e.g. SMS-based
authentication), unless there is a significant financial incentive or if forced to do
so for legal or regulatory reasons. As a result, a client-side technique for support-
ing SMS authentication for CardSpace-enabled RPs could be practically useful.
Such a technique avoids any impact on the performance of the server, since the
additional overhead is handled by the client.

The remainder of the paper is organised as follows. Section 2l gives an overview
of CardSpace, and section [3] presents the proposed scheme. In section [ we dis-
cuss implementation issues, and in section [5] we provide a security analysis. In
section [l we describe a prototype realisation, and section [7 highlights possible
areas for related work. Finally, section [§ concludes the paper.

2 CardSpace

2.1 Introduction

CardSpace provides a secure and consistent way for users to control and manage
personal data, to review personal data before sending it to a website, and to
verify the identity of visited websites. It enables websites to obtain data from
users, e.g. to support user authentication and authorisation.

Digital identities are represented to users as Information Cards (or InfoCards).
There are two types of InfoCards: personal (self-issued) cards, and managed
cards issued by remote IdPs. Personal cards are created by users themselves,
and the claims listed in such an InfoCard are asserted by the self-issued iden-
tity provider (SIP) that co-exists with the CardSpace identity selector (CIdS)
on the user machine. InfoCards, personal or managed, do not contain sensitive
information, but instead carry metadata indicating the types of personal data
associated with this identity, and from where assertions regarding this data can
be obtained. The data referred to by personal cards is stored on the user ma-
chine, whereas the data referred to by a managed card is held by the identity
provider (IdP) that issued it [2/34}5].

The proposed scheme can operate with both managed and personal cards.
However, in this paper we only describe its operation with personal cards because
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the security risks associated with such cards are much greater; any adversary who
has access to a logged-in Windows machine can use any of the personal cards
unless they are PIN-protected, which is not the default case. By contrast, use
of a managed card typically involves authentication by the issuing IdP. The use
of personal cards is described below; the use of managed cards is covered in the
relevant specifications [2I36//7].

By default, CardSpace is supported by Internet Explorer (IE) from version 7
onwards. Extensions to other browsers, such as Firefox!] and Safarﬂ also exist.
An updated version, CardSpace 2.0 Beta 2, was released, although Microsoft
announced in early 2011 that it will not ship; instead Microsoft has released
a technology preview of U-Provdl. In this paper we refer throughout to the
CardSpace version that is shipped by default as part of Windows Vista and
Windows 7, that is available as a free download for XP and Server 2003, and
which has been approved as an OASIS standard [7].

2.2 Personal Cards

The CIdS allows a user to create a personal card and populate its fields with
self-asserted claims. CardSpace restricts the contents of personal cards to non-
sensitive data. Prerequisites for use of a personal card include a CardSpace-
enabled relying party (RP) and a CardSpace-enabled user agent, e.g. a web
browser capable of invoking the CIdS. At the time that an InfoCard is created,
a card-specific ID and master key are also created and stored by the SIP (which
also stores the values of the claims for this card).

Using Personal Cards. When using personal cards, CardSpace adopts the
following protocol. We describe the protocol for the case where the RP does
not employ a security token service (STS), a software component responsible for
security policy and token management within an IdP and, optionally, within an
RP [6].

1. User agent — RP. HTTP/S request: GET (login page).

2. RP — user agent. HTTP/S response. A login page is returned containing
the CardSpace-enabling tags in which the RP security policy is embedded.

3. User — user agent. The RP web page offers the option to use CardSpace;
selecting this option activates the CIdS, which is passed the RP security
policy. Note that if this is the first time that this RP has been contacted,
the CIdS will display the identity of the RP and give the user the option to
either proceed or abort the protocol.

! https://addons.mozilla.org/en-US/firefox/addon/
openinfocard-identity-selector/

% http://www.hcep. org/safari-plug-in. html

3 http://blogs.msdn.com/b/card/archive/2011/02/15/
beyond-windows-cardspace. aspx
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4. CIdS — InfoCards. The CIdS, after evaluating the RP security policy, high-
lights those InfoCards matching the policy and greys out the rest. InfoCards
previously used for this RP are displayed in the upper half of the selector
screen.

5. User — CIdS. The user chooses a personal card. (Alternatively, the user
could create and choose a new personal card). The user can preview the
card (with its associated claims) to ensure that they are willing to release
the claim values. Of the claims specified in an InfoCard, only those requested
in the RP policy will be passed to the requesting RP.

6. CIdS = SIP. The CIdS creates and sends a SAML-based Request Secu-
rity Token (RST) to the SIP, which responds with a SAML-based Request
Security Token Response (RSTR).

7. CIdS — user agent — RP. The RSTR is passed to the user agent, which
forwards it to the RP.

8. RP — user agent. The RP validates the token, and, if satisfied, grants access.

Private Personal Identifiers (PPIDs). The PPID is an identifier linking a
specific InfoCard to a particular RP [2]. When a user first uses a personal card
at a particular RP, CardSpace generates a site-specific PPID by combining the
card ID with data taken from the RP certificate, and a site-specific signature key
pair by combining the card master key with data taken from the RP certificate.
In both cases, the domain name and/or IP address of the RP is used if no RP
certificate is available. After generation, the PPID and key pair are stored by
the SIP for use in future interactions with this RP.

Since the PPID and key pair are RP-specific, the PPID does not function as
a global user identifier, helping to enhance user privacy and reduce the impact
of PPID compromise. The CIdS displays a shortened version of the PPID to
protect against social engineering attacks and improve readability.

When a user first interacts with an RP using CardSpace, the RP retrieves
the PPID and the public key from the received SAML security token, and stores
them. If a personal InfoCard is re-used at a site, the supplied security token will
contain the same PPID and public key as used previously, and will be signed
using the corresponding private key. The RP compares the received PPID and
public key with its stored values, and verifies the digital signature.

The PPID could be used on its own as a shared secret to authenticate a user
to an RP. However, it is recommended that the associated (public) signature
verification key, as held by the RP, should always be used to verify the signed
security token to provide a more robust authentication method [2].

3 The Scheme

We next give an overview of the novel scheme, covering relevant operational
aspects.
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3.1 Entities Involved

The entities involved are:

a CardSpace-enabled RP (with which the user must have an account);

a CardSpace-enabled user agent (e.g. a suitable web browser such as IE);

— a handheld device capable of receiving smdd messages (e.g. a mobile phone);
and

software installed on the user PC (referred to throughout as the ‘adaptor’)
implementing the scheme described below.

The adaptor could be implemented as a browser extensiorﬁ7 which must be able
to read, inspect and modify browser-rendered web pages, and must also be able
to intercept CardSpace-issued RSTR tokens. In addition, it must be able to
generate and send a random, short-lived OTP to the user’s mobile phone, and
provide a means for the user to enter the OTP. Prior to use of the protocol, the
browser extension must be installed and provided with the phone number of the
user’s mobile phone.

3.2 Operation

The system operates as follows; a summary of the protocol is shown in figures [I]
and 2 Steps 1, 2, 4-7, and 10 are the same as steps 1, 2, 3-6, and 8, respectively,
of the CardSpace personal card protocol given in section

3. Adaptor — user agent. The adaptor scans the login page to detect whether
the RP website supports CardSpace. If so, it proceeds; otherwise it termi-
nates.

8. Unlike in the ‘standard’ case, the RSTR does not reach the RP; instead the
adaptor performs the following steps.

(a) CIdS — adaptor: RSTR. The adaptor intercepts the RSTR and tem-
porarily stores it.

(b) Adaptor: generates OTP. The adaptor computes (and temporarily stores)
a random, short-lived OTP.

(c) Adaptor — mobile phone: OTP. The adaptor sends the OTP to the
user’s mobile phone in an SMS message, sent via an HTTPS-protected
connection to the SMS Centre or SMS gateway of a wireless carrier or
SMS service provider. This method is adopted because it does not require
a special application to be installed on the user’s mobile phone, which

4 SMS (Short Messaging Service) allows mobile phones to exchange short messages of
at most 160 Latin characters; this service is supported by all GSM and 3G handsets.
Note that if the adaptor is implemented as a browser extension, then the CardSpace-
enabled RP must not employ an STS. Instead, the RP must express its security policy
using HTML/XHTML, and interactions between the CIdS and the RP must be based
on HTTP/S via a web browser (a simpler and probably more common scenario for
RP interactions). This is because a (JavaScript-based) browser extension is by itself
incapable of managing the necessary communications with an RP STS.

5
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3.A > UA, where A is