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A Mean Mutual Information Based Approach for 
Selecting Clustering Attribute 

Hongwu Qin, Xiuqin Ma, Jasni Mohamad Zain,  
Norrozila Sulaiman, and Tutut Herawan 
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Universiti Malaysia Pahang Lebuh Raya Tun Razak,  

Gambang 26300, Kuantan, Malaysia 
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Abstract. Rough set theory based attribute selection clustering approaches for 
categorical data have attracted much attention in recent years. However, they 
have some limitations in the process of selecting clustering attribute. In this pa-
per, we analyze the limitations of three rough set based approaches: total 
roughness (TR), min-min roughness (MMR) and maximum dependency attrib-
ute (MDA), and propose a mean mutual information (MMI) based approach for 
selecting clustering attribute. It is proved that the proposed approach is able to 
overcome the limitations of rough set based approaches. In addition, we define 
the concept of mean inter-class similarity to measure the accuracy of selecting 
clustering attribute. The experiment results show that the accuracy of selecting 
clustering attribute using our method is higher than that using TR, MMR and 
MDA methods. 

Keywords: Categorical data clustering, Mutual information, Clustering attribute. 

1   Introduction 

Cluster analysis is a data analysis tool used to group data with similar characteristics 
[1]. Recently, many researchers have contributed to categorical data clustering [1−8, 
10], where data objects are made up of non-numerical attributes. Especially, rough set 
theory based attribute selection clustering approaches for categorical data have at-
tracted much attention [1, 8, 10]. The key to these approaches is how to select only 
one attribute that is the best to cluster the objects at each time from many candidates 
of attributes. Mazlack et al. [8] proposed a technique using the average of the accu-
racy of approximation in the rough set theory called total roughness (TR), where the 
higher the total roughness is, the higher the accuracy of selecting clustering attribute. 
Parmar et al. [1] proposed a technique called Min-Min Roughness (MMR) for cate-
gorical data clustering. In selecting clustering attribute, the accuracy of approximation 
is measured using the well-known Marczeweski–Steinhaus metric applied to the 
lower and upper approximations of a subset of the universe in an information system 
[9]. However, MMR is the complementary of TR that produces the same accuracy 
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and complexity with TR technique [10]. Herawan et al. [10] proposed a new tech-
nique called maximum dependency attributes (MDA) for selecting clustering attrib-
ute, which is based on rough set theory by taking into account the dependency of 
attributes of the database. Compared to TR and MMR, MDA technique provides 
better performance.  

Due to the values of TR, MMR and MDA are all mainly determined by the cardi-
nality of lower approximation of an attribute with respect to other attributes, they 
select the same attribute as clustering attribute in most of cases. Meanwhile, the three 
techniques have the same limitations also, that is, they tend to select the attribute with 
fewer values. Selecting the attribute with fewer values might cause two problems. 
One problem is that if an attribute has single value, it will be selected as clustering 
attribute, which will block the process of clustering. The other problem is that fewer 
clusters will be produced by such attributes, and therefore each cluster includes more 
objects, as a result the similarities among the objects in each cluster will be decreased. 

To overcome the limitations of rough set based approaches, in this paper, we pro-
pose a mean mutual information (MMI) based approach to select clustering attribute 
in which the mutual information is used to measure the crispness of the clustering. In 
addition, we define the concept of mean inter-class similarity to measure the accuracy 
of selecting clustering attribute. The experiment results show that the accuracy of 
selecting clustering attribute using our method is higher than that using TR, MMR 
and MDA methods. Note that, COOLCAT [11] is also an information theory based 
algorithm for categorical data clustering. Different from our method, however, in [11] 
the entropy is used to measure the similarity among objects instead of attributes.   

The rest of the paper is organized as follows. Section 2 describes rough set theory 
in information systems. Section 3 briefly introduces three rough set based approaches 
TR, MMR and MDA and analyzes the limitations of them. Section 4 describes our 
method MMI and gives an illustrative example. The definition of mean inter-class 
similarity and comparison tests of MMI with TR, MMR and MDA methods are pre-
sented in Section 5. Finally, the conclusions are described in Section 6. 

2   Rough Set Theory 

The notion of information system provides a convenient tool for the representation of 
objects in terms of their attribute values. An information system as in [12] is a 4-tuple 
(quadruple) S = (U, A, V, f ), where U is a non-empty finite set of objects, A is a non-
empty finite set of attributes, ∪ Aa aVV

∈
= , Va is the domain (value set) of attribute a, 

f: U×A→V is a total function such that aVauf ∈),( , for every AUau ×∈),( , called 

information function. Based on the concept of information system, some basic defini-
tions in rough set theory are given as follows. 

 
Definition 1. Let S = (U, A, V, f ) be an information system and let B be any subset of 
A. Two elements Uyx ∈,  is said to be B-indiscernible (indiscernible by the set of 

attribute AB ⊆ in S) if and only if f(x, a) = f(y, a), for every Ba ∈ .   
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An indiscernibility relation induced by the set of attribute B, denoted by IND (B),  
is an equivalence relation. It is well-known that, an equivalence relation induces 
unique clustering. The clustering of U induced by IND (B) in S = (U, A, V, f ) denoted 
by U/B and the equivalence class in the clustering U/B containing Ux ∈ , denoted by 
[x]B. 

 
Definition 2. Let S = (U, A, V, f ) be an information system, let B be any subset of A 
and let X be any subset of U. The B-lower approximation of X, denoted by )(XB  and 

B-upper approximation of X, denoted by )(XB , respectively, are defined by 

}][|{)( XxUxXB B ⊆∈=   and  }][|{)( φ≠∩∈= XxUxXB B
 (1) 

The accuracy of approximation of any subset UX ⊆ with respect to AB ⊆ , de-
noted by )(XBα is measured by 

)(

)(
)(

XB

XB
XB =α  (2) 

Throughout the paper, |X| denotes the cardinality of X. 
The accuracy of approximation can also be interpreted using the well-known 

Marczeweski-Steinhaus (MZ) metric [9]. By applying the MZ metric to the lower and 
upper approximations of a subset UX ⊆  in information system S, we have 

)(1
)(

)(
1

)()(

)()(
1))(),(( X

XB

XB

XBXB

XBXB
XBXBD Bα−=−=

∪

∩
−=  (3) 

Definition 3. Let S = (U, A, V, f ) be an information system and let G and H be any 
subsets of A. G depends on H in a degree k, is denoted by GH k⇒ . The degree k is 

defined by 

U

XH
k GUX∑ ∈= /

)(
 (4) 

3   Analysis of Rough Set-Based Techniques 

3.1   TR Technique 

In an information system S, suppose that attribute Aai ∈  has k-different values, 

say kβ , k=1, 2, …, n. Let ),( kiaX β=  k=1, 2, …, n be subsets of the objects having 

k-different values of attribute ai. The roughness of TR technique of the 
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set ),( kiaX β=  k=1, 2, …, n with respect to aj, where ji ≠ , denoted by 

)( kia aXR
j

β= , as in [8] is defined as 

)(

)(
)(

kia

kia

kia
aX

aX
aXR

j

j

j β

β
β

=

=
== , k=1, 2, …, n (5) 

The mean roughness on attributes ai with respect to aj is defined as 

i

ia

j

j

a

V

k
kia

ia
V

aXR

aRough
∑

=
=

= 1

)(

)(

β
 

(6) 

The total roughness of attribute Aai ∈ with respect to attribute aj, where ji ≠ , de-

noted by TR(ai), is obtained by the following formula 

1

)(
)( 1

−
=
∑ =

A

aRough
aTR

A

j ia

i
j  (7) 

As stated in [8] that the attribute with the highest value of TR will be selected as 
clustering attribute. 

3.2   MMR Technique 

MMR technique uses MZ metric to measure the roughness of the set ),( kiaX β=  

k=1, 2, …, n with respect to aj, where ji ≠ , that is  

)(

)(
1)(

kia

kia

kia
aX

aX
aXMMR

j

j

j β

β
β

=

=
−==  (8) 

The mean roughness on attributes ai with respect to aj is defined as 

i

ia

j

j

a

V

k
kia

ia
V

aXMMR

aMMRough
∑

=
=

= 1

)(

)(

β
 

(9) 

The value of mean roughness is the opposite of that TR technique [10], i.e. 

)(1)( iaia aRoughaMMRough
jj

−=  (10) 
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Next, given m attributes, Min-Roughness (MR) of attribute )( Aaa ii ∈ is defined as 

))(),...,(),...,(()(
1 iaiaiai aMMRoughaMMRoughaMMRoughMinaMR

mj
=  (11) 

where ji aa ≠ , mj ≤≤1 . 

MMR technique selects the attribute with the minimum value of MR as clustering 
attribute, i.e. 

))(),...,(),...,(( 1 mi aMRaMRaMRMinMMR =  (12) 

3.3   MDA Technique 

Given any attribute ai, aj, )( ia ak
j

refer to ai depends on aj in degree k, is obtained by 

Eq. (4) as follows 

U

Xa
ak i

j

aUX j

ia

∑ ∈= /
)(

)(  (13) 

Next, Max-Dependency (MD) of attribute )( Aaa ii ∈ is defined as 

))(),...,(),...,(()(
1 iaiaiai akakakMaxaMD

mj
=  (14) 

After obtaining the m values of )( iaMD , mi ,...,2,1= . MDA technique selects the 

attribute with the maximum value of MD as clustering attribute, i.e. 

))(),...,(),...,(( 1 mi aMDaMDaMDMaxMDA =  (15) 

3.4   Limitations of Rough Set Based Techniques 

In [10], four test cases are used to compare and evaluate TR, MMR and MDA tech-
niques. Four experiment results show that the three techniques always choose same 
attribute as the clustering attribute. This is actually not an occasional case. There is an 
inherent similarity among the three techniques although they look different. The simi-
larity lies that the values of TR, MMR and MDA are all mainly determined by the 
cardinality of lower approximation of an attribute with respect to other attributes. 
There are two situations in which the cardinality of lower approximation is much 
higher. The first situation is that the clustering of objects induced by indiscernibility 
relation on one attribute is highly similar to that induced by other attributes. The other 
situation is that the size of domain of an attribute is relatively small. Selecting such 
attribute in the situation will cause two problems. To illustrate the problems, let us 
first see a simple example. 
 

Example 1. Suppose we have four objects with three categorical attributes: color, 
shape and size as shown in Table 1.  
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Table 1. An objects data set 

Object Color Shape Size 
1 red triangle small 
2 red circle big 
3 red triangle small 
4 red circle big 

Applying the TR, MMR and MDA techniques to select clustering attribute respec-
tively, the values of  TR, MMR and MDA of all attributes can be summarized in Ta-
bles 2, 3, and 4, respectively. Note that three attributes have the same MMR and 
MDA, so Second MMR and Second MDA are used as shown in Table 3 and Table 4. 

Table 2. The total roughness of all attributes in Table 1 using TR technique 

Attribute (w.r.t) Color Shape Size TR 
Color - 1 1 1 
Shape 0 - 1 0.5 
Size      0 1 - 0.5 

Table 3. The minimum-minimum roughness of all attributes in Table 1 using MMR technique 

Attribute (w.r.t) Color Shape Size MMR Second MMR 
Color - 0 0 0 0 
Shape 1 - 0 0 1 
Size 1 0 - 0 1 

Table 4. The degree of dependency of all attributes in Table 1 using MDA technique 

Attribute (w.r.t) Color Shape Size MDA Second MDA 
Color - 1 1 1 1 
Shape 0 - 1 1 0 
Size 0 1 - 1 0 

 
According to the values of TR, MMR and MDA, the three techniques will select 

same attribute Color as clustering attribute. However, attribute Color has single value, 
selecting it as clustering attribute is obviously inappropriate because it cannot parti-
tion the objects. 

Besides single-value problem, Example 1 also implies that the three techniques 
tend to select the attribute with fewer values. The fewer values an attribute has,  
the fewer clusters will be produced, and therefore each cluster includes more  
objects. Consequently, the similarities among the objects in each cluster will be  
decreased. More details about similarity and comparison tests will be described in 
Section 5. 
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4   Mean Mutual Information (MMI) Approach 

To overcome the limitations of rough set based approaches, in this section we propose 
MMI based approach to select clustering attribute. Based on the notion of information 
system as stated in Section 2, we give some definitions as follows. 

 
Definition 4. Let S = (U, A, V, f ) be an information system, if Aai ∈ is any attribute 

and },...,,{/ 21 mi XXXaU = ,  the entropy of ai is defined as 

∑
=

−=
m

i
iii XPXPaE

1
2 ))((log)()(  (16) 

where UX i ⊆ , 
U

X
XP i

i =)( . 

Definition 5. Let S = (U, A, V, f ) be an information system, if Aaa ji ∈, are two any 

attributes and },...,,{/ 21 mi XXXaU = , },...,,{/ 21 nj YYYaU = , the conditional en-

tropy (CE)of aj with respect to ai is defined as 

∑∑
==

−=
m

i
ijij

n

j
jja XYPXYPYPaCE

i

1
2

1

))((log)()()(  (17) 

where UYX ji ⊆, ,
j

ij
ij

Y

XY
XYP

∩
=)( , i=1,2,…,m and j=1,2,...,n. 

Definition 6. Let S = (U, A, V, f ) be an information system, if Aaa ji ∈, are two any 

attributes and },...,,{/ 21 mi XXXaU = , },...,,{/ 21 nj YYYaU = , the mutual informa-

tion (MI)of aj with respect to ai is defined as  

)()()( jaija aCEaEaMI
ii

−=  (18) 

Definition 7. Let S = (U, A, V, f ) be an information system, if Aai ∈ is any attribute, 

the mean mutual information of ai is defined as  

1

)(

)( ,1

−
=

∑
≠=

A

aMI

aMMI

A

ijj
ja

i

i

 
(19) 

In the above definitions, MI is a measurement to the similarity between two attributes 
ai and aj, concretely, the similarity between U/ai and U/aj. From the view of cluster-
ing, the higher MI is, the higher the crispness of the clustering. Based on these defini-
tions, we present the MMI algorithm as shown in Fig .1.  
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Algorithm: MMI 
Input: Data set  
Output: Clustering attribute 
Begin 

1. Compute the equivalence classes using the  
indiscernibility relation on each attribute. 

2. Compute the entropy of ai and the conditional 

entropy of all aj with respect to ai, where ji ≠ . 

3. Compute the mutual information of all aj with 

respect to ai, where ji ≠ . 

4. Compute the MMI of ai. 
5. Select the attribute with the highest mean  

mutual information as clustering attribute. 
   End 

 

Fig. 1. The MMI algorithm 

Next, we present an illustrative example of the MMI algorithm. 
 

Example 2. Table 5 shows an animal world data set as in [13]. There are nine animals 
with nine categorical attributes. 

Table 5. Animal world data set from [13] 

Animal Hair Teeth Eye Feather Feet Eat Milk Fly Swim 
Tiger Y pointed forward N claw meat Y N Y 
Cheetah Y pointed forward N claw meat Y N Y 
Giraffe Y blunt side N hoof grass Y N N 
Zebra Y blunt side N hoof grass Y N N 
Ostrich N N side Y claw grain N N N 
Penguin N N side Y web fish N N Y 
Albatross N N side Y claw grain N Y Y 
Eagle N N forward Y claw meat N Y N 
Viper N pointed forward N N meat N N N 

 
First, we deal with attribute Hair. There are two partitions of U induced by indis-

cernibility relation on attribute Hair, i.e. 

U/Hair = {{Tiger, Cheetah, Giraffe, Zebra},  
                                 {Ostrich, Penguin, Albatross, Eagle, Viper}}. 

Applying the Eq.(16), the entropy of  attribute Hair can be calculated as follows. 

E (Hair) = 
9

5
log

9

5

9

4
log

9

4
22 −−  = 0.991 

Applying the Eq.(17), the conditional entropy of  attribute Teeth with respect to 
Hair can be calculated as follows. 

CEHair (Teeth) = 1log
9

4
1log

9

2
)

3

1
log

3

1

3

2
log

3

2
(

9

3
2222 −−+− = 0.306 

Then, the mutual information of Teeth with respect to Hair is obtained by Eq.(18). 

                           MIHair (Teeth) = E (Hair)- EHair (Teeth) = 0.685 
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With the same process, we can get the conditional entropy and mutual information 
of other attributes with respect to Hair as shown in Table 6. 

Table 6. CE and MI of other attributes with respect to Hair 

 Teeth Eye Feather Feet Eat Milk Fly Swim 
CEHair (.) 0.306 0.984 0.401 0.539 0.444 0.000 0.766 0.984 
MIHair (.) 0.685 0.007 0.590 0.452 0.547 0.991 0.225 0.007 

 
Subsequently, MMI of attribute Hair can be computed by Eq.(23).as 

MMI(Hair)  =  
8

0.0070.2250.9910.5470.4520.5900.0070.685 +++++++
= 0.438 

Next, we deal with other attributes with the same process as Hair. The MI and 
MMI of all attributes can be summarized in Table 7. 

Table 7. MI and MMI of all attributes in Table 5 

Attribute Hair Teeth Eye Feather Feet Eat Milk Fly Swim MMI 
Hair - 0.685 0.007 0.590 0.452 0.547 0.991 0.225 0.007 0.438 
Teeth 0.685 - 0.631 0.991 0.991 1.170 0.685 0.320 0.241 0.714 
Eye 0.007 0.631 - 0.091 0.452 0.991 0.007 0.003 0.007 0.274 
Feather 0.590 0.991 0.091 - 0.452 0.631 0.590 0.320 0.007 0.459 
Feet 0.452 0.991 0.452 0.452 - 1.297 0.452 0.225 0.452 0.596 
Eat 0.547 1.170 0.991 0.631 1.297 - 0.547 0.181 0.324 0.711 
Milk 0.991 0.685 0.007 0.590 0.452 0.547 - 0.225 0.007 0.438 
Fly 0.225 0.320 0.003 0.320 0.225 0.181 0.225 - 0.003 0.188 
Swim 0.007 0.241 0.007 0.007 0.452 0.324 0.007 0.003 - 0.131 

 
From Table 7, it can be seen that attribute Teeth has the highest MMI, therefore 

Teeth is selected as clustering attribute, which is different from the result of TR, 
MMR and MDA techniques. 

With MMI algorithm, there is no need to worry about the problem of selecting sin-
gle-value attribute as clustering attribute we mentioned in Section 2. Proposition 1 
and its proof validate this view. 

 
Proposition 1. In an information system S = (U, A, V, f ), if an attribute has single 
value, it is certain not to be selected as clustering attribute using MMI technique. 
 
Proof. Suppose attribute ai has single value β . With MMI technique, we have, 

 E(ai) = 0, 
0)( =ja aCE

i
,   j=1,…,|A| and ij ≠ . 

Then,  
0)( =ja aMI

i
,  j=1,…,|A| and ij ≠ . 

0)( =iaMMI . 

That means ai has the lowest value of MMI, hence it will not be selected as clustering 
attribute.                                                                                                                         □ 
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5   Comparison Tests 

The four techniques TR, MMR, MDA and MMI use different methods in selecting 
clustering attribute. Measuring the accuracy of selected clustering attribute in a just 
manner is a non-trivial task. In [10], total roughness stated as in Eq.(7) is used to 
measure the accuracy. However, TR technique selects the attribute with highest total 
roughness as clustering attribute; hence it is obviously unfair to other techniques us-
ing total roughness to measure the accuracy. In view of the purpose of cluster analysis 
is to group data with similar characteristics, we define mean inter-class similarity to 
measure the accuracy. Based on an information system S = (U, A, V, f ), we have the  
following definitions. 
 
Definition 8. Given any two objects Uxx ji ∈, , the similarity between xi and xj is 

defined as 

A

axfaxfAa
xxS

kjkik
ji

)},(),({
),(

=∈
= , k =1, 2, …, |A|. (20) 

Definition 9. Suppose Aa j ∈  is selected as clustering attribute and the clustering 

},...,,{/ 21 mj XXXaU = , where any equivalence class },...,,{ 21 iXiiii xxxX = . The 

mean similarity (MS) of xij with respect to other objects is defined as 

1

),(

)( ,1

−
=
∑

≠=

i

X

jkk
ikij

ij X

xxS

xMS

i

 
(21) 

Definition 10. Suppose Aa j ∈  is selected as clustering attribute and the clustering 

},...,,{/ 21 mj XXXaU = , where any equivalence class },...,,{ 21 iXiiii xxxX = . The 

inter-class similarity (CS) is defined as  

i

X

j
ij

i X

xMS

XCS

i

∑
== 1

)(

)(  
(22) 

Definition 11. Suppose Aa j ∈  is selected as clustering attribute and the clustering 

},...,,{/ 21 mj XXXaU = , the mean inter-class similarity (MCS) is defined as  

m

XCS

aMCS

m

i
i

j

∑
== 1

)(

)(  
(23) 
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The higher the mean inter-class similarity is the higher the accuracy of the selected 
clustering attribute. 

Two data sets are considered to compare and evaluate the accuracy of each tech-
nique: animal world data set from Hu [13] and the student’s enrollment qualifications 
dataset from Herawan et al. [10]. 

5.1   Animal World Data Set in Hu [13] 

Table 5 shows the animal world data set in [13]. With TR, MMR and MDA tech-
niques, the attribute Hair is chose as clustering attribute as presented in [10]. Using 
MMI technique, we got the clustering attribute Teeth in Example 3. Let us measure 
the accuracy of attribute Hair first. 

Firstly, obtain the equivalence classes induced by indiscernibility relation on at-
tribute Hair. There are two equivalence classes as follows: 

X1 = X (Hair = Y) = { Tiger, Cheetah, Giraffe, Zebra },   
X2 = X (Hair = N) = { Ostrich, Penguin, Albatross, Eagle, Viper }. 

Secondly, calculate the similarity, mean similarity, and inter-class similarity. We 
take animal Tiger in X1 as an example. Applying Eq. (20), we have 

S(Tiger, Cheetah) =1, S(Tiger, Giraffe) = 0.444,  S(Tiger, Zebra) = 0.444. 

Applying Eq. (21), the mean similarity of Tiger with respect to other animals in X1 
is calculated as follows: 

MS(Tiger) = 630.0
3

444.0444.01 =++
 

With the same process, the similarity and mean similarity of other animals in X1 are 
calculated and summarized as in Table 8.  

Table 8. The similarity, MS and CS of all animals in X1 induced by Hair 

Animal Tiger  Cheetah    Giraffe Zebra MS CS 
Tiger -  1.000    0.444 0.444 0.630 
Cheetah 1.000  -    0.444 0.444 0.630 
Giraffe 0.444  0.444    - 1.000 0.630 
Zebra 0.444  0.444    1.000 - 0.630 

0.630 

 
Applying Eq. (22), the inter-class similarity of X1 is calculated below. 

CS(X1) = 630.0
4

630.0630.0630.0630.0 =+++
. 
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Using the same way, we obtain CS(X2) = 0.544.  
Lastly, using Eq. (23), the mean inter-class similarity is calculated as follows: 

MCS(Hair) = 587.0
2

544.0630.0 =+
. 

Next, we measure the accuracy of Teeth obtained by MMI technique. 
There are three equivalence classes induced by indiscernibility relation on attribute 

Teeth, i.e. 

X1 = X (Teeth = Pointed) = {Tiger, Cheetah, Viper},   
X2 = X (Teeth = Blunt) = {Giraffe, Zebra}, 
X3 = X (Teeth = N) = {Ostrich, Penguin, Albatross, Eagle}. 

The similarity, mean similarity and inter-class similarity for X1, X2, and X3 are cal-
culated the same way we did on attribute Hair. The inter-class similarities of X1, X2, 
X3 are 0.704, 1, and 0.648, respectively. 

Using Eq. (23), the mean inter-class similarity is calculated as follows 

MCS (Teeth) = 0.784
3

648.00.1704.0 =++
. 

The result illuminates that the mean inter-class similarity of the equivalence classes 
induced by attribute Teeth is 0.784, which is higher than that of attribute Hair. Fig.2 
illustrates the accuracy of selecting clustering attributes by four techniques. 
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Fig. 2. The accuracy of TR, MMR, MDA and MMI techniques for animal world data set 

5.2   The Student’s Enrollment Qualifications in Herawan et al. [10] 

Table 9 shows an information system of student’s enrollment qualification in [10]. 
There are eight objects with seven categorical attributes. 
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Table 9. An information system of student’s enrollment qualification in [10] 

Student Degree English Exp IT Math Prog Stat 
1 Ph.D good medium good good good good 
2 Ph.D medium medium good good good good 
3 M.Sc medium medium medium good good good 
4 M.Sc medium medium medium good good medium 
5 M.Sc medium medium medium medium medium medium 
6 M.Sc medium medium medium medium medium medium 
7 B.Sc medium good good medium medium medium 
8 B.Sc bad good good medium medium good 

 
With TR, MMR and MDA techniques, the attribute Exp is chose as clustering at-

tribute as presented in [10]. Using MMI technique, the mutual information and MMI 
of all attributes can be summarized as in Table 10. 

Table 10. MI and MMI of all attributes in Table 9 

Attribute Degree English Exp IT Math Prog Stat MMI 
Degree - 0.561 0.811 1.000 0.500 0.500 0.344 0.619 
English 0.561 - 0.324 0.311 0.250 0.250 0.311 0.335 
Exp 0.811 0.324 - 0.311 0.311 0.311 0.000 0.345 
IT 1.000 0.311 0.311 - 0.000 0.000 0.189 0.302 
Math 0.500 0.250 0.311 0.000 - 1.000 0.189 0.375 
Prog 0.500 0.250 0.311 0.000 1.000 - 0.189 0.375 
Stat 0.344 0.311 0.000 0.189 0.189 0.189 - 0.204 

 
From Table 10, we can see that attribute Degree has the highest MMI; therefore 

Degree is selected as clustering attribute. 
Next, let us measure the accuracy of selected clustering attributes. In this case, the 

process to evaluate the four techniques is the same as in animal world data set.  
For attribute Exp, there are two equivalence classes: 

X1 = X (Exp = medium) = {1, 2, 3, 4, 5, 6},   
X2 = X (Exp = good) = {7, 8}. 

Applying the Eq. (20) through Eq. (22), we obtain CS(X1) = 0.562, CS(X2) = 0.714. 
The mean inter-class similarity is calculated as follows 

MCS (Exp) = 0.638
2

714.0562.0 =+
 

For attribute Degree, there are three equivalence classes: 

X1 = X (Degree = Ph.D) = {1, 2},   
X2 = X (Degree = M.Sc ) = {3, 4, 5, 6}, 
X3 = X (Degree = B.Sc) = {7, 8}. 
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Similarly, we obtain CS(X1) = 0.857, CS(X2) = 0.738, and CS(X1) = 0.714, respec-
tively. The mean inter-class similarity is calculated as follows 

MCS (Degree) = 0.770
3

714.0738.0857.0 =++
 

The result illuminates that the mean inter-class similarity of the equivalence classes 
induced by attribute Degree is 0.770, which is higher than that of attribute Exp. Fig.3 
illustrates the accuracy of selecting clustering attributes by four techniques. 

0

0.2

0.4

0.6

0.8

1

TR MMR MDA MMI

M
ea

n
 o

f 
In

te
r-

C
la

ss
 

S
im

il
ar

it
y

Accuracy

 

Fig. 3. The accuracy of TR, MMR, MDA and MMI techniques for student’s enrollment qualifi-
cation data set 

The results of above two experiments show that the accuracy of selecting cluster-
ing attribute using MMI technique is higher than that using TR, MMR and MDA 
techniques. 

6   Conclusion 

Currently, applying rough set theory in the process of selecting clustering attribute is 
one of popular approaches. However, there are some inherent limitations in the rough 
set based method. In this paper, we analyze the limitations of three rough set based 
methods: total roughness (TR), min-min roughness (MMR) and maximum depend-
ency attribute (MDA), and propose a mean mutual information (MMI) based method 
for selecting clustering attribute. It is proved that the proposed approach can over-
come the limitations of rough set based method. In addition, we define the concept of 
mean inter-class similarity to measure the accuracy of selecting clustering attribute. 
The experiment results on two data sets shows that the accuracy of selecting cluster-
ing attribute using our method is higher than that using TR, MMR and MDA meth-
ods. The proposed approach could be integrated into clustering algorithm based on 
attributes selection for categorical data. 
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Abstract. In this paper, we define a soft set model on the set of equivalence 
classes in an information system, which can be easily applied to obtaining  
approximation sets of rough set. Furthermore, we use it to select clustering at-
tribute for categorical data clustering and a heuristic algorithm is presented. Ex-
periment results on UCI benchmark data sets show that the proposed approach 
provides faster decision for selecting a clustering attribute as compared with 
maximum dependency attributes (MDA) approach. 

Keywords: Soft set, Rough set, Information system, Clustering attribute.  

1   Introduction 

In 1999, Molodtsov [1] proposed soft set theory as a new mathematical tool for deal-
ing with vagueness and uncertainties. Where soft set theory is different from tradi-
tional tools for dealing with uncertainties, such as the theory of probability, the theory 
of fuzzy sets, is that it is free from the inadequacy of the parametrization tools of 
those theories. At present, work on the soft set theory is progressing rapidly both in 
theoretical models and applications. Recently, the relation between the rough set and 
soft set has also attracted much attention. Feng et al. [4] investigated the problem of 
combining soft sets with fuzzy sets and rough sets. Three different types of hybrid 
models were presented, which were called rough soft sets, soft rough sets and soft-
rough fuzzy sets, respectively. Herawan and Mat Deris give a direct proof in [5] that 
every rough set is a soft set. 

Rough set theory [2], introduced by Z. Pawlak in 1982, is a mathematical tool to 
deal with vagueness and uncertainty. It has been widely used in many branches of 
artificial intelligence and data mining. The original goal of the rough set theory is 
induction of approximations of concepts. The idea consists of approximation of a 
subset by a pair of two precise concepts called the lower approximation and upper 
approximation. Intuitively, the lower approximation of a set consists of all elements 
that surely belong to the set, whereas the upper approximation of the set constitutes of 
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all elements that possibly belong to the set. The difference of the upper approximation 
and the lower approximation is a boundary region. It consists of all elements that 
cannot be classified uniquely to the set or its complement, by employing available 
knowledge. 

In this paper, we propose a soft set model on information system. The soft set 
model is constructed over the set of equivalence class instead of the set of single ob-
ject. Then we apply the soft set model to obtaining approximation sets of rough set. 
Furthermore, we use it to select clustering attribute for categorical data cluster and a 
heuristic algorithm is presented. Experiment results on UCI benchmark data sets show 
that the proposed approach provides faster decision for selecting a clustering attribute 
as compared with maximum dependency attributes (MDA) approach.  

The rest of this paper is organized as follows. The following section briefly re-
views some basic definitions in rough set theory and soft sets. Section 3 describes the 
construction of soft set model on information system. Section 4 shows the application 
of the proposed model in Selecting Clustering Attributes. Section 5 makes compari-
son between MDA approach and the proposed technique. Finally, conclusions are 
given in Section 6. 

2   Preliminaries 

The notion of information system provides a convenient tool for the representation of 
objects in terms of their attribute values. An information system as in [3] is a 4-tuple  
S = (U, A, V, f ), where U is a non-empty finite set of objects, A is a non-empty finite 
set of attributes, ∪ Aa aVV

∈
= , Va is the domain (value set) of attribute a, f: U×A→V 

is a total function such that aVauf ∈),( , for every AUau ×∈),( , called information 

function. Next, we review some basic definitions with regard to rough set and soft set. 
 
Definition 1. Let S = (U, A, V, f ) be an information system and let B be any subset of 
A. Two elements Uyx ∈,  is said to be B-indiscernible (indiscernible by the set of 

attribute AB ⊆ in S) if and only if f(x, a) = f(y, a), for every Ba ∈ .  
  
An indiscernibility relation induced by the set of attribute B, denoted by IND (B), is 
an equivalence relation. It is well-known that, an equivalence relation induces unique 
partition. The partition of U induced by IND (B) in S = (U, A, V, f ) denoted by U/B 
and the equivalence class in the partition U/B containing Ux ∈ , denoted by [x]B. 

 
Definition 2. Let S = (U, A, V, f ) be an information system, let B be any subset of A 
and let X be any subset of U. The B-lower approximation of X, denoted by )(XB  and 

B-upper approximation of X, denoted by )(XB , respectively, are defined by  

}][|{)( XxUxXB B ⊆∈=   and  }][|{)( φ≠∩∈= XxUxXB B
 (1) 
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The accuracy of approximation of any subset UX ⊆ with respect to AB ⊆ , de-
noted by )(XBα is measured by  

)(

)(
)(

XB

XB
XB =α  (2) 

Throughout the paper, |X| denotes the cardinality of X.  
 

Definition 3. Let S = (U, A, V, f ) be an information system and let G and H be any 
subsets of A. G depends on H in a degree k, is denoted by GH k⇒ . The degree k is 

defined by 

U

XH
k GUX∑ ∈= /

)(
 (3) 

Let U be an initial universe of objects, E be the set of parameters in relation to objects 
in U, P(U) denotes the power set of U. The definition of soft set is given as follows. 

 
Definition 4. A pair (F, E) is called a soft set over U, where F is a mapping given by  

F: E → P(U) 

From the definition, a soft set (F, E) over the universe U is a parameterized family of 
subsets of the universe U, which gives an approximate description of the objects in U. 
For any parameter Ee ∈ , the subset UeF ⊆)( may be considered as the set of e-

approximate elements in the soft set (F, E). 
  

Example 1. Let us consider a soft set (F, E) which describes the “attractiveness of 
houses” that Mr. X is considering to purchase. Suppose that there are six houses in 
the universe U = {h1, h2, h3, h4, h5, h6} under consideration and E = {e1, e2, e3, e4, e5} 
is the parameter set, where ei (i =1,2,3,4,5) stands for the parameters “beautiful”, 
“expensive”, “cheap”, “good location” and “wooden” respectively. Consider the 
mapping F: E → P(U) given by “houses (.)”, where (.) is to be filled in by one of 
parameters Ee ∈ . Suppose that F(e1)={h1, h3, h6}, F(e2)={h1, h2, h3, h6}, F(e3)={h4, 
h5}, F(e4)={h1, h2, h6}, F(e5)={h5}. Therefore, F(e1) means “houses (beautiful)”, 
whose value is the set {h1, h3, h6}. 
 

In order to facilitate storing and dealing with soft set, the binary tabular representa-
tion of soft set is often given in which the rows are labeled by the object names and 
columns are labeled by the parameter names, and the entries are denoted 
by ),...2,1,,...2,1,,(),)(( nxmjUxEexeF ijij ==∈∈ . If )( ji eFx ∈ , then F(ej)(xi) =1, 

otherwise F(ej)(xi) =0. Table 1 is the tabular representation of the soft set (F, E) in 
Example 1.  
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Table 1. Tabular representation of the soft set (F, E) 

U e1 e2 e3 e4 e5 

h1 1 1 0 1 0 

h2 0 1 0 1 0 

h3 1 1 0 0 0 

h4 0 0 1 0 0 

h5 0 0 1 0 1 

h6 1 1 0 1 0 

3   A Soft Set Model on Equivalence Classes  

There are many applications on information system including computation related to 
equivalence classes or attributes. The computation may be intersection, union of the 
sets of equivalence classes or dependency degree among attributes. It is inconvenient 
to execute these operations directly on the information system; therefore, based on the 
basic definition of soft set as in Definition 4, we construct a soft set model over 
equivalence classes to facilitate the computation related to equivalence classes and 
attributes. The soft set model is defined as follows. 

 
Definition 5. Given S = (U, A, V, f ) be an information system, let U/A denotes the set 
of all equivalence classes in the partitions U/ai ( Aai ∈ and i =1,2,…,|A|).  Let U ′ = 

U/A be the initial universe of objects, E = U/A be the set of parameters, P(U ′ ) de-
notes the power set of U ′ , and define mapping F: E → P(U ′ ), we call the pair (F, E) 
a soft set model over equivalence classes. 

 
From this definition, for any equivalence class Ee ∈ , UeF ′⊆)( is the set of equiva-

lence classes which have some certain relations with e. By defining different mapping 
F, we can construct different soft sets to meet various requirements. Table 2 shows 
the tabular representation of the soft set over equivalence classes. 

Table 2. Tabular representation of the soft set over equivalence classes 

U ′  e1 e2 ei … em 

x1 F(e1)( x1) F(e2)( x1) F(ei)( x1) … F(em)( x1) 

x2 F(e1)( x2) F(e2)( x2) F(ei)( x2) … F(em)( x2) 

xi F(e1)( xi) F(e2)( xi) F(ei)( xi) … F(em)( xi) 

… … … … … … 

xm F(e1)( xm) F(e2)( xm) F(ei)( xm) … F(em)( xm) 
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Because U ′ =E, hence in Table 2 ei = xi (i=1, …, m), where m =|U/A| = ||U ′ . 
F(ei)( xi) equal 0 or 1.  

Based on the proposed soft set model, in detail,  we construct two soft sets to com-
pute lower and upper approximation sets of an equivalence class or attribute with 
respect to other attributes in rough set. 

We define two mappings F1, F2: E → P(U ′ ) as follows, 

(1)  F1 : Subsetof (E) 
(2)  F2 : HasIntersectionWith (E) 

For any equivalence class Ee ∈ , UeF ′⊆)(1 is the set of equivalence classes which 

are subsets of e,  UeF ′⊆)(2  is the set of equivalence classes which have intersection 

with e. Having the two mappings, we can construct two soft sets (F1, E) and (F2, E). 
An illustrative example of the two soft sets is given in Example 2. 

 
Example 2.  We consider the information system as shown in Table 3, where U = {x1 

=1, x2 =2, x3 =3, x4 =4, x5 =5}, A = {a1 =Shape, a2 =Color, a3 =Area}. 

Table 3. An information system of objects’ appearance 

U Shape Color Area 
1 Circle Red  Big 
2 Circle Red Small 
3 Triangle Blue Small 
4 Triangle Green Small 
5 Circle Blue Small 

 
From Table 3, there are three partitions of U induced by indiscernibility relation on 

each attribute, i.e. 

   U/ a1 = {{1,2,5},{3,4}}, U/ a2 = {{1,2}, {3,5},{4}}, U/ a3= {{1},{2,3,4,5}}. 

We firstly construct the soft set (F1, E). We have 

   U/A = {{1,2,5},{3,4}, {1,2}, {3,5},{4}, {1},{2,3,4,5}}. 

Consequently, 
   U ′ = E = U/A, and then we can obtain 

   F1({1,2,5}) = Subsetof({1,2,5}) ={{1,2,5},{1,2}, {1}}; 
   F1 ({3,4}) = Subsetof({3,4}) ={{3,4},{4}}; 
   F1 ({1,2}) = Subsetof({1,2}) ={{1,2},{1}}; 
   F1 ({3,5}) = Subsetof({3,5}) ={{3,5}}; 
   F1 ({4}) = Subsetof({4}) ={{4}}; 
   F1 ({1}) = Subsetof({1}) ={{1}}; 
   F1 ({2,3,4,5}) = Subsetof({2,3,4,5}) ={{3,4},{3,5},{4},{2,3,4,5}}. 

The tabular representation of the soft set (F1, E) is showed in Table 4.  
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Table 4. The tabular representation of the soft set (F1, E) 

U ′  e1 {1,2,5} e2 {3,4} e3 {1,2} e4 {3,5} e5 {4} e6 {1} e7{2,3,4,5} 

x1 {1,2,5} 1 0 0 0 0 0 0 
x2 {3,4} 0 1 0 0 0 0 1 
x3 {1,2} 1 0 1 0 0 0 0 
x4 {3,5} 0 0 0 1 0 0 1 
x5 {4} 0 1 0 0 1 0 1 
x6 {1} 1 0 1 0 0 1 0 
x7{2,3,4,5} 0 0 0 0 0 0 1 

 
Similarly, we can construct the soft set (F2, E). We have 

   U/A = {{1,2,5},{3,4}, {1,2}, {3,5},{4}, {1},{2,3,4,5}}. 
   U ′ = E = U/A, and then we can obtain 

F2({1,2,5})=HasIntersectionWith ({1,2,5}) ={{1,2,5},{1,2}, {3,5},{1},{2,3,4,5}}; 
F2 ({3,4}) = HasIntersectionWith ({3,4}) ={{3,4},{3,5},{4},{2,3,4,5}}; 
F2 ({1,2}) = HasIntersectionWith ({1,2}) ={{1,2,5},{1,2},{1},{2,3,4,5}}; 
F2 ({3,5}) = HasIntersectionWith ({3,5}) ={{1,2,5},{3,4},{3,5},{2,3,4,5}}; 
F2 ({4}) = HasIntersectionWith ({4}) ={{3,4},{4},{2,3,4,5}}; 
F2 ({1}) = HasIntersectionWith ({1}) ={{1,2,5},{1,2},{1}}; 
F2 ({2,3,4,5}) = Subsetof({2,3,4,5}) ={{1,2,5}, {3,4},{1,2},{3,5},{4},{2,3,4,5}}. 

The tabular representation of the soft set (F2, E) is showed in Table 5. 

Table 5. The tabular representation of the soft set (F2, E) 

U ′  e1 {1,2,5} e2 {3,4} e3 {1,2} e4 {3,5} e5 {4} e6 {1} e7{2,3,4,5} 

x1 {1,2,5} 1 0 1 1 0 1 1 
x2 {3,4} 0 1 0 1 1 0 1 
x3 {1,2} 1 0 1 0 0 1 1 
x4 {3,5} 1 1 0 1 0 0 1 
x5 {4} 0 1 0 0 1 0 1 
x6 {1} 1 0 1 0 0 1 0 
x7{2,3,4,5} 1 1 1 1 1 0 1 

 
Based on the soft sets (F1, E) and (F2, E), we build computational model for lower 

and upper approximation sets below. 
The lower approximation of parameter ej with respect to attribute ai is defined as 

}/,...,1,1))(({)( 1 ikjkji aUDDkxeandFxxxea ++==∈= 　  (4) 

where D refers to the total number of equivalence classes in the partitions U/a 

l(l=1,…,i-1), namely ∑
−

=

=
1

1

/
i

l
laUD , Uxk ′∈ is one of the equivalence classes in-

duced by U/ai, }1,0{))((1 ∈kj xeF  is the entry of the tabular representation of the soft 

set (F1, E). 
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The cardinality of )( ji ea can be calculated as 

∑
+

+=

⋅=
iaUD

Dk
kkjji xxeFea

/

1
1 ))(()(  (5) 

The lower approximation of attribute aj with respect to attribute ai is defined as 

}/,...,1),({)( jkiji aUDDkeaxxaa ++=∈=  (6) 

where ∑
−

=

=
1

1

/
j

l
laUD . 

The cardinality of )( ji aa can be calculated as 

∑
+

+=

=
jaUD

Dk
kiji eaaa

/

1

)()(  (7) 

Similarly, the upper approximation of parameter ej with respect to attribute ai is de-
fined as 

}/,...,1,1))(({)( 2 ikjkji aUDDkxeandFxxxea ++==∈= 　  (8) 

where D has the same meaning as in Eq. (4), namely ∑
−

=

=
1

1

/
i

l
laUD , 

}1,0{))((2 ∈kj xeF  is the entry of the tabular representation of the soft set (F2, E). 

   The cardinality of )( ji ea can be calculated as 

∑
+

+=

⋅=
iaUD

Dk
kkjji xxeFea

/

1
2 ))(()(  (9) 

The upper approximation of attribute aj with respect to attribute ai is defined as 

}/,...,1),({)( jkiji aUDDkeaxxaa ++=∈=  (10) 

where ∑
−

=

=
1

1

/
j

l
laUD . 

The cardinality of )( ji aa can be calculated as 

∑
+

+=

=
jaUD

Dk
kiji eaaa

/

1

)()(  (11) 
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With the computational model, it is convenient to compute the lower and upper ap-
proximation of equivalence class or attribute with respect to other attributes. Let us 
reconsider Example 2. Suppose we are required to compute the cardinality of lower 
approximation of equivalence class e1 = {1, 2, 5} with respect to attribute a2, accord-
ing to Eq. (5), we have 

2102021))(()(
5

3
112 =×+×+×=⋅=∑

=k
kk xxeFea . 

Furthermore, if we are required to compute the lower approximation of attribute a1 

with respect to attribute a2, we have  

)}(),({)( 221212 eaeaxxaa ∈= = {1,2,4}. 

4   Application of the Proposed Model in Clustering Attribute 
Selection 

Rough set theory based attribute selection clustering approaches for categorical data 
have attracted much attention in recent years. Mazlack et al. [7] proposed a technique 
using the average of the accuracy of approximation in the rough set theory called total 
roughness (TR). Parmar et al. [8] proposed a technique called Min-Min Roughness 
(MMR) for categorical data clustering. In selecting clustering attribute, the accuracy 
of approximation is measured using the well-known Marczeweski–Steinhaus metric 
applied to the lower and upper approximations of a subset of the universe in an infor-
mation system [9]. Herawan et al. [10] proposed a new technique called maximum 
dependency attributes (MDA) for selecting clustering attribute, which is based on 
rough set theory by taking into account the dependency of attributes of the database. 
Compared to TR and MMR, MDA technique provides better performance.  

In this section, first, we briefly introduce MDA technique, and then propose an al-
gorithm based on the soft set constructed in Section 5, finally the comparison tests 
between soft set based algorithm and MDA technique are implemented on two UCI 
benchmark data sets. 

4.1   MDA Technique 

In information system S = (U, A, V, f ), given any attribute ai, aj, )( ia ak
j

refer to ai 

depends on aj in degree k, is obtained by Eq. (4) as follows 

U

Xa
ak i

j

aUX j

ia

∑ ∈= /
)(

)(  (12) 

Next, given m attributes, Max-Dependency (MD) of attribute )( Aaa ii ∈ is defined 

as 

))(),...,(),...,(()(
1 iaiaiai akakakMaxaMD

mj
=  (13) 
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where ji aa ≠ , mji ≤≤ ,1 . 

After obtaining the m values of )( iaMD , mi ,...,2,1= . MDA technique selects the 

attribute with the maximum value of MD as clustering attribute, i.e. 

))(),...,(),...,(( 1 mi aMDaMDaMDMaxMDA =  (14) 

4.2   An Algorithm Based on Soft Set (F1, E)  

From Eq. (12), it can be seen that only lower approximation is required in MDA tech-
nique, and we can further simplify Eq. (12) as 

U

aa
ak

ij

ia j

)(
)( =  (15) 

We propose the algorithm based on soft set (F1, E) as follows, 
 

Algorithm 1 

1. Compute the equivalence classes using the indiscernibility relation on each  
attribute. 

2. Construct soft set (F1, E). 
3. Construct the tabular representation of the soft set (F1, E). 
4. Compute the cardinality of lower approximation of an attribute with respect to 

other attributes in terms of Eq. (7). 
5. Compute the dependency of an attribute with respect to other attributes in 

terms of Eq. (15). 
6. Select the attribute with the highest dependency as the clustering attribute. 
 
Let us reconsider the Example 2 following Algorithm 1. The first three steps has 

been shown in Example 2, we start with the fourth step, namely compute the cardinal-
ity of lower approximation in terms of Eq. (7). We can obtain 

312)()()( 221212 =+=+= eaeaaa  

101)()()( 231313 =+=+= eaeaaa  

0000)()()()( 51413121 =++=++= eaeaeaaa  

1001)()()()( 53433323 =++=++= eaeaeaaa  

220)()()( 716131 =+=+= eaeaaa  

330)()()( 726232 =+=+= eaeaaa  

Next, we compute the dependency degree of an attribute with respect to other at-
tributes in terms of Eq. (15). The results are summarized in Table 6. 
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Table 6. The degree of dependency of all attributes in Table 3 

w.r.t a1 a2 a3 
a1 - 0.6 0.2 
a2 0 - 0.2 
a3 0.4 0.6 - 

 
Taking a look at Table 6, attribute a3 (Area) will be selected as clustering attribute. 

5   Experimental Results 

In order to test Algorithm 1 and compare with MDA technique in [10], we use two 
datasets Soybean and Zoo obtained from the benchmark UCI Machine Learning Re-
pository [6]. The two methods are implemented in C++ language. They are sequen-
tially executed on a PC with a processor Intel Core 2 Duo 2.0GHz. The main memory 
is 2 GB and the operating system is Widows XP Professional SP3. 

5.1   Soybean Data Set 

The Soybean data set contains 47 instances on diseases in soybeans. Each instance is 
described by 35 categorical attributes and can be classified as one of the four diseases 
namely, Diaporthe Stem Canker, Charcoal Rot, Rhizoctonia Root Rot, and Phy-
tophthora Rot. The data set is comprised 17 objects for Phytophthora Rot disease and 
10 objects for each of the remaining diseases. Fig.1 illustrates the executing time of 
selecting the clustering attribute. 
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Fig. 1. The executing time of MDA and Algorithm 1on Soybean data set 

5.2   Zoo Data Set 

The Zoo data set contains 101 instances, where each instance represents information 
of an animal in terms of 16 categorical attributes. Each animal can be classified  
into seven classes namely, Mammal, Bird, Reptile, Fish, Amphibian, Insect, and In-
vertebrate. The data set is comprised 41 mammals, 20 birds, 5 reptiles, 13 fish, 4 
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amphibians, 8 insects and 10 invertebrates. Fig.2 illustrates the executing time of 
selecting the clustering attribute. 
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Fig. 2. The executing time of MDA and Algorithm 1on Zoo data set 

 
From the above two experiments, it can be seen that Algorithm 1 improves the 

executing time of original MDA method. 

6   Conclusions 

In this paper, we present a soft set model on the set of equivalence classes in an in-
formation system. Based on the proposed model, in detail, we design two soft sets in 
order to obtain approximation sets of rough set. Furthermore, we make use of the 
proposed model to select clustering attribute for categorical data cluster and then a 
heuristic algorithm is presented. Experiment results on UCI benchmark data sets show 
that the proposed approach provides faster decision for selecting a clustering attribute 
as compared with maximum dependency attributes (MDA) approach. 
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Abstract. In line with the technological developments, the current data tends to 
be multidimensional and high dimensional, which is more complex than con-
ventional data and need dimension reduction. Dimension reduction is important 
in cluster analysis and creates a new representation for the data that is smaller in 
volume and has the same analytical results as the original representation. To  
obtain an efficient processing time while clustering and mitigate curse of di-
mensionality, a clustering process needs data reduction. This paper proposes an 
alternative model for extracting multidimensional data clustering based on 
comparative dimension reduction. We implemented five dimension reduction 
techniques such as ISOMAP (Isometric Feature Mapping), KernelPCA, LLE 
(Local Linear Embedded), Maximum Variance Unfolded (MVU), and Principal 
Component Analysis (PCA).  The results show that dimension reductions sig-
nificantly shorten processing time and increased performance of cluster. 
DBSCAN within Kernel PCA and Super Vector within Kernel PCA have high-
est cluster performance compared with cluster without dimension reduction. 

Keywords: curse of dimensionality, dimension reduction, ISOMAP, KernelPCA, 
LLE, MVU, PCA, DBSCAN. 

1   Introduction 

In line with the technological developments, the current data tends to be multidimen-
sional and high dimension, which is complex than conventional data. Many clustering 
algorithms have been proposed, but for multidimensional data and high dimensional 
data, conventional algorithms often produce clusters that are less meaningful. Fur-
thermore, the use of multidimensional data will result in more noise, complex data, 
and the possibility of unconnected data entities. This problem can be solved by using 
clustering algorithm. Several clustering algorithms grouped into cell-based clustering, 
density based clustering, and clustering oriented. To obtain an efficient processing 
time to mitigate a curse of dimensionality while clustering, a clustering process needs 
data reduction.  
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Data reduction techniques create a new representation for the data that is smaller in 
volume and has the same analytical results as the original representation. There are 
various strategies for data reduction: aggregation, dimension reduction, data compres-
sion, discretization, and concept hierarchy [1]. Dimension reduction is a technique 
that is widely used for various applications to solve curse dimensionality. 

Dimension reduction is important in cluster analysis, which not only makes the 
high dimensional data addressable and reduces the computational cost, but also can 
provide users with a clearer picture and visual examination of the data of interest [2]. 
Many emerging dimension reduction techniques proposed, such as Local Dimensio-
nality Reduction (LDR). LDR tries to find local correlations in the data, and performs 
dimensionality reduction on the locally correlated clusters of data individually [3], 
where dimension reduction as a dynamic process adaptively adjusted and integrated 
with the clustering process [4].  

Sufficient Dimensionality Reduction (SDR) is an iterative algorithm [5], which 
converges to a local minimum of arg  ∈ |  and hence solves the Max-
Min problem as well. A number of optimizations can solve this minimization prob-
lem, and reduction algorithm based on Bayesian inductive cognitive model used to 
decide which dimensions are advantageous [6]. Developing an effective and efficient 
clustering method to process multidimensional and high dimensional dataset is a chal-
lenging problem. 

The main contribution of this paper is the development of an alternative model to 
extract data based on density connection and comparative dimension reduction tech-
nique. Results of extracting data implemented in DBSCAN cluster, and compare with 
other clustering method, such as Kernel K-Mean, Super Vector and Random Cluster. 
This paper is organized into a few sections. Section 2 will present the related work. 
Section 3 explains the materials and method. Section 4 elucidates the results followed 
by discussion in Section 5. Section 6 deals with the concluding remarks. 

2   Related Work 

Functions of data mining are association, correlation, prediction, clustering, 
classification, analysis, trends, outliers and deviation analysis, and similarity and 
dissimilarity analysis. Clustering technique is applied when there is no class to predict 
but rather when the instances divide into natural groups [7, 8]. Clustering for multi-
dimensional data has many challenges. These are noise, complexity of data, data  
redundancy, and curse of dimensionality. To mitigate these problems dimension  
reduction needed. In statistics, dimension reduction is the process of reducing the 
number of random variables. The process classified into feature selection and feature 
extraction [9], and the taxonomy of dimension reduction problems [10] shown in 
Fig.1. Dimension reduction is the ability to identify a small number of important in-
puts (for predicting the target) from a much larger number of available inputs,  and is 
effective in cases when there are more inputs than cases or observations. 
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Fig. 1. Taxonomy of dimension reduction problem 
 

Dimensionality reduction techniques have been a successful avenue for automati-
cally extracting the latent concepts by removing the noise and reducing the complexi-
ty in processing the high dimensional data [11]. Maaten et.al proposed taxonomy 
dimension reduction technique as shown at Fig. 2, and found traditional dimensionali-
ty technique applied PCA and factor analysis, but this technique is unable to handle 
nonlinear data [12]. 

 

 

Fig. 2. Taxonomy of dimension reduction technique 
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The goals of dimension reduction methods are to reduce the number of predictor 
components and to help ensure that these components are independent. The method 
designed to provide a framework for interpretability of the results, and to find a map-
ping F that maps the input data from the space  to lower dimension feature space 

 denotes as ( ):  [13, 14]. Dimension reduction techniques, such as 
principal component analysis (PCA) and partial least squares (PLS) can used to re-
duce the dimension of the microarray data before certain classifier is used [15]. 

We compared five dimension reduction techniques and embedded in 4 cluster 
techniques, these dimension reduction are: 

A. ISOMAP 
ISOMAP (Isometric Feature Mapping) is one of several widely used low-dimensional 
embedding methods, where geodesic distances on a weighted graph incorporated with 
the classical scaling. This approach combines the major algorithmic features of PCA 
and MDS [16, 17] computational efficiency, global optimality, and asymptotic con-
vergence guarantees with the flexibility to learn a broad class of nonlinear manifolds. 
ISOMAP used for computing a quasi-isometric, low-dimensional embedding of a set 
of high-dimensional data points. ISOMAP is highly efficient and generally applicable 
to a broad range of data sources and dimensionalities [18]. ISOMAP Algorithm [16] 
provides a simple method for estimating the intrinsic geometry of a data manifold 
based on a rough estimate of each data point’s neighbours on the manifold, such as 
the following phase: 

a. Construct neighbourhood graph 
Define the graph G over all data points by connecting points j and I if as measured 
by dx (i, j), they are closer than e (e-Isomap), or if i is one of the K nearest neigh-
bours of j (K-Isomap). Set edge lengths equal to dx(i, j). Determines which points 
are neighbours on the manifold M, based on the distances dX (i, j) between pairs 
of points i, j in the input space X. These neighbourhood relations are represented 
as a weighted graph G over the data points, with edges of weight dX(i, j) between 
neighbouring points. 

b. Compute shortest paths 
Initialize dG(i, j) = dx(i, j) if i, j are linked by an edge; dG(i, j) = ∞ otherwise. Then 
for each value of k = 1, 2, …, N in turn, replace all entries dG(i, j) by min{dG(i, j), 
dG(i,k) + dG(k, j)}. The matrix of final values DG = {dG(i, j)} will contain the 
shortest path distances between all pairs of points in G. ISOMAP estimates the 
geodesic distances dM(i, j) between all pairs of points on the manifold M by com-
puting their shortest path distances dG(i, j) in the graph G. 

c. Construct d-dimensional embedding 
Let λp be the p-th eigenvalue (in decreasing order) of the matrix t(DG), and v′p be 
the i-th component of the p-th eigenvector. Then set the p-th component of the d-
dimensional coordinate vector yi equal to √ . Final step applies classical 
MDS to the matrix of graph distances DG 5 {dG(i, j)}, constructing an embedding 
of the data in a d-dimensional Euclidean space Y that best preserves the manifold’s 
estimated intrinsic geometry. The coordinate vectors yi for points in Y are chosen 
to minimize the cost function ( )   ( ) , where DY denotes the 
matrix of Euclidean distance ( , )      and   the matrix L2 
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matrix norm ∑ ,  , . The operator converts distances to inner products, which 
uniquely characterize the geometry of the data in a form that supports efficient  
optimization. 

 
B. Kernel PCA 
Kernel PCA is an extension of PCA [19], where PCA as a basis transformation to 
diagonalize an estimate of the covariance matrix of the data xk, k = 1,…., ℓ  , ∑ 0, defined as ℓ  ∑ . The Kernel PCA algorithm proceeds as 

follows: 

a. Set a kernel mapping ( , ).  
b. Count K based on , ( 1, … ,  )                                  .  
c. Find eigenvalue of K to get  and  
d. For each given data point X, find principal components in the feature space:  ) .  ) ∑ ( ) ( , ) 

In this paper, Gaussian kernel applied ( , )       ______________2  

  
C. LLE 
The LLE (Local Linear Embedded) algorithm based on simple geometric intuitions, 
where suppose the data consist of N real valued vectors  each of dimensionality, 
sampled from some smooth underlying manifold, the algorithm proposed [20]: 
a. Compute the neighbours of each data point,  
b. Compute the weight Wij that best reconstruct each data point  from its neigh-

bours, minimizing the cost in ( ) ∑ ∑    by constrained linear 
fits. 

c. Compute the vectors   best reconstructed by the weight Wij, minimizing the 
quadratic form in Φ(Y)  ∑ Y ∑ W Y  |   

 
D. MVU 
Maximum Variance Unfolded (MVU) is algorithms for nonlinear dimensionality 
reduction [21] map high dimensional inputs    1 to low dimensional outputs    1, where   ,    . The reduced dimensionality r chosen 
to be as small as possible, yet sufficiently large to guarantee that the outputs    
provide a faithful representation of the input s   . 

 
E. PCA 
Principal Component Analysis (PCA) is a dimension reduction technique that uses 
variance as a measure of interestingness and finds orthogonal vectors (principal com-
ponents) in the feature space that accounts for the most variance in the data [22]. 
Principal component analysis is probably the oldest and best known of the techniques 
of multivariate analysis, first introduced by Pearson, and developed independently by 
Hotelling [23]. 
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The advantages of PCA are identifying patterns in data, and expressing the data in 
such a way as to highlight their similarities and differences. It is a powerful tool for 
analysing data by finding these patterns in the data. Then compress them by dimen-
sions reduction without much loss of information [24]. Algorithm PCA [25] shown as 
follows: 

a. Recover basis:  
Calculate ∑   and let U = eigenvectors of XXT corresponding to 
the top d eigenvalues. 

b. Encode training data:  
Y = UTX where Y is a d x t matrix of encodings of the original data. 

c. Reconstruct training data:  
 

d. Encode test example:    where y is a d-dimensional encoding of x. 
e. Reconstruct test example:  

 

3   Material and Method 

This study is designed to find the most efficient dimension reduction technique. In 
order to achieve this objective, we propose a model for efficiency of the cluster per-
formed by first reducing the dimensions of datasets. There are five dimension reduc-
tion techniques tested in the proposed model, namely ISOMAP, KernelPCA, LLE, 
MVU, and PCA. 

 

 
 

Fig. 3. Proposed model compared based on dimension reduction and DBSCAN clustering 

 
Dimensions reduction result is processed into DBSCAN cluster technique. 

DBSCAN needs ε (eps) and the minimum number of points required to form a cluster 
(minPts) including mixed euclidean distance as distance measure. For the result of 
DBSCAN clustering using functional data to similarity, it calculates a similarity 
measure from the given data (attribute based), and another output of DBSCAN that  
is measured is performance-1, this simply provides the number of clusters as a  
value.  



34 R.W. Sembiring, J.M. Zain, and A. Embong 

Result of data to similarity takes an exampleSet as input for filter examples and 
returns a new exampleSet including only the examples that fulfil a condition. By 
specifying an implementation of a condition, and a parameter string, arbitrary filters 
can be applied and directly derive a performance-2 as measure from a specific data or 
statistics value, then process expectation maximum cluster with parameter k=2, max 
runs=5, max optimization step=100, quality=1.0E-10 and install distribution=k-means 
run. 

4   Result 

Testing of model performance was conducted on four datasets model; e-coli, iris, new 
machine cpu and thyroid. Dimension reduction used Isomap, Kernel PCA, LLE and 
MVU. Cluster technique used DBSCAN, Kernel K-Mean, Super Vector and Random 
Cluster. By using RapidMiner, we conducted the testing process without dimension 
reduction and clustering, and then compared with the results of clustering process 
using dimension reduction. Result of e-coli datasets process for processing time 
shown in Table 1a, and Table 1b for the performance of the cluster. 

Table 1a. Processing time for e-coli datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 13 17 18 18 
with Kernel PCA 14 24 15 14 
with LLE 13 23 19 17 
with MVU 13 18 15 15 
with PCA 12 17 15 14 
without dimension reduction 14 23 16 14 

Table 1b. Performance of cluster for e-coli datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 99,4% 98,7% 99,4% 97,0% 
with Kernel PCA 99,4% 98,7% 99,4% 97,1% 
with LLE 99,4% 98,8% 99,4% 97,0% 
with MVU 99,4% 98,7% 99,4% 97,0% 
with PCA 99,4% 98,7% 99,4% 97,1% 
without dimension reduction 99,4% 99,1% 99,4% 97,2% 

 
Clustering process to iris datasets shown in Table 2a, for processing time and in 

Table 2b for the performance of the cluster. 
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Table 2a. Processing time for iris datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 11 6 6 6 
with Kernel PCA 12 4 3 3 
with LLE 11 10 7 7 
with MVU 11 8 6 6 
with PCA 10 5 4 4 
without dimension reduction 11 8 7 7 

Table 2b. Performance of cluster for iris datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 97,9% 93,5% 97,8% 91,2% 
with Kernel PCA 98,7% 98,0% 98,7% 91,2% 
with LLE 97,9% 95,6% 97,9% 91,2% 
with MVU 97,9% 95,5% 97,8% 91,2% 
with PCA 97,0% 98,0% 96,9% 93,9% 
without dimension reduction 97,0% 98,0% 96,7% 93,9% 

 
Machine cpu datasets consisting of 7 attributes and 209 samples clustered using the 

same method, and obtained the results shown in Table 3a, for processing time and 
Table 3b as a result of performance of the cluster. 

Table 3a. Performance of cluster for machine cpu datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 11 3 4 5 
with Kernel PCA 10 6 4 5 
with LLE 8 4 5 5 
with MVU 12 4 3 2 
with PCA 11 7 9 7 
without dimension reduction 13 15 22 19 
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Table 3b. Performance of cluster for machine cpu datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 98,6% 94,3% 33,3% 88,9% 
with Kernel PCA 99,1% 66,7% 99,0% 95,4% 
with LLE 97,2% 93,1% 97,2% 95,4% 
with MVU 98,7% 99,4% 98,6% 88,9% 
with PCA 40,0% 98,2% 0% 95,4% 
without dimension reduction 99,5% 98,2% 99,5% 95,4% 

 
Clustered result of new thyroid datasets shown in Table 4a for the processing time, 

and Table 4b for the performance of the cluster. 

Table 4a. Performance of cluster for new thyroid datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 13 11 8 7 
with Kernel PCA 17 7 9 9 
with LLE 20 13 11 11 
with MVU 17 13 12 9 
with PCA 14 8 11 7 
without dimension reduction 13 7 13 8 

Table 4b. Performance of cluster for new thyroid datasets 

 Cluster Method 

Dimension reduction DBSCAN Kernel 
K-Mean 

Super 
Vector 

Random 
Cluster 

with ISOMAP 99,5% 96,9% 0% 95,5% 
with Kernel PCA 99,1% 96,7% 99,1% 95,5% 
with LLE 99,1% 98,9% 99,1% 95,5% 
with MVU 98,7% 96,9% 0% 95,5% 
with PCA 98,7% 96,7% 0% 95,5% 
without dimension reduction 99,5% 98,3% 0% 95,6% 

 
By implementing four different reduction techniques ISOMAP, KernelPCA, LLE, 

MVU, and PCA, and continuously applying the cluster method based on cluster den-
sity, We obtained results for the datasets of E.coli datasets. Some of the result We 
present at Fig. 4a-c. Fig. 4a is the result of the cluster with DBSCAN method that 
does not use a dimension reduction. Fig. 4b is the result of DBSCAN cluster method 
as well but first using dimension reduction. While Fig. 4c is the result of the cluster 
by using Super Vector and also use the dimension reduction. 
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Fig. 4a. E-coli datasets based 
on DBSCAN without dimen-
sion reduction 

Fig. 4b. E-coli datasets based 
on DBSCAN and ISOMAP 

Fig. 4c. E-coli datasets based 
on Supervector and ISOMAP 

 
For iris datasets consist of 4 attributes and 150 sample data, we implemented four 

different reduction techniques ISOMAP, KernelPCA, LLE, MVU, and PCA. We 
compared cluster result between process without dimension reduction and within 
dimension reduction. Some of the result present at Fig 5a-c. Fig. 5a is cluster result 
based on DBSCAN without dimension reduction. Fig. 5b is cluster result use 
DBSCAN within Kernel PCA as dimension reduction. This result similarly with Fig. 
5c, cluster based on Random Cluster and Kernel PCA. Clustering process with di-
mension reduction create clearly different cluster (Fig. 5b and Fig. 5c).  

 

  

Fig. 5a. Iris datasets based 
on DBSCAN without dimen-
sion reduction 

Fig. 5b. Iris datasets based 
on DBSCAN and Kernel 
PCA 

Fig. 5c. Iris datasets based 
on Random Cluster and  
Kernel PCA 

 
The third was dataset tested is machine cpu. Some of the result we present at Fig 

6a-c. In Fig. 6a shown cluster result based on DBSCAN without dimension reduction. 
Fig 6b. and Fig. 6c. was cluster result based on DBSCAN and Kernel K-Mean within 
using dimension reduction. 

 

  

Fig. 6a. Machine cpu data-
sets based on DBSCAN 
without dimension reduction 

Fig. 6b. Machine cpu data-
sets based on DBSCAN and 
MVU 

Fig. 6c. Machine cpu data-
sets based on Kernel K-
Mean and MVU 
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Using same dimension reduction techniques, we clustered new thyroid datasets. 
We obtained results of DBSCAN without dimension reduction in Fig. 7a. While 
DBSCAN with dimension reduction using LLE has result in Fig. 7b. Cluster based 
Super Vector using LLE shown in Fig. 7c, we can see clustering process with dimen-
sion reduction create clearly different cluster (Fig. 7b. and Fig 7c.). 

 

  

Fig. 7a. Machine cpu data-
sets based on DBSCAN 
without dimension reduction 

Fig. 7b. Machine cpu data-
sets based on DBSCAN and 
LLE 

Fig. 7c. Machine cpu data-
sets based on Super Vector 
and LLE 

 
Each cluster process, especially ahead of determined value of �=1, and the value 

MinPts=5, while the number of clusters (k=2) that will be produced was also deter-
mined before. 

5   Discussion 

Dimension reduction before clustering process is to obtain efficient processing time 
and increase accuracy of cluster performance. Based on results in previous section, 
dimension reduction can shorten processing time. Fig. 8a shows DBSCAN with PCA 
has lowest processing time. For iris datasets, we also found dimension reduction could 
shorten processing time. In Fig. 8b. Super Vector and Random Cluster within Kernel PCA has 
lowest processing time. 

 

 

Fig. 8a. Performance of processing time for 
e-coli datasets using different dimension reduc-
tion technique and cluster technique 

Fig. 8b. Performance of processing time 
for iris datasets using different dimension 
reduction technique and cluster technique 
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Abstract. Knowledge in organization, supported by appropriate technology will 
produce organizational memories that provide necessary support for organiza-
tion to learn and grow. As the scope of organizational memory in one organiza-
tion is too broad, it is necessary to classify them into acceptable narrower view. 
Using organization memory computer base literature related, this study found 
some basic understanding of organization memory system, and produce knowl-
edge taxonomy and metadata as a base to develop organizational memory sys-
tem in IHL; Malaysia scenario. The taxonomy and metadata is developed base 
on pertinent literature of organizational memory system model, organizational 
memory sources types and knowledge management technology. Further study 
can be conducted to validate and verify the developed taxonomy. 

Keywords: Knowledge, taxonomy, organizational memory, corporate memory, 
knowledge management. 

1   Introduction 

The usage of Information and Communication Technology (ICT) has become the 
norm in our daily activities and businesses. Organizations’ processes including regis-
tration, applications submission and operations, marketing and customer services have 
been computerized. ICT enable data, information, knowledge, and wisdom of organi-
zation to be shared. Organizational Memory (OM) is being treated as human memory 
that consists of history, good and bad experiences of the organization. It is one of way 
to manage knowledge at organization level. Learning curve is shortened and organiza-
tion becomes mature with appropriate OM. As organizations realize the importance of 
OM, there has been so many knowledge management system developed to support 
organizational memory. Knowledge applications blooms and people are having more 
access to knowledge but some knowledge repositories remains in their own group or 
team instead of being shared across the organization. The reality on computerized 
system is that they have not being shared across organization. Finally, when  
the knowledge cannot be used as references and lessons learned, organization failed  
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to become learning organization; a reflection of failure in organizational memory  
concept. 

A classification principle of Organization Memory System (OMS) will bring new 
concrete views related to roles of Knowledge Management System (KMS) in organi-
zation; in particular focus to the cross functional knowledge sharing. This study aims 
to develop taxonomy for OMS. The taxonomy serves as a benchmark on organization 
for producing framework of OMS in IHL organization in Malaysia. This study differ 
from other framework that integrating information system (IS) in their knowledge 
production environment. 

This paper is organized as follows. First section is the Introduction (Section 1). 
Section 2 covers theoretical framework from literature related to organizational mem-
ory and taxonomy before presenting method for developing the taxonomy (Section 3). 
Next is developing OMS taxonomy (Section 4) and finally summarizing results and 
providing suggestions for future research (section 5). 

2   Theoretical Framework 

2.1   Knowledge in Organization 

The last twenty years have seen a major shift in world wide access to codified knowl-
edge [1]. Human kind able to capture most of knowledge into computer system that 
provides access to its authorized user whenever necessary. To be effective, organiza-
tions must exploit example of best practice, improve their efficiency and contribute to 
their overall organizational learning [2]. Knowledge resides in various places and 
format such as database, knowledge bases, filing cabinets and peoples’ head and is 
distributed right across the enterprise [3]. [4] emphasized that organization which 
adopts image of memory as a guide to the way in which it operates needs to address 
its ability to learn in real time: for its members to be able to make sense of a changing 
environment and for their sense making to spread rapidly throughout the organization 
or at least to those part where it is needed. Knowledge generated by organization 
activities often stays within a laboratory or research team and rarely crosses discipli-
nary boundaries, in most setting it is resides in individual knowledge cluster; so it is 
the challenge of institutional leadership to motivate their staff to share in many ways 
[5]. Decisions and reason could not be concluded as a whole because some of the 
knowledge remains in its save repositories. OM plays a role to centralize repositories 
in organizations so that there is only one repository in one organization contain the 
most update and reliable knowledge cross organization. 

For a corporate or organizational memory to live and grow with organization, 
members of organization must support the Knowledge Management (KM) processes 
that are knowledge creation, organize, refine and transfer [6].Team learning is the 
ability of each team member to envision an alignment, between individual ability and 
the team’s vision to produce greater results than can otherwise be delivered [7]. In one 
organization, knowledge gained by individual and teams has to be shared. Internal 
knowledge exchange process is actually a learning process to the organization. KM 
should archive the dynamic management of process creating knowledge out of 
knowledge rather than static management of information on existing knowledge [8]. 
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For an organization to become one learning entity, it has to overcome barriers of indi-
vidual/team learning; able to arrive at common understanding of company purpose 
and known organization problems; and exhibit a certain level of error tolerance (i.e 
incorrect learning or learning from bad/critical experiences) [9]. Organizational mem-
ory must not include only characteristic of just certain individuals, organizational 
memory is independent from any members. Organizational memory is knowledge 
from the past where experience mapped on present activities, thus resulting in higher 
of organizational effectiveness [10]. Lack of memories due to staff replacement can 
cause “corporate amnesia” [11]. 

2.2   Organizational Memory System (OMS) 

OM term has been introduced since early 80s. Since then the term has been used in 
various research as listed in Table 1. 

Table 1. Evolution of OM terms [12] & [13] 

Author/s Year Terms used 

Duncan and 
Weiss 

1979 Corporate, organizational, enterprise wide knowledge 
base 
 

Hedberg 1981 OM 

Pautzke 1989 Corporate, organizational, enterprise wide knowledge 
base 
 

Walsh and 
Ungson 
 

1991 OM 

Pralahad and 
Hamel 
 

1994 Corporate Knowledge or Corporate Genetic 

Rao and 
Goldmann 
 

1995 OM, Corporate Memory 

Rose et al. 
 

1998 Corporate Memory 

Annie 1999 Corporate Memory 
 

Dieng et al. 1999 Corporate Memory (CM) (noncomputational CM, 
document-based CM, knowledgebased CM, case-based 
CM and distributed CM) 

 
Studies on OM has been intensified since 1980’s. Researchers have used the term 

OM interchangeable with Corporate Memory (CM), Corporate Knowledge (CK) and 
Enterprise Knowledge Base (EKB). Previous studies focus on the concept of OM and 
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OMIS. Those researchers concentrate on the concept of OM systems for solving in-
formation system and knowledge management problems. From definitions provided 
by those pioneers in the field, it can be concluded that OM is enterprise wide knowl-
edge management focusing on centralize, transparent and cross departmental access. 
Among all researchers, [14] has made an effort to categorized sources of OMS and 
proposed six types of OM depicts in table 2.  

Table 2. Types of OM [14] 

No Type of OM Creation of OM 

1 Non computational OM Paper based documents on knowledge that had 
never been elicited previously 

2 Document based OM All existing docs of firm can constitute the  
OM – not well indexed 

3 Knowledge based OM Knowledge engineering for building OM 
4 Case based OM Collection of pasts experiences (successes or 

failures) that can be represented explicitly 
5 Construction of  

distributed OM 
Supporting collaboration and knowledge  
sharing between several groups of people in 
organization 

6 Combination of  
several techniques 

Both informal knowledge (such as documents) 
and formal knowledge (such as knowledge 
explicitly). represented in a knowledge base) 

 
The categorization of OMS source proposed by [14] is adopted in this study be-

cause it reflects the context of knowledge resources and information in IHL. 
In developing the taxonomy for this research, a critical analysis related to OMS are 

conducted. A compilation of studies from [12], [13] and [15] on models and frame-
works related to OMS are listed in Table 3. 

Table 3. Studies of OMS 

No Year Outcome of Research 
(OMS name) 

Short Description of Outcome (OMS 
components) 

1 1986 Transactive Memory 
System 

i)  Individual System  
ii) External Memory 
iii) Transactive memory 

2 1989 Organizational 
 Knowledge Model 

Knowledge accessible and not  
accessible within organization  
projected through overlapped circle. 

3 1991 Organizational IT
Memory framework 
called Bins. 

i) Individual culture 
ii) Culture 
iii) Transformation 
iv) Structure 
v) Ecology 
vi) External Environment 
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Table 3. (continued) 

4 1992 OMIS Success Model i) System Quality, 
ii) Information Quality, 
iii) Success Measure in Terms of  

         Usage, 
iv)  Individual Impact,  
v)   Organizational Impact 

5 1995 Five Metadata types 
(TeamBox) 

i) Meta-data 
ii) Structured data 
iii) Semistructured Data 
iv) Unstructured Data 
v) Temporal Data 

6 1995 Two layers OMIS 
framework -IT and Non
IT- Improved previous study

i) Effectiveness functions (integration, 
adaptation, goal attainment, pattern 
maintenance) 

ii) Mnemonic functions (knowledge 
acquisition, retention, maintenance, 
search and retrieval) 

7 1996 FAQ in tree structure Infor-
mation System 
(Answer Garden) 

Database with answers to FAQ 
supported by expert. 

8 1996 Knowledge Construction 
in material practice 
(SHAMAN) 

Foster sharing of knowledge and 
experience 

9 1996 OM informal knowledge 
(QuestMap) 

OM creation and usage must occur 
in work group activity. 
Conversations in meetings 
represented in a graphical map 
format. Consist of hypertext, 
groupware and rhetorical method. 

10 1997 Three components of OMIS i) Paper Documents,  
ii) Computer Documents,  
iii) Self Memory 

 
11 1997 Managing discussions 

(Virtual Participant 
System) 

Developed for computer supported 
collaborative learning environment. 

12 1998 Closed user group 
(Knowledge Sharing 
Environment) 

Agent filters information obtained 
from database according to the 
profile defined by the user. 

13 1998 OMIS Success Model -
Five success factor/block-
Improved previous study 

i) System Quality,  
ii) Information Quality, 
iii) Success Measure in Terms of  
           Usage, 
iv)  Individual Impact,  
v) Organizational Impact 
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Table 3. (continued) 

14 1998 OM model i) Capture 
ii) Store 
iii)  Disseminate 
iv)  Facilitate use 

15 1998 Organizational memory 
model 
 

i) People (role, culture, position,  
social network),  

ii) Text (table, document),  
iii)  Multimedia (image, audio, graphic, 

video), 
iv)  Model,  
v) Knowledge 

16 1999 Organizational Memory 
framework -IT and Non-
IT- Improved from
previous study 

i) Individual culture 
ii) Culture 
iii) Transformation 
iv) Structure 
v) Ecology 
vi) External Environment  
vii) Non-IT Record 
viii) Files Elements 

17 2000 OM of cooperative work 
(WSISCO, OMUSISCO 
and PRIME) using OMIS 
model 

Web based system to manage 
structured discussion on the agenda 
item to be included in a decision 
making meeting. Consist of 
hypertext, groupware, rhetorical
method, retrieval information 
system and privacy. 

18 2000 Internet Based Knowledge 
Management 

i)  Acquire  
ii)  Organize 
iii) Distribute 

19 2004 Corporate Knowledge 
Management based on 6
types of Corporate 
Memory 
 

6 types of Corporate Memory (Non 
computational, document based, 
knowledge based, case based, 
construction of distributed and 
combination of several techniques) 
Individual memory, project 
memory and managerial memory 

20 2005 IHL Framework of KM 
system based on KM 
characteristics 

5 components of KM framework 
(Psychological, culture, process, 
functionality, architecture) 

21 2005 OM Knowledge Sharing Formal and informal knowledge 
forming knowledge repositories for 
OM 
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Table 3. (continued) 

22 2006 IHL OMIS 
implementation using
previous study(MemorIS)  

Evaluation of OMIS 
implementation for academic 
management: 

i) Staff characteristic 
ii) Work culture 
iii) Meta-memory as repository 

23 2009 IHL OMIS 
implementation using 
previous study (MemorIS) 

3 databases ( user, programs & 
checklist), 5 success factors (system 
quality, information quality, usage 
success measure, individual impact 
& organization impact), metadata 
curriculum 

 
The compilation of studies related to OMS provides various views of OMS done 

by previous researchers from 1986 to 2009. The 23 years of studies shows that 61% 
of the researchers studied on components of OMS. The rest came out with identifica-
tion of success factors, processes and database manipulation to represent their view of 
OMS. The analysis of their researches falls into 4 categories as describe in Table 4. 

Table 4. Categorization of OMS previous researches 

No Category of previous OMS 
research  

Research numbered 

1 Components  1,2,3,5,6,9,10,15,16,17,19,20, 21 and 22  
2 Success factor 4, 13, 23 
3 Process 6, 8,14,18 
4 Database manipulation 7,12, 23 

 
Previous researchers categorized the outcome of their study to OMS components 

(14 researches), success factors (3 researches) and processes (4 researches). Re-
searches numbered 7, 12 and 23 manipulated database for problem solving. Out of 23 
previous studies, 7 of the researchers proposed framework or model that view knowl-
edge at individual level (researches numbered 1, 3, 4, 10, 13, 16 and 19). Metadata is 
included as main components in OMS by researches numbered 5, 22 and 23. The 
OMS initiation is viewed on individual system as suggested by the 7 previous re-
searches. This study agreed on the importance of metadata and therefore incorporates 
metadata as one of main components in the final outcome. Components category 
derivations are varies as listed in Table 5. 

OMS derivation components decision in this study is based from analysis in Table 
5. It is obvious that most researchers derived OMS components from combination of 
documents and memories. This common understanding among previous researchers 
found in this study proven that combination of documents and memories are the major 
components of knowledge in most organizations. The OMS for IHL incorporates 
OMS model from literature analysis discussed in Table 2 until Table 5. The imple-
mentation of  KM; can be viewed from two main areas that are KM techniques and 
KM technologies [16] as listed in Table 6.  
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Table 5. Analysis of knowledge components derivation for OMS defined by previous  
researcher 

No Knowledge components derivation Research numbered 

1 Surrounding of work place 3, 16, 20 & 22 
2 Categorization of data 5 
3 Effectiveness and mnemonic functions 6 
4 Combination of documents and memories 1, 2, 9, 10, 15, 17, 19, 21 

Table 6. KM Techniques and KM Technologies [16] 

KM techniques KM Technologies 
1. Mentorship programs,  
2. After action reviews or project 
summaries,  
3. Regular intra office or intra division 
meetings,  
4. Storytelling,  
5. Communities of practice and  
6. Centers of excellence 

1. knowledge storage tools,  
2. search and retrieval tool,  
3. collaboration tools and  
4. communication tools under KM  
technology 

 
[16] claimed that KM techniques are the most effective techniques at capturing 

tacit knowledge, whereas KM technology is best at capturing explicit knowledge. KM 
approaches may fail when stakeholders rely on inadequate technology [17]. Thus KM 
technology plays important roles in organization as enabler to complete KM processes 
in organization from knowledge creations until knowledge transfers so that knowl-
edge is available and reliable for future use (organizational memory). KM technology 
also includes knowledge related contents [18]. Selecting and using appropriate tech-
nology will determine success of the knowledge management implementation [19]. 
This is the main reason why this study included KM technology into the OMS taxon-
omy. KM technologies in this study is derived from isolated researchers’ observation, 
of technology available in IHL, and then mapped into OMS taxonomy level 5. OMS 
should be a center of knowledge in organization; where KM technology plays its role 
as a tool to share knowledge.  

2.3   IHL Scenario 

Developing OMS for public IHL has its own challenges. OMS facilitates learning for 
an organization specifically for public IHL in Malaysia. System flow relevant to daily 
activities and IT artifacts are the main focus in this study. OM creation and usage 
must not be considered as an isolated activity but as daily practices. People should be 
willing to contribute for OM retention when they get direct benefits from the system. 
For this reason, this research will use the Key Performance Indicators (KPI) report as 
a force for people participations. This decision is made because it will drive people to 
use the system and raise chances of success implementation. Humans have limited 
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ability of memory and have limited capacities to perform in their job responsibility 
[15]. Processes are the main component in delivering organizational goals. Thus, any 
approach that is not associated with processes will tend to fail or to be perceived as 
failures. Technology cannot be considered alone, it is limited to supporting humans 
because of its variable accuracy levels when performing simple mundane human tasks 
[17]. KM design without inputs from all stakeholders is one of the factors why KM 
approaches fail [12]. KPI report is the organization process and as part of organization 
culture to support the organization process. Employee is willing to support this proc-
ess since it will return benefits to them. After all KPI is the widely used tool for em-
ployee performance evaluations in Malaysia. Information systems research is impor-
tant here because it specifically deals with how the artifacts of IT interact with indi-
viduals in producing organizational outcomes [20]. [21] in his research illustrates how 
public sector organizations can avoid the ‘‘great trap in knowledge management” by 
focusing on designing IT artifacts to make explicit the tacit knowledge from people, 
and not in the information contained in document repositories. 

[22] notes that many universities in Malaysia were not optimizing knowledge 
(shared and reused to generate new knowledge). [23] came out with taxonomy of IHL 
k-portal. This is one initiative to identify initial knowledge sharing platform for or-
ganization to do retention of their corporate memory. Their study covers explicit in-
formation on selected IHL portal. [24] founded three dimensions of tacit knowledge 
among academician that are intellectual affirmation, self and social tacit knowledge, 
emerged when academician faced challenges. IHL’s organization knowledge is scat-
tered, unstructured and unorganized. Knowledge in organization is stored in various 
forms of sources such as in repositories, databases, data warehouse, organization 
documents and all digital communication medias such as email, video and audio. In 
academic sector, thesis, curriculum, subject registration are among many other aca-
demic artifact need to be managed wisely [15] While [22] suggested that researchers 
of Computer and Information Sciences work out the needs for which ICT system are 
adopted by the very remarkable user group. [5] proposed “Content must be described 
and accessed in standardized and interoperable ways”. Both the suggestions lead to 
developing taxonomy in a specific domain. Suitable taxonomies play an important 
role in research and management because the classification of objects helps research-
ers and practitioners understand and analyze complex domains [26]. Any organization 
that needs to make significant volumes of information available in an efficient and 
consistent way to its customers, partners or employees, need to understand the value 
of a serious approach to taxonomy management [27]. 

2.4   Taxonomy 

Science of classification or taxonomy is derived from Greek words (tassein + nomos) 
and Carl Linnaeus (1707 – 1778) was the first to use the idea of taxonomy to classify 
the natural world [28] At its simplest, taxonomy is a rule-driven hierarchical organiza-
tion of categories used for classification purposes with the appropriate subject head-
ings and descriptors. [28] points out that the components of developing corporate 
taxonomies are best understood by reviewing both the research literature as well as 
industry efforts; namely, key standards, metadata, classifiers, expertise locators  
and taxonomy tools available for automating what could be a massive undertaking. 
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Discussion on taxonomies is therefore not complete without an understanding of some 
of the fundamental vocabularies of knowledge organization and how they are derived.  

When dealing with bases of explicit knowledge stored in electronic format, any 
taxonomy utilized is tightly coupled with the body of metadata utilized to define, 
identify, point, describe and characterize the contents of the knowledge base [29]. 
[28] has come out with Functionalities of Taxonomy Builders and Classifiers (Table 
7). It projected all the main components related to taxonomy. 

Table 7. Functionalities of Taxonomy Builders and Classifiers [28] 

 
No Item Method 
1 Classification Methods Rule-based, Training Sets, Statistical 

Clustering, Manual 
2 Classification Technologies Linguistic Analysis, Neural Network, 

Bayesian Analysis, Pattern Analysis/ 
Matching, K-Nearest Neighbours, 
Support Vector Machine, XML 
Technology, Others 

3 Approaches to Taxonomy 
Building 

Manual, Automatic, Hybrid 

4 Visualization Tools Used Tree/Node, Map, Star, Folder, None 
5 Depth of The Taxonomy > 3 levels 
6 Taxonomy Maintenance Add/Create, Modify/Rename, Delete, 

Reorganization/Re-categorization, 
View/Print 

7 Import/Export Formats Support Text file, XML format, RDBS, Excel file, 
Others 

8 Document Formats Support HTML, MS Office document, ASCII/text 
file, Adobe PDF, E-mail, Others 

9 Personalization Personalized View, Alerting/Subscribing 
10 Product integration Search Tools, Administration Tools, 

Portals, Legacy Applications (e.g. CRM) 
11 Industry-specific Taxonomy Access Points to the Information: Browse 

Categories, Keywords, Concepts & 
Categories Searching, Topics/Related 
Topics Navigation, Navigate 
Alphabetically, Enter Queries, Others 

12 Product Platforms Window NT/2000, Linux/Unix, Sun 
Solaris system, others  

 
The increasing volume of electronic records coupled with the frequency of records 

changes require the development and implementation of taxonomies to maximize 
efficient retrieval of records [30]. Previous study by [31] classify CBIS into three 
distinct elements: information support; decision support; and communication support. 
[28] combines numerous approaches from research and practice on taxonomies, clas-
sification and ontologies, to develop a knowledge-cycle driven framework for under-
standing and then developing corporate taxonomies for effective exploitation of an 
organization’s valuable knowledge resources.  
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As difference scenario projected different taxonomy, most of the time, produced 
taxonomies only matched the studied environment and requirements. Since there is no 
knowledge taxonomy for OMS in IHL context produced before, a specific and com-
prehensive study is necessary. This study aims to understand what are the base 
knowledge components to produce the intended and specific OMS taxonomy (IHL 
Malaysia). The focus would be on individual knowledge located in the technologies in 
the IHL organization. Developing our own taxonomy, in our own environment is an 
advantage because we will not be influenced on the classification of item that is not 
necessary or not even existed in our organization. 

3    Methodology 

The objective of the study is to propose a k-taxonomy for OMS in the context of IHL. 
Analyses of literature related to the OMS are discussed in the previous section be-
come the basis on the OMS development.  In the context of this research, individual 
knowledge is located as the initial stage of knowledge. Observations into the archives 
of public IHL reveals that knowledge resources can be categorized into three main 
sources namely paper documents, computer documents and self memory. This is in 
line with OMIS proposed in 1997 (Table 3). The three components of OMS are 
mapped into the six OM or CM types proposed by [14] which are non-computational, 
documents bases, knowledge based, case based, construction of distributed and com-
bination of several techniques OM or CM.  The knowledge types have been aligned to 
knowledge management technology available in IHL. The findings of the analysis are 
fitted in the taxonomy developed and discussed in the next section. 

4    Result and Discussion 

Proposed taxonomy is as follows:   

 
                                                                    Individual memory 
          
                                  Paper document   Computer document           Self memory 
                  
               Records and artifact               Homogenous records                   Expert locator 
             
         Non                    Document      Knowledge    Case     Construction   Combination 
computational                 based              based         based     distributed           several 
       OM                           OM                  OM           OM  OM        techniques       
    
 
 
 
 
 

 
 
 

Metadata 

Books, magazine, 
articles, 

certificate, 
analogue audio, 

video, photo, 
report 

Digital (Various 
types of 

documents, 
audio, video, 

photo)  

Knowledge 
repository 

Lesson learn 
system, 

group/project 
repository 

Email 
collaboration, e-

forum, e-chat 
rooms, e-

groupware 

Expert locator, 
knowledge map, 

yellow pages 

 

Fig. 1. Proposed OMS taxonomy 
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Metadata is the bottom layer of the proposed IHL OMS taxonomy. It plays an im-
portant role because it is the gist of knowledge and simplifies information about 
knowledge that leads to better identification of contents. Metadata describe knowl-
edge kept and should be share among chosen components in the OMS taxonomy. It is 
also could be put as part of search engine components driving specific knowledge 
categorization. This will form values of knowledge worth transferring in OMS. Use of 
metadata helps to identify specific knowledge to be posted into repository. It is crucial 
that expert identify what is the related content to be highlighted before posting their 
knowledge. 

[32] points that we must learn to capture the decision, the rationale behind the de-
cision, the open questions related to the decision, the assumptions behind the decision, 
and any related supporting information. This would be important to describe the sce-
nario or circumstances at that time supporting the existing of the knowledge. Another 
aspect that should be included in metadata is a very short conclusion of the story that 
relates to people’s behavior or action that is moral. All good stories should end with a 
moral [33]. Moral reasoning involves how ethical decisions are arrived at, i.e., on 
what basis these decisions are supported or justified [34].At this level, the attributes 
describe the knowledge itself as well as its applicability in a context. Moral should 
cover the preventive action necessary to avoid problematic scenario.  

Attributes that describe the knowledge itself include aboutness, gist, ontological 
mappings and Web Ontology Language specifications [35]. [28] notes standardized 
descriptive metadata with networked objects has the potential for substantially im-
proving resource discovery capabilities by enabling field-based (e.g. author, title, 
abstract, keywords) searches, permitting indexing of non-textual objects, and allow-
ing access to the surrogate content that is distinct from access to the content of the 
resource itself. Besides using the suggested metadata, this study identified its meta-
data for OMS through previous OMS studies in table 1.  Finally it is concluded that 
metadata for OMS taxonomy are; author, title, abstract (aboutness), keywords, sub-
ject category (gist ontology mapping), rational of decision/solution, moral/lesson 
learned, access (knowledge/expert), impact (individual, group, organization), type of 
story (success/failure)knowledge resources and knowledge physical location. 

The taxonomy and metadata found in this study will be the main element in design-
ing OMS in IHL. Using KM technology as the base of components should interlink 
the existing tools in organization with organizational memories especially in provid-
ing cross functional knowledge sharing to organization. Since unit analysis of this 
study is individual academicians, individual memory is the uppermost layer in the 
taxonomy.  Knowledge resources as detailed in Figure 1. will function as knowledge 
feeder to the OMS. In proposed OMS framework, all knowledge resources will go 
through OMS interface. This is where metadata will be extracted from those knowl-
edge resources. Extracted metadata will be located into OMS central repository. OMS 
repository will consist all academician related activities and contributions. IHL able to 
use this repository to locate previous and existing knowledge in the organization. The 
repository able to produce academician’s key performance indicator report extracted 
from all the knowledge resources in the organization. Figure 2 depicts OMS frame-
work base from individual system perspective. 
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Fig. 2. OMS framework from individual system perspective 

5   Conclusions and Future Work 

This research reviews pertinent literature on OM computer base in the effort to develop 
OMS taxonomy for IHL. From the literature review researcher found that there are 
common understandings about forms and categorization of knowledge in organization. 
Observations are done in selected IHL and the findings from literature review are 
mapped into the synthesis of OMS components for a practical result. The OMS taxon-
omy and metadata produced filled up OMS framework from individual system  
perspective. Further study can be conducted to validate and verify the developed  
taxonomy. 
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Abstract. Malware classification is a vital in combating the malware. Malware 
classification system is important and work together with malware identifica-
tion to prepare the right and effective antidote for malware. Current techniques 
in malware classification do not give a good classification result when it deals 
with the new and unique types of malware. For this reason, we proposed the us-
age of Genetic Algorithm to optimize the malware classification system as well 
as help in malware prediction. The new malware classification system is based 
on malware target and its operation behavior. The result from this study will 
create a new framework that designed to optimize the classification of malware. 
This new malware classification system also has an ability to train and learn by 
itself, so that it can predict the current and upcoming trend of malware attack. 

Keywords: Malware Classification, Genetic Algorithm, Unique Malware. 

1   Introduction 

Malware classification is one of the main systems in malware detection mechanism. It 
is used to classify the malware into its designated classes. Malware classification 
system that used machine learning techniques for classifying task was commercially 
applied in many anti-malware products such as Avira, AVG, Kaspersky, McAfee, 
Trend Micro, Symantec, Sophos and ESET [1]. Nowadays, malware commonly clas-
sified as Virus, Worms, Trojan Horses, Logical Bombs, Backdoor, Spyware, Exploit 
and Rootkit [2-3]. 

Malware classification system is very necessary and highly important when com-
bating the malware [4]. In malware classification system, the main appliance or en-
gine is named as classifier and it is used to classify the malware into the appropriate 
malware class. According to Filiol, current malware classes are mainly based on 
malware specific objective [3]. As for an example, malware in worm’s classes used a 
network to send the copies of itself to other computer just to spread and do not at-
tempt to alter the system. Therefore, by looking at the malware class, the right and 
effective antidote can be produced from malware specific objectives and this will help 
anti-malware products to prevent the malware from affecting the system. 
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In the recent advent, the widespread of malware has increased dramatically due  
to the fact that malware writers started to deploy an avoidance technique to avoid 
detection and analysis by anti-malware products [5]. By using this technique, malware 
writers can change the malware syntax or also known as malware signature but not its 
intended behavior, which has to be preserved [6]. The common avoidance technique 
used by malware writers is the code obfuscation. There are two types of code obfusca-
tion which are polymorphism and metamorphism technique. Many new variants of 
polymorphic and metamorphic malware can easily be created by encrypting the code, 
flow transposition, substitution and renaming variable [7]. The other techniques to 
avoid detection are packing, anti-debugging and anti-virtualization.  

The design of malware and its intention has become more sophisticated and sig-
nificantly improved [8]. Current machine learning classifiers in malware classification 
system do not give a good classification result when it deals with the new and unique 
types of malware. It is because malware are becoming increasingly specialized and 
difficult to analyze [9]. New and unique types of malware are no longer can be clas-
sify easily to the current malware classes. These variants of malware have numerous 
attributes, combination syntax but showing the same behavior [9-10]. Thus, classifica-
tion of malware has become more complicated and a new classification system is 
urgently needed. 

In this paper, we proposed a framework that optimizes the current machine learn-
ing classifier by using Genetic Algorithm (GA). GA is a heuristic search that simu-
lates the process of natural evolution. According to Mehdi, this heuristic algorithm is 
regularly used to generate useful solutions in optimization and search problems [11]. 
Malware that was created by an avoidance technique, providing almost the same func-
tionality and showing the same behavior can be classify by using GA. It is because 
these types of malware basically worked same like crossover and permutation opera-
tion in GA [12]. As stated by Edge, GA has an ability to be a learning algorithm. As a 
result, it will make the new classification system become more reliable than the cur-
rent classification systems [13]. 

The rest of the paper is organized as follows. Section 2 provided information about 
malware and its background. Section 3 is devoted to discuss about malware class and 
techniques involved. Proposed framework is presented in the section 4. Finally, Sec-
tion 5 gives a few remarks as the conclusion. 

2   Malware Background 

2.1   Motivation  

In this new millennium era, malicious code or malware has been recognized as the 
major threats to the computing world [10], [14]. All malware have their specific ob-
jective and target, but the main purpose is to create threats to the data network and 
computer operation [15]. Malware highly utilized the communication tools to spread 
itself. For examples, worms are being sent out through email and instant messages,  
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Trojan horses attacked from infected web sites and viruses is downloaded from peer-
to-peer connections to the user systems. According to Filiol, malware will pursue to 
abuse existing vulnerabilities on the systems to make their entry silent and easy [3]. In 
addition, malware works to remain unnoticed, either by actively hiding or simply not 
making its presence on a system recognized to the user. 

With the development of the underground economy, malware is becoming very 
profitable product as the malware writer used to spam, steal information, perform web 
frauds, and many other criminal tasks. According to Martignoni, Malware had estab-
lished during the past decade to become a major industry [9]. The new malware keep 
on increasing from time to time and this delinquent is seriously concerned by the 
security group around the world. Panda Security Lab reported that one third of exist-
ing computer malwares were created between Jan-Oct 2010 [16]. 

 

Fig. 1. Malware Evolution: Panda Lab Security [16] 

The exponential growth of malware is also reported by many other security groups 
such as F-Secure, McAfee, Kaspersky, Sophos, Symantec and G-Data [17-22]. The 
increasing of malware has causes a billion of loss to the computer operation world-
wide by breaking down the computer, congest the network, fully utilize the process-
ing power, and many more bad impacts. According to ESET, more than half numbers 
of the malware samples nowadays are classified as unique. This unique malware  
are created by assimilating the existing malware with an avoidance technique. Fig. 2 
is shows the total number of unique malware samples reported by ESET in 2005-
2010. 
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Fig. 2. Unique Malware Sample: ESET Threat Center [23] 

2.2   Malware Avoidance Techniques   

At the present time, nearly all modern malware has been implemented with a variety 
of avoidance techniques in order to avoid detection and analysis by anti-malware 
product [5]. The avoidance techniques that practically used by malware writers are 
code obfuscation, packing, anti-debugging and anti-virtualization. Code obfuscation 
technique can be divided into two types which are polymorphism and metamorphism. 
All these techniques can change the malware syntax but not its intended behavior, 
which has to be preserved [6]. The main purposed of these techniques is to avoid 
detection and to make the analysis process became more complicated [8].  

A polymorphic technique can change the malware binary representation as part of 
the replication process. This technique consists of encrypted malicious code along 
with the decryption module [24]. It also has the polymorphic engine to decrypt and 
generate new mutants for the code before running it. When the polymorphic malware 
infecting the computer systems, it will encrypt itself by using new encryption key and 
a new code is generated. It is also has the polymorphic engine to decrypt and generate 
new mutants for the code before running it.  

As for metamorphic technique, malware will transform the representation of pro-
grams by changing the code into different ways when it replicates but it still performs 
the same behaviors [25]. This technique can include control flow transposition, substi-
tution of equivalent instructions and variable renaming [7]. Metamorphic malware can 
reproduced itself into different ways to rapidly created new malware variants and 
never look like the old malware. 

Malware writers used packing technique to compress the Win32 portable execution 
file (PE file) and the actual file is unpacked as it is executed [26]. The main purposed 
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of this technique is to protect the commercial software code from crack. A packed 
program contains with a program that is used for decompressing the compressed data 
during execution in the objective of making the task of static analysis become more 
difficult [27]. Packers will compress and sometimes it will encrypt the program. 
However, the program is transparently decompressed and decrypted at runtime when 
the program is loaded into memory. Some malware even packed its code several 
times in order to make it harder to be unpacked and used up so many resources until 
the computer hang or crash. 

Debugger is a useful tool for reverse engineering of the malware code. A debugger 
normally can step through each instruction in a program code before it is executed. 
This tool performs their monitoring by either inserting breakpoints in the program or 
by tracing the execution using a special system calls [28]. Malware writers applied an 
anti-debugging technique to detect and avoid their malware from run under a debug-
ger. Anti-debugging is an active technique where the malware writers embed code 
aimed to check process list for debugger process [29]. This technique will change the 
functionalities of the program when it interpreted by a debugger and make that pro-
gram to discontinue it malicious intent or jump to end it. 

The other technique is an anti-virtualization. Virtual environment is a place com-
monly used to do an analysis and extract the features of the malware. To avoid the 
malware from being analyze, malware writers used anti-virtualization to create mal-
ware code that has a capability to detect virtualization environment [30]. By using this 
technique, malware can check whether they are running in a virtual or normal envi-
ronment before the execution. When the virtual environment is detected, malware 
might simply act like a genuine program or commonly refuse to run inside the virtual 
environment [31]. 

As an effect, it is not surprising that malware writer often use all these technique to 
automatically avoid detection. Even if anti-malware can detect it, that malware is 
unique and does not represent any existing malware class. Classification of malware 
become much harder and a new classification system is urgently needed. 

3   Classification Part 

3.1   Malware Class 

Nowadays, malware are classified based on malware specific objective. Malware can 
be divided into several classes and there are diversities among the researchers in clas-
sifying the malware. In 2006, Aycock defined that malware consist of ten classes 
which are Logic Bomb, Trojan Horse, Back Door, Virus, Worm, Rabbit, Spyware, 
Adware, Hybrids and Zombies [2]. In 2009, Apel reported that malware consist of 
seventeen classes, seven more classes from Aycock [5]. Recent study by Filiol in 
2010 stated that malware classes are divided into two groups which are “Simple” and 
“Self-Reproducing” [3]. However, the common class of malware nowadays is likely 
represented in Table 1. 
 



 A Framework for Optimizing Malware Classification by Using Genetic Algorithm 63 

Table 1. Common malware classes 

Types Specific Objective 
Virus Computer program that can copy itself and infect a computer. 
Worms Self-replicating malware which uses a computer network to send 

copies of itself to other nodes without any user intervention. 
Trojan Horse Software that appears to perform a desirable function for the user 

prior to run or install, but harms the system 
Logical Bombs Simple type of malware which wait for significant event such as date 

or action to be activated and launch its criminal activity 
Backdoor Method of bypassing normal authentication, securing remote access to 

a computer, while attempting to remain undetected. 
Spyware Malware that can be installed on computers, and collects small pieces 

of information about users without their knowledge 
Exploit A piece of software that attacks particular security vulnerability. 

Exploits are not necessarily malicious in intent 
Rootkit Software inserted onto a computer system after an attacker has gained 

control of the system. 

 
We did an analysis about the malware operation behavior. For this analysis, we fo-

cus on worms and Trojan horses only. It is because these two are the common  
types of malware that attack host-based system [12]. We are observing the executed 
malware by focusing it into the specific target and its operation behavior in  
windows environment systems. The malware samples that we are using for this  
experiment comprises of 300 unique samples and the result that we get is shows in 
Fig. 3. 

 

Fig. 3. Malware Specific Operation 
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From this result, we can classify the malware specific operation into 4 main 
classes which are Data, Application, System and Dos. Malware that are attack File 
will group under Data class and malware that are attack Browser will be under Appli-
cation class. Malware that are attack Kernel, Operating System and Registry will be 
group under System class. Lastly, malware that are attack CPU, Memory and Net-
work will be group under Dos class.  

3.2   Machine Learning Classifier 

Classifier is the main engine in the malware classification system. In this paper, we 
had studied several current machines learning classifier that has been used in malware 
classification. Table 2 shows the summary of Naïve Bayes (NB), Support Vector 
Machine (SVM), Decision Tree (DT) and K-Nearest Neighbor (KNN). 

Table 2. Machine learning classifier in malware classification  

Classifier Speed Accuracy Strength Weakness 
Naïve Bayes [32-
33] 

Very Fast High Fast, easier to maintain  
and consistence result 

Sensitive to the  
correlated attributes 

Support Vector 
Machine (SVM) 
[4], [34] 

Fast High Regression and density 
estimation results. Better 
performance in text  
classification, pattern 
segment and spam  
classification 

Expensive and problem 
lies on the prohibitive 
training time. 

Decision Tree 
[33], [35] 

Very Fast High Easy to understand, easy 
to generate rules and  
reduce problem  
complexity 

Mistake on higher level 
will cause all wrong 
result in sub tree 
 

K-Nearest 
Neighbor [36] 

Slow Moderate Useful when the  
dependent variable takes 
more than two values and 
effective if the training 
data is large 

Very computationally 
intensive. O(n²) 

 
Based on the summary above, we decided to select DT classifier to be used and 

work together with the GA in the proposed framework. DT is selected because this 
algorithm is the most suitable algorithm for our proposed system that is based on 
malware specific target and its operation behavior. Malware target is referring to the 
Windows file system which is in the tree format. As for example, TrojanDrop-
per:Win32 malware has targeted two directories to execute and perform its malware 
operation behavior [37]; 
 

1. C:\Documents and Settings\Users\Local Settings\Temp\  
2. C:\Windows\System32  
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3.3   Genetic Algorithm 

GA is a heuristic search that simulators the process of natural evolution. The standard 
GA can be seen as the combination of bit-string representation, with bit-exchange 
crossover and bit-flip mutation, roulette-wheel selection plus generational replace-
ment. GA is belongs to the larger class of Evolutionary Algorithm (EA). GA include 
the survival of the fittest idea into a search algorithm which provides a method of 
searching which does not need to explore every possible solution in the feasible re-
gion to obtain a good result.  

GA also commonly used on a learning approach to solve computational research 
problem. According to Mehdi, this heuristic algorithm is regularly used to generate 
useful solutions in optimization and search problems [11]. In a GA, a population of 
strings which encode candidate solutions to an optimization problem evolves toward 
better answers. By tradition, solutions are represented in binary as strings of 0s and 
1s, but other encodings are also possible [38].  

A simple presentation of GA is shows as follows; 
 

generate initial population, G(0); 
evaluate G(0); 
t:=0; 
repeat 
 t:=t+1; 
 generate G(t) using G(t-1); 
 evaluate G(t); 
until find a solution 

 
GA technique is implemented in this research in order to solve and classify the unique 
malware that was created by an avoidance technique. A framework is proposed by 
combining GA with the current machine learning classifier. New and unique malware 
can be detected and classify through this technique. It is because, unique malware 
work similar like crossover and permutation operation in GA [12]. An avoidance 
techniques that normally used by malware writers can be detected and classified using 
this new malware classification system because it not only filter the content but also 
train and learn by itself, so it can predict the current and upcoming trend of malware 
attacks. 

4   Proposed Framework 

We proposed the usage of the GA to enhance and optimize performance of the new 
classifier. GA will work together with the DT and there will be the training phase for 
GA that is explained in the sub section. Our proposed framework consists of several 
elements which are Malware Sample, Virtual Environment, Knowledge Storage, 
Classifier and Class Operation. Fig. 4 shows our proposed framework for optimizing 
malware classification using GA. The next sub-section is explained about each ele-
ment in this proposed framework. 
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Fig. 4. A Framework for Optimizing Malware Classification Using Genetic Algorithm 

4.1   Malware Sample 

Most of malware are designed to attack windows-based operating system. According 
to Germany anti-virus firm G-Data (2010), 99.4% of the new malware are purposely 
target windows operating system [22]. Therefore, we are focusing our test on win-
dows-based operating system only and narrowed down our scope and focus to Win32 
portable execution file (PE file) that contains malicious code. This sample PE file is 
collected thru college network, internet and some suspicious execution file in win-
dows operating system itself. Each of the file has been extracted to obtain their fea-
tures and behavior. All malware targets and its operation behavior are compiled in 
malware profile and stored in the knowledge storage.  

4.2   Virtual Environment 

Virtual environment is a security mechanism for separating running programs. It is 
often used to execute untested code, or untrusted programs from unverified third-
parties, suppliers and untrusted users. Virtual environment machine run isolated, so 
the benefit of a virtual environment machine is that it cannot directly modify the 
"real" operating system running on our machine. The virtual machine is assigned its 
own hard disk space, and that's what it treats as its virtual "entire hard disk". 

In this proposed framework, we decided to use Windows XP Mode [39] in Win-
dows 7 Platform as our testing platform. The purposed of this virtual environment is to 
create secure platform in order to minimize damage and attack to the actual machine 
when the malware sample is executed. Since virtual environment is assigned with its 
own hard disk space, if got infected, we can simply remove it from our test machine. 

4.3   Knowledge Storage   

Knowledge storage is the database storage where we stored all the malware profile 
after finish the analysis and features extracted. Malware profile consists of malware 
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sample, MD5 hash, malware size, malware specific target and it class operation be-
havior. Table 3 shows an example of malware profile in our knowledge storage. 

Table 3. Malware Profile in Knowledge Storage  

Malware 
Sample 

MD5 Hash Size 
(byte) 

Specific Target Class  
Operation 

umdmgr.exe A2D09FE1EB487
A799907527E494

AA06B 

61,440 • C:\Windows\System32 System 

sdra64.exe 5A92608A111E80
356F346E7405171

C4A 

127,488 • C:\Documents and  
   Settings\[UserName]\Lo
  cal Settings\Temp\ 
• C:\Windows\System32 
• C:\Windows 

Data 

aa.exe E9E1D7AD36C53
C7B70C38DA151

4BBD5D 

58,749 • C:\Documents and  
   Settings\[UserName]\Ap
   plication Data 
• C:\Documents and  
   Settings\All  
   Users\Application Data 
• C:\Documents and  
   Settings\All Users 

Application 

lsass.exe 09BA41F35106E9
4A9E5A3639AC52

B280 

22,528 • C:\Documents and  
   Settings\[UserName]\Ap
   plication Data 
• C:\Documents and  
   Settings\All  
   Users\Application Data 
• C:\Documents and  
   Settings\All Users 

Application 

 
The knowledge storage is designed to be re-writable by the system. Certain unique 

malware has a relationship and link with the other malware when it is executed. This 
malware relationship is unable to analyze because during analysis process, malware is 
executed one by one [28-29]. At first, the information in the knowledge storage is not 
sufficient enough to be used in the classification system. For this reason, we used GA 
to conduct a training phase together with the DT. The system will update the database 
after gone thru the training phase. 

4.4   Classifier   

Classifier is the main engine in our malware classification system. We have selected 
the DT as our machine learning classifier and combine it with the GA. In this new 
system, we are having the classifier training phase and GA is used to become a learn-
ing algorithm. During the classifier training phase, we used different malware samples 
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as the training data set. We must use different malware samples because we want to 
let the classifier to learn and update the new malware into malware profile. One of the 
main goals is to detect and classify the unique malware that has a relationship during 
the execution. The other goal is to find unique malware that perform the same behav-
ior but providing different syntax representation. Fig.5 shows the classifier training 
phase process in our proposed malware classification system. 

 

Fig. 5. Classifier Training Phase 
 

As mention earlier, the malware profile in the knowledge storage is designed to be 
re-writable. Classifier will keep on updating the malware profile during this training 
phase. The classification result will become more accurate after this training phase. 
This process also shows the ability of GA in helping DT to optimize the classification 
process. 

4.5   Class Operation 

Class operation is our new proposed malware classes. Previously, we had done an 
analysis about the malware operation behavior using worms and Trojan horse. Based 
on that analysis, we proposed the malware class based on malware operation behavior 

as shows in Table 4. 
The right and effective antidote is necessary in combating the malware. The anti-

dote is produced by the other system in malware detection mechanism. Although the 
antidote is not produced by the classification system, the classification system can 
work together with other system in preparing the right antidote by looking at the 
malware class. The reason is, we need to find the cause and effect before come out 
with the solution which is antidote in our cases.  
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Table 4. Proposed malware class based on malware operation behavior  

Class  
Operation 

Rank Attacked examples Affected examples 

Data 1 Malware attack office and adobe 
file  

.doc, .ppt, .xls and .pdf file  

Application 2 Malware attack application such 
as office application, audio  
application and video application 

Microsoft Office, Winamp and 
Windows media Player 

System 3 Malware attack the entire  
Operating System 

Windows XP, Windows 7 and 
Windows Server 2008 

Dos 4 Malware attack physical  
hardware and entire machine 

CPU usage, memory and network 
access 

 
In our proposed class, all four classes are related with each other in rank 1 to 4 

starting with the Data class and end with the Dos class. If the classifier classified the 
malware sample in the Data class, the antidote is prepared based on Data operation 
and if the malware sample are classified in the Application class, the antidote is pre-
pared based on Data and Application operation. It is same with the System and the 
Dos classes. Antidote is prepared for Data, Application and System if the malware 
sample is classified in System class and antidote for entire class is prepared if the 
malware sample is classified in the Dos class.  

The reason we proposed malware class based on its operation is to reduce the proc-
ess flow and cost in malware detection mechanism. For example, if the malware is in 
the Data class, the detection mechanism does not need to look and prepare the anti-
dote for other classes because that malware only attack file without attempt to attack 
the application and operating system. If the malware attack Microsoft Office applica-
tion which is under Application class, habitually it will also affect the office applica-
tion file under Data class, but not necessary to attack that particular operating system, 
which is under System class.  

However, not all malware will attack based on this rank class but it normally do so. 
Duplicating a file is considered under Data class but it also consumes and bottlenecks 
the memory usage, so for that cases, it is classified in the Dos class. The antidote is 
prepared for the Data and the Dos class only. All the decision of classification is made 
by DT and is trained by the GA to optimize the classification process. 

5   Conclusion 

In this paper, we have proposed a new framework for optimizing malware classifica-
tion by using GA. By using this new way of classification system, new and unique 
types of malware can be classify by checking the similarity of malware target and its 
operation behavior. We also proposed a new malware classes which mainly based on 
malware operation behavior. This new classification system is important because 
current method of classification cannot detect and classify unique malware, hence 
drop down the performance of anti-malware products. There are several limitations in 
this research. We only focus on host-based machine and windows based operating 
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system. The test subject is also limited to Worms and Trojan horses only. In order to 
improve efficiency and better classification performance, this research will continue 
with other domains and other malware types. 
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Abstract. Gazetteers, or entity dictionaries, are an important element for Named 
Entity Recognition. Named Entity Recognition is an essential component of  
Information Extraction. Gazetteers work as specialized dictionaries to support 
initial tagging.  They provide quick entity identification thus creating richer 
document representation.  However, the compilation of such gazetteers is some-
times mentioned as a stumbling block in Named Entity Recognition. Machine 
learning, both rule-based and look-up based approaches, are often used to per-
form this process.  In this paper, a gazetteer developed from MUC-3 annotated 
data for the ‘person named’ entity type is presented.  The process used has a 
small computational cost.  We combine rule-based grammars and a simple filter-
ing technique for automatically inducing the gazetteer. We conclude with ex-
periments to compare the content of the gazetteer with the manually crafted one. 

Keywords: Gazetteer, Named Entity Recognition, Natural Language Process-
ing, Terrorism. 

1   Introduction 

Named Entity Recognition (NER) involves the identification of certain occurrences of 
words or expressions in unstructured texts and the classification of them into a set of 
predefined categories of interest. NER is often implemented as a pre-processing tool 
for an Information Extraction (IE) system.  One application is document retrieval, or 
automatic document forwarding.  For this application [1] states that “… documents 
annotated with NE information can be searched more accurately than raw text.” As an 
example, NER annotation would allow the search for all texts mentioning the com-
pany “Hong Leong” such as the notable “Hong Leong Bank” and “Hong Leong 
Group”, both Malaysian establishments. NER is supposed to ignore documents about 
unrelated companies of the same name. However, our investigations found that classi-
fication of certain entities often involves challenging ambiguities. Among the types of 
ambiguity is metonymy [2]. Metonymy is a figure of speech in which one word or 
phrase is substituted for another with which it is closely related; for instance, “Eng-
land” is an organization in the statement “England won the world cup” while “Eng-
land” is a location in the statement “The world cup took place in England”. The use of 
syntactic features and word similarity is a possible solution for metonymy recogni-
tion, as described in [2]. 
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NER systems are commonly classified into three categories: machine learning, 
rule-based and look-up based [3]. The machine learning approach requires an anno-
tated training corpus to establish the learning process thus allowing it to predict the 
most likely entities in the given text. The machine learning approach has proved to be 
advantageous when there are either no terminologies or only partial ones. All of the 
basic machine learning techniques - supervised, semi-supervised and un-supervised - 
are only possible with the availability of huge amounts of training data. Nonetheless, 
the training data or corpus, which is often manually annotated, can be a really cum-
bersome task for a human to create.  

Rule-based NER systems achieve the best results of the three categories in all NER 
evaluations. In the absence of learning/training data, rule-based NER shows promis-
ing results. However, the rules involved in rule-based NER are likely to be quite 
complex. This approach relies heavily on the knowledge of linguistic experts. Conse-
quently, the hand crafted rules are difficult to maintain without help from the experts 
in supporting large-scale NER [4]. The look-up based approach is a straightforward 
method and provides an extremely efficient way to perform NER [5]. In general, the 
look-up based approach makes use of lists of common entities to provide clues.  (The 
term “list” is often used interchangeably with the term “gazetteer”, “lexicon” and 
“dictionary” [4].) It is a fast method with a small programming cost. The only proc-
essing required is to map the entities in the list against the given text. Additionally, 
lists are commonly acquired either from a corpus, the web or Wikipedia. However, 
NER systems based solely on such lists suffer from the limitations of coverage and 
ambiguity [6]; for instance, the word “Washington” in “President Washington” is 
clearly a person based on the external evidence as the regular expression “President” 
appears before the word. However, if the word “Washington” is found in the look-up 
list as a location (as in “Washington D.C.”), then this entity will be identified as a 
location based on this internal evidence.  This limitation shows that huge lists may 
also miss some important entities, but with proper techniques and methods the draw-
back is fixable.   

In this paper, we investigate look-up based NER. The list to be looked up is re-
ferred to as a “gazetteer” throughout the paper. We propose a technique to automati-
cally derive the gazetteer for name entities from a terrorism text corpus (MUC-3). Our 
experiment explored only the person entity type, by identifying the proper name, and 
the result is compared with the manually annotated list. We used a simple tokenizing 
technique for the entity extraction, with a dictionary filtering scheme inspired by [7], 
and combined it with simple lexical patterns [8] for the grammar rules. 

2   Related Work 

The task of automatically generating gazetteers for NER has been studied for many 
years. [9] uses lexical patterns to identify nouns from a similar semantic class.  For 
instance, a noun phrase that follows “the President of” is usually the name of a coun-
try.  The construction of such noun phrases are based on common patterns developed  
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manually. These patterns are also referred to as grammar rules. Similarly, research in 
[10] uses lexical patterns but with a small number of entities called seeds to train the 
proposed bootstrapping algorithm in order to derive more related entities. Research in 
[5] shows that the use of a simple filtering technique for improving the automatically 
acquired gazetteer has contributed to a highly significant result, close to that of a 
state-of-the-art NER. A novel method for exploiting repetition of entities is presented 
in [7] with a highly efficient filtering technique to filter unwanted entities. The recall-
enhancing approach requires an entire test set to be available despite substantially 
improving the extraction performance. Inspired by the work in [11], the researcher in 
[4] proposes an automatic approach to generate gazetteers based on initially defined 
entities (seeds). The bootstrapping algorithm in [10] is applied, with little modifica-
tion, to handle novel types of named entities including car brands.   

The use of the structural information of a language has recently been studied as one 
of the permissible approaches to automatically induce gazetteers from texts. The re-
search in [12] shows a successful attempt at generating gazetteers from a Japanese 
corpus using the cache features, coreference relations, syntactic features and case-
frame features of the language.  This information is commonly available from struc-
tural analysis done by linguists. It has been observed from the evaluation results that 
the use of language specific features improves the performance of the system. Mean-
while, a novel method using the significant high-frequency strings of the corpus is 
introduced in [13]. The method uses the distribution of these strings in the document 
as candidate entities to filter the invalid entities.  Additionally, the research team ex-
tends the work by incorporating word-level features and has successfully induced a 
gazetteer from Chinese news articles at around 80% accuracy.   

More recently, Natural Language Processing research in [14] uses concepts and in-
stance information from ontologies for NER and IE systems. The research automati-
cally generates gazetteers from a corpus using the rdf:type information. An RDF 
stylesheet is defined and used to select statements about instances of relevant con-
cepts.  These instances are then converted to structured gazetteer source files.  To the 
best of our knowledge, none of the discussed research generates gazetteers from the 
MUC-3 text corpus. 

3   Corpus 

A text corpus is a collection of text. Most corpora are designed to contain a careful 
balance of material in one or more genres. Commonly, information in corpora is un-
structured. There is a wide range of corpora available, such as the collections of 
speeches1, e-books2, newswire articles3 and texts of multiple genres. The Brown Cor-
pus4, which was established in 1961, is the pioneer corpus. It is a collection of 500 
English text sources categorized by different genres. Some of these corpora contain 
linguistic annotations, representing part-of-speech tags, named entities, syntactic 

                                                           
1 http://www.tlab.it/en/allegati/esempi/ inaugural.htm 
2 http://www.gutenberg.org 
3 http://www.reuters.com 
4 http://mailman.uib.no/public/corpora/2005-June/001262.html 
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structures, semantic roles, etc. However, most of the annotated corpora are not pub-
licly accessible, such as the British National Corpus5. 

In this research we work with a terrorism corpus to support our ongoing research, 
which aims to develop a counterterrorism IE mechanism [15-17]. The series of Mes-
sage Understanding Conferences (MUCs) funded by the Defense Advanced Research 
Projects Agency (DARPA) has established seven types of corpora, two of which are 
collections of American terrorism texts. The goal of these conferences was to encour-
age the development of new and better methods of IE. We use the MUC-3 corpus, a 
collection of news records on terrorism from Latin America. Unfortunately, this cor-
pus is unannotated.  The pre-processing part of our gazetteer generation process relies 
on the part-of-speech tags of the words to identify a possible group for an entity. A 
free part-of-speech tagger is recycled to perform the tagging process. 

4   Gazetteer Generation 

The framework of our automatic corpus-based gazetteer generation process is illus-
trated in Fig. 1. In the first step, to avoid starting from scratch, we adopted a free part-
of-speech (POS) tagger known as Brill’s Tagger [18] to assign possible POS tags to 
the words in the MUC-3 text corpus.  Next, each word and its corresponding POS tag 
is tokenized by the Word/Tag Tokenizer module. The Entity Extractor module ex-
tracts all the words that have been assigned a ‘proper noun singular’ or ‘proper noun 
plural’ tag, as represented by NNP and NNPS, respectively, in the Brill’s Tagger 
notation. Additionally, grammar rules are applied to potentially disambiguate the 
problem discussed earlier.  The grammar rules adopted in [8] are the common lexical 
patterns or the regular expressions found in English text, i.e. the context around the 
proper names that identifies their type.  Following are several regular expressions 
used to identify a person’s name: 

1. @Honorific CapitalizedWord CapitalizedWord 
a. @Honorific is a list of honorific titles  such as  General, Lieutenant, Captain, etc. 
b. Example: General Ramon Niebels 

 2. CapitalizedWord CapitalLetter @PersonVerbs                                                                             
a. @PersonVerbs is a list of common verbs that are strongly associated with people 
such as {said, met, walked, etc.} 

3. @FirstNames CapitalizedWord 
a. @FirstNames is a list of common first names collected from the corpus. 
b. Example: Maza Marquez 

4.  CapitalizedWord CapitalizedWord [,] @PersonSuffix 
a. @PersonSuffix is a list of common suffixes such as {Jr., Sr., II, III, etc.}      
 b. Example: Mark Green, Jr. 

5. CapitalizedWord CapitalLetter [.] CapitalizedWord 
a. CapitalLetter followed by an optional period is a middle initial of a person and a 

strong indicator that this is a person name. 
b. Example: President Peace R.Pardo                                                                                 

                                                           
5 http://www.natcorp.ox.ac.uk 
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Fig. 1. Gazetteer Generation Framework 

A dictionary matching scheme is often vulnerable to false positives.  A false posi-
tive is a case where some proper names identified by the entity extractor are in fact 
non-names and can be considered as noise. False positives often degrade such a sys-
tem’s accuracy.  Hence, we added the Noise Filterer module to the framework to 
remove the unwanted names by simply eliminating low-confidence predictions. 

There are two metrics used in this module as introduced in [7]: Predicted Fre-
quency (PF); Inverse Document Frequency (IDF). The PF metric estimates the degree 
to which a word appears to be used consistently as a name throughout the corpus. 
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Here, cpf(w) is the number of times that a word w is identified as a name and ctf(w) is 
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Here, df(w) is the number of documents that contain the word w and N is the total 
number of documents in the corpus. IDF is a suitable metric for person name recogni-
tion since this type of entity does not frequently appear as an English word. Both 
metrics return a result between 0 and 1. A measure which combines these two metrics 
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multiplicatively, giving a single probability of a word being a name and how common 
it is in the entire corpus, is as follows: 

)()()(. wxIDFwPFwIDFPF =                                             (3) 

A word with low PF.IDF score is considered ambiguous in the corpus and is ex-
cluded from the gazetteer.  

5   Experimental Results 

The system was evaluated using the Precision (P) and Recall (R) metrics.  Briefly, 
Precision is the proportion of names proposed by the system which are true names 
while Recall is the proportion of true names which are actually identified. These met-
rics are often combined and referred to as the F-Measure (F).  Hence, the F-Measure 
is a weighted harmonic between P and R. 

Precision (P) = correct / (correct + wrong)                               (4)                                            
Recall (R) = correct / (correct + missed)                                 (5)                                             

F-Measure (F) = 2PR / (P + R)                                         (6) 

Here, correct is the number of names extracted by the system that are persons names, 
wrong is the number of names extracted by the system that are not persons names 
while missed is the number of persons names that are extracted manually but not by 
the system. Our experiment was conducted on 40 randomly selected texts from the 
MUC-3 corpus. The same set of data is used on the Stanford NER [19]. The Stanford 
Named Entity recognizer uses Conditional Random Field (CRF) method and was 
trained on Conference on Computational Natural Language Learning (CoNLL), 
MUC-6, MUC-7 and Automatic Content Extraction (ACE) named entity corpora with 
a fairly results across domains. CRF is a type of discriminative undirected probabilis-
tic graphical model which each vertex represents a random variable whose distribu-
tion is to be inferred. Edges correspond to dependencies between two random  
variables. The result of the performance evaluation for person name entity using 
MUC-3 text corpus is tabled. 

Table 1. Performance Evaluation Results 

System Precision Recall F-Measure 
Look-up based NER 0.79 0.85 0.81 

Stanford NER 0.34 0.17 0.23 

As can be seen, the results clearly indicates that our system outperform the Stan-
ford parser. This experiment found that the Exact Match evaluation method used  
in CoNLL considers correct entities only if they are exactly match with the corre-
sponding entities in the key tests [4].  Additionally, CoNLL dataset is a collection of 



 Building a Corpus-Derived Gazetteer for Named Entity Recognition 79 

newswire articles of general genres.  Stanford NER was also trained on the MUC 
dataset as mentioned earlier: 1) MUC-6 is a collection of newswire articles on nego-
tiation of labor disputes and corporate management succession and 2) MUC-7 is a 
collection of newswire articles on airplane crashes, rocket and missile launches.  
These are copyright dataset of the North American News Text Corpora which totally 
different genres and structures than the MUC-3.  This shows that our look-up based 
NER performs better in MUC-3 dataset due to the use of the regular expression rules 
related to terrorism texts and the Noise Filterer module to filter unwanted person 
name. 

However, our system achieved an average level of name recognition with 79% pre-
cision, 85% recall and an F-Measure of 81% as compared to human extraction.  
Technically, it is clear that having smaller test data and limiting lookups to noun 
phrases, as opposed to sentences, is undesirable. Our data observation found that it 
would be impossible to identify the name “Peruvian Landazuri” and “Pelito Landa-
zuri” from the snippet “Peruvian and Pelito Juan Landazuri”.   Long names are often 
used by the Latin American people.  In addition, due to the limited grammar rules, the 
system was likely to identify an organization as a person in cases such as “Adam Ltd” 
and “Phoenix Steel”. 

6   Conclusion 

A domain-specific gazetteer often relies on domain-specific knowledge to improve 
system performance. It is generally agreed that domain-specific entities in technical 
corpora, such as the terrorism one, are much harder to recognize and the results have 
been less satisfactory than anticipated. This is due to the built-in complexity of terms 
in different domains which comprise of multiword expressions, spelling variations, 
acronyms, ambiguities, etc. The results indicate that our proposed approach is still 
immature and needs further improvement. The major drawbacks, in particular, are the 
limited test data, the non-specific grammar rules and the multiple occurrences of 
names in documents. In future, improvements will be made to address these weak-
nesses, to increase accuracy, as well as to identify entities that are more specifically 
related to counterterrorism, such as location, weapon, tactic, transportation, type of 
document, etc.  These also include the cardinal entities such as date, time, number of 
fatalities, number of injuries and money. 
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Abstract. The coordination of decision authority is noteworthy especially in a 
complex multi-level structured organization, which faces multi-objective prob-
lems to achieve overall organization targets. However, the standard formulation 
of mathematical programming problems assumes that a single decision maker 
made the decisions. Nevertheless it should be appropriate to establish the for-
mulations of mathematical models based on multi-level programming method 
embracing multiple objectives. Yet, it is realized that sometimes estimating the 
coefficients of objective functions in the multi-objective model are difficult 
when the statistical data contain random and fuzzy information. Hence, this pa-
per proposes a fuzzy goal programming additive model, to solve a multi-level 
multi-objective problem in a fuzzy environment, which can attain a satisfaction 
solution. A numerical example of production planning problem illustrates the 
proposed solution approach and highlights its advantages that consider the in-
herent uncertainties in developing the multi-level multi-objective model.  

Keywords: Multi-level, multi-objective problem, fuzzy goal programming,  
additive model. 

1   Introduction 

The real situations of making decision in an organization involve a diversity of 
evaluation such as evaluating alternatives and attaining several goals at the same time. 
In many practical decision making activities, decision making structure has been 
changing from a single decision maker with single criterion to multiple decision mak-
ers with multi-criteria and even to multi-level situations. A resource planning problem 
in an organization usually consists of several objectives and requires a compromise 
among several committing individuals or units. Typically, these groups of decision 
making are arranged in an administrative hierarchical structure to supervise the inde-
pendent and perhaps conflicting objectives. In this type of multi-level organization, 
decision planning should concern issues of central administration and coordination of 
decision making among lower-level activities to achieve the overall organization 
target. Each decision maker is responsible for one decision making unit of the hierar-
chical decision-making levels and controls a decision to optimize the objectives at 
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each level. Although the execution of decision moves sequentially from an upper 
level to a lower level, the reaction, behavior and decision of a lower-level decision 
maker should affect the optimization of the decision at an upper level decision maker 
(Baky, 2010; Ahlatcioglu and Tiryaki, 2007; Anandalingam, 1988; Mesarovic et al., 
1970). Because of conflicting objectives over different levels, the dissatisfaction with 
the decision results is often observed among the decision makers. In such cases, a 
proper distribution of decision authority must be established among the decision lev-
els for most multi-level decision situations. 

A mathematical multi-level multi-objective programming has often served as a ba-
sis for structuring the underlying goals and hierarchical decision making situation of 
such organizations (Sinha and Sinha, 2004, Shih et al., 1996). Subsequently, a multi-
objective linear programming problem aims to optimize various conflicting linear 
objective functions simultaneously under given linear constraints to find compromise 

solutions (Yu, 1985 and Zeleny, 1982). Let ( ) p,,i,c,,c ikii …… 11 ==c  denote a vec-

tor of coefficients of the thi objective function ( )xif . Then, the multi-objective linear 

programming problem is written as: 

( ) ( )( )

,

,

f,,fopt p

0x

bAx

xx

≥

≤

   

s.t.

1 …

                                                      

 (1) 

where opt indicates optimization operation (minimization or maximization), x is an 

−n vector with components nx,,x …1 , bAx ≤  denotes system constraints written in 

vector notation and ( ) xcx iif = are the objectives function.  Nevertheless, the stan-

dard mathematical programming of multi-objective problem (1) cannot accommodate 
problems in a multi-level decision making structure as it is assumed that each of all 
objectives comes from a single decision maker at a single level. Therefore, a multi-
level multi-objective programming problem solution is a necessity.  

In a multi-level decision-making context, each decision maker represents a deci-
sion-making unit at a different level. All decision makers should cooperate with oth-
ers in making the decision. For necessity in the sequential multi-level decision making 
structure, a decision maker at the highest level determines the plan and distributes this 
information to all decision makers in the subordinate levels. To ensure all decisions 
are made in cooperatively and decision authorities are distributed properly in the 
organization, the satisfaction of decision makers at the lower level must be consid-
ered. From this standpoint, it is desirable to develop a fuzzy programming method 
that facilitates multiple objectives in multi-level and fuzzy decision-making situa-
tions. In this paper, we introduce an additive model of a Fuzzy Goal Programming 
(FGP) approach (Tiwari et al., 1987) to realize the multi-level multi-objective deci-
sion making. The FGP approach is used to achieve the highest degree of achievement 
for each goal by maximizing fuzzy achievement functions. The algorithm uses the 
concept of satisfaction to multi-objective optimization at every level until a preferred 
solution is attained. The problem model was also developed by means of fuzzy ran-
dom regression (Nureize and Watada, 2010a) approach, to overcome the difficulties 
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in determining the model coefficients and in treating the hybrid uncertainties that 
exist in the data used to construct the model coefficients. From that we emphasize  
that the proposed method has significant advantages in solving multi-objective prob-
lem in the multi-level organizational situation in which fuzzy random information 
coexisting. 

The remainder of this paper is divided into six sections. Section 2 provides pre-
liminary knowledge for a multi-level multi-objective problem and fuzzy random re-
gression model. Section 3 explains the main components of an additive model of 
FGP. Section 4 describes the FGP solution algorithm for solving multi-level multi-
objective problems. An illustrative example is presented in Section 5, and finally, 
discussions and conclusions are given in Section 6. 

2   Preliminary Studies 

This section explains the multi-level multi-objective decision making problem that 
hierarchical human organizations face to derive a rational and satisfactory solution. 
The decision making problems are formulated as relevant mathematical programming 
problems which optimization techniques can solve. Though, developing a mathemati-
cal programming model requires an appropriate model setting to avoid solutions from 
being mislead. Thus, the fuzzy random regression approach has been introduced in 
the construction of a multi-level multi-objective model. 

2.1   Multi-level Multi-objective Decision Making Problem 

In any organization with a hierarchical decision structure, the sequential and preemp-
tive nature of the decision process increases complexities in making organization 
decision. In the multi-level programming, sequential decision making process used to 
start at the highest level. A decision maker at one level controls or coordinates the 
decision makers on the subordinate levels. Moreover, it is assumed that a decision 
maker at each level has a certain degree of autonomy, where the decision maker has 
an authority to decide the best option among the alternatives in their decision making 
unit. Planning in such an environment has been recognized as an important decision 
making process as described in Bialas and Karwan (1979). 

A multi-level multi-objective programming problem is characterized when a  
multiple decision makers optimize several objectives in the multi-level structured 
organization (Sinha and Sinha, 2004; Shih et al., 1996). In a multi-level program-
ming, chosen decision variables *

ikx are controlled by the decision maker for each level 
and are distributed down to the following level so that the decision-making process at 
the present level can include the decision from the upper level simultaneously. As 
each decision making level deals with several conflicting objectives, the situation 
creates multi-level programming problems in a set of nested optimizations over a 
single feasible region. In such a situation, the coordination of decision authority dem-
onstrates that the decision variables of one level affect the decisions of the other  
levels. Hence, it explains that the important feature of the multi-level programming 



84 N. Arbaiy and J. Watada 

problem is essentially related to the coordination of the decision powers among all 
levels and that decisions at the lower levels are influenced from the upper levels. 

There are many planning and/or decision making situations that can be properly 
represented by a multi-level programming model. All of them appear whenever a 
hierarchical structure is existing in the decision making process. Let us consider an 
organization that has a multi-level programming problem with multi-objective func-

tion ( )xiF  for ,p,,i 1= defined over a jointly dependent strategy set S . Let the 

vector of decision variables ( )pxx ,,1 …=x takes values in nR . Assume that decisions 

are made sequentially beginning with 1DM , which controls a vector 11 X∈x , down 

through pDM , which controls a vector pp X∈x , where iX is a nonempty subset 

of p,,i,in 1=ℜ  and pi nnn ++= 1 . 

The decision maker iDM
 
at the thi level has authority over the decision vari-

able ix . The multi-level multi-objective linear programming problem is a nested 

optimization problem (Mohamed, 1997; Sakawa, 1993; Baky, 2010), and has the 
following structures: 
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where ( ) ,ccf p
ij
p

ij
ij xxx ++= 11  ,p,,i 1=  ,m,,j i1= are linear objective func-

tions. Let us indicate ij
kc  as constants, iA  as coefficient matrices of size 

inm × and in  as the number of involved decision makers.  

The execution of decision-making units moves from higher to lower levels. Each 
decision-making unit optimizes its objective function independent of other units but is 
affected by the actions of other level. The lower-level decision maker independently  
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optimizes the unit's plan of action according to the goals and limitations determined in 
the unit, disregarding the goals of the higher-level decision maker. Thus, the problem 
with decision authority coordination in this multi-level structure is to identify the best 
compromising solution at each decision-making level to attain overall organization 
targets.  

2.2   Multi-objective Model Setting through a Fuzzy Random Regression 
Approach 

Typical multi-objective problem is a decision problem to optimize a set of objectives. 
Mathematical model is then used to represent and solve the problem. Though, the 
model coefficients play a pivotal role in the mathematical modeling and the value of 
model coefficient should be determined in prior to construct the mathematical model. 
The coefficients of the mathematical model are commonly decided by a decision 
maker with their knowledge and expertise. Nonetheless, sometimes it is not easy to 
determine the coefficients, as relevant data are occasionally not given or difficult to 
obtain. This task may cause difficulties, and thus it makes the decisions of model 
coefficient is crucial and influential to the model’s result. The occurrence of errors in 
the determination of the coefficients might ruin the model formulation (Schniederjans, 
1995). Therefore, a number of studies have suggested various methods to minimize 
these potential errors and to address the problem (Saaty, 1980; Sugihara et al., 2004; 
Romero, 1991; Ijiri, 1968; Kwak et al., 1991; Nureize and Watada, 2010b). The re-
gression analysis will possibly work to estimate the coefficients of the model (Nureize 
and Watada, 2010b; 2010c). 

A regression method analyzes statistical data to estimate the model coefficients in 
developing effective models. The conventional mathematical programming problem 
uses numerical deterministic values to these coefficients. In contrary, it is more realis-
tic to take the estimated values of the coefficients as imprecise values rather than 
precise ones. In practical systems, probabilistic or/and vague situations include uncer-
tain information such as predictions of future profits and incomplete historical data. 
Therefore, the mathematical programming models should be able to handle the above 
problems. That is, the above situations should be explicitly considered in the decision 
making process. For that reason, the fuzzy random regression model is introduced to 
solve such a problem with the existence of the randomness and fuzziness in historical 
data used for the approximation (Watada et al., 2009). The property of fuzzy random 
regression model is used to allow for the co-existence of fuzziness and randomness in 
the data.  

In this paper, one sigma confidence interval is used to express the confidence  
interval that expresses the expectation and variance of a fuzzy random variable as 
follows: 

[ ] [ ](X)varE(X),(X)varE(X)Δ,σeI XX +−
                              

 (3) 
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The fuzzy random regression model with one sigma confidence intervals (Watada et 
al., 2009) is described as follows: 

( )

.m,1,jp,1,i
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where 
h
⊃ denotes the fuzzy inclusion at level h . 

Thus, the fuzzy random regression model with confidence intervals is given in the 
following expression: 
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3   The Fuzzy Goal Programming Approach to the Multi-level 
Decision-Making Problem 

Let us consider the multi-objective problem (1). In the fuzzy multi-objective problem, 

the objective functions are denoted as ( ) ii g~F x ≥  where ≥~ represents fuzzy inequal-

ity and ig  is the goal target for the objective function. Let V represent the fuzzy 

achievement function consisting of membership functions iμ  for fuzzy objectives. In 

the FGP approach, the weighted additive model (Tiwari et al., 1987) is formulated by 
aggregating the membership functions with an additive operator as follows: 
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                                           (6) 

In this section, we explain the important components required to build the additive 
model of FGP consisting of objective function, achievement function, goal and toler-
ance, and membership function. 
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3.1   Objective Function 

The term ‘objective’ is the terminology used in goal programming approach and re-
ferred as a criterion with additional information of the direction (maximize or mini-
mize) in which the decision maker prefers on the criterion scale (Jones and Tamiz, 

2010). In a multi-objective problem, objective function ( )xiF  is created for each 

objective to solve. The objective function is represented in the form of 

( ) .m,,j,p,,i,ccF immii …… 1111 ==++= xxx
                       

 (7) 

In this proposed model, the coefficient value of ijc  is decided by the fuzzy random 

regression approach. . The coefficient value derived from fuzzy random regression 

model (4) however results in an interval denoted by the bracketed numbers [ ]r
j

l
j cc , . 

Considering the midpoint value of 2
⎟
⎠
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⎝
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=
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ij

cc
ξ , then the fuzzy random based objec-

tive functions (7) for FGP are rewritten as follows: 

( ) m,,j,p,,i,F immii …… 1111 ==++= xxx ξξ  (8) 

where ijξ is the fuzzy random based coefficient.  

Hence, the coefficients ijξ of each objective function are identified by the regression 

model and these objective functions are further used in the setting of multi-objective 
model.  

3.2   Achievement Function 

The fuzzy achievement function V is the total achievement of all the objectives. All 
the membership functions of the fuzzy objectives are multiplied by a weight ω  that 
reflects their relative importance and are added together to form the achievement 
function.  

The first level achievement function is expressed as follows: 
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For the subsequent lower level, the achievement function ( )pV μ  is written as 
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where the weight of decision variables and controlled decision vector ijx is elicited 

with Equations (14.1) and (14.2), respectively. The weighting scheme is explained in 
the sub-section 3.5. 

3.3   Goal and Tolerance 

A goal in goal programming is known as a numerical target value that decision mak-
ers desire to achieve (Jones and Tamiz, 2010). Usually, decision makers assign values 
to the goal and the tolerance based on their experience and knowledge. The mathe-
matical model can also be used to determine the goal and the tolerance values by 
computing the individual optimal solutions to obtain the satisfaction degree 
(Zimmermann, 1978).  

3.4   Membership Function 

Based on fuzzy set theory (Zadeh, 1965), the fuzzy objectives in a multi-objective 
problem are characterized by their associated membership functions. That is, the 
membership functions are used to formulate the corresponding objective functions. 

The linear membership functions iμ for the thi  fuzzy objective ( ) ii g~xF ≥  can be 

formulated as follows (Zimmermann, 1978): 
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The membership function for ( ) ii gxF ≤~ is as following: 
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where im,,j,p,,i …… 11 == and ijL is the tolerance limit for fuzzy objectives. The 

membership function of each fuzzy objective was built to find the optimal solutions of 

the thi level of the multi objective linear programming prob-

lem ( ) 1,,1,,, **
1

* −== pixxx i
p

ii …… . 

In a multi-level decision-making situation, the decision at each subordinate level 
influences the upper level's decision as well as the upper-level decision makers  
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control the subordinate level’s decision. The decision denoted as ikx in the present 

level is sent down to the next lower level. To take care of the vagueness of this deci-

sion ikx , let Li
kt  and Ri

kt  for in,,k;p,,i …… 111 =−= be the maximum negative 

and positive of tolerance values, respectively, for the decision vectors ikx  with values 

specified by the thi level decision maker. 

The triangular fuzzy numbers of the decision vectors ikx are stated 

as ( )RL i
k

*
ik

*
ik

i
k

*
ik txxtx ,, +− . Thus, as in Baky (2010), the linear membership functions 

for each of the in components of the decision vector ( )*i
p

*i*i
i xxx ,,…1=

 
controlled 

by the decision makers of the upper 1−p levels can be formulated as follows: 
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where in,,k;p,,i …… 111 =−= . 

3.5   Relative Importance 

Let the numerical coefficients +
ijω , 

R
ikω and 

L
ikω  denote the relative importance of 

achieving the aspired levels. The relative importance of the fuzzy goal is then deter-
mined using the weighting scheme (Mohamed, 1997). 

ijij
ij gu −=+ 1ω ,                                                                (14.1) 

Li
k

L
ik

t

1
=ω , 

Ri
k

R
ik

t

1
=ω .                                                  (14.2) 

+
ijω is the weight for the objective functions, and 

R
ikω and 

L
ikω represent the weights 

for the membership functions of the decision vectors.  

4   Fuzzy Goal Programming for the Multi-level Decision Problem: 
An Additive Model 

A solution to the multi-level multi-objective programming problem is obtained as 
follows on the basis of the main components of additive FGP. For two continuous  
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levels in the decision making tree, the decision-making process is carried out in two 
sequential stages. The higher level decision maker determines the top plan of action 
and followed by the lower level decision maker that executes the plan which is de-
cided by the higher level decision maker. 

The additive FGP model for multi-level decision making is written as follows: 
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Fig 1 illustrates the process flow of decision making under multi-level additive 
fuzzy goal programming model. The multi-level additive FGP is separately solved for 

the thi level multi-objective program with 11 −= p,,i … . 

5   An Illustrative Example 

Consider the following production planning problem. One export-oriented country is 

concentrating on producing three important products 1x  , 2x and 3x which are manu-

factured by company D,,d,Cd 1=  with given capabilities. This company has 

distributed branch D,,d,Bd 1= , in city level for producing the products. This 

situations result in 3 levels decision making and each level is responsible to accom-
plish the objectives that are decided in prior.  

The initial step in this phase is the data preparation to determine the decision vari-
able’s coefficient through a Fuzzy Random Regression Model (4) and further develop 
the objective function for multi-level multi-objective problem (14). The previously 
collected data set is then pre-processed (Watada et al., 2009; Nureize and Watada, 
2010c). The probabilities are assigned as the proportion of product being produced in 

thi plant to the total production numbers.  
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Fig. 1. Flowchart of the FGP for Multi-level Multi-Objective Problem 
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Table 1 summarizes the information needed to construct the multi-level multi-

objective model (2). Let us assume ijf represents the iDM objective(s) in each level. 

Based on the information in Table 1, the multi-level multi-objective problem can be 
summarized as follows: 

Find x so as to satisfy: 
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Subject to constraints: 
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Note that all the coefficients for the objective functions in the problem model (14) 
are derived from Fuzzy Random Regression Model (4).  

Based on the procedure stated in Section 4 and the workflow in Fig. 1, three 
equivalent linear programs are constructed in sequence. Table 2 tabulates the goal and 
tolerance that are pre-determined by the experts for all objectives functions of the 
three levels of the multi-level multi-objective problem. Computer software LINGO© 
is used to solve the equivalent ordinary linear programming model. The procedure 
brings to an end as 3== pl  and the satisfactory solution is obtained.  
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6   Discussions and Conclusions 

This section is spent to clarify the results of the production planning problem. The 
Fuzzy Random Regression Model (4) gave the coefficients values in interval value 
form, which expresses fuzzy judgments. In this case, first stage of computation used 

the midpoint values of the interval coefficients. The coefficients iξ are fuzzy random 

coefficients for the decision variables ix  as tabulated in Table 1. The optimal solution 

for each level with the controlled decision variables for the problem is obtained as in 
Table 2.  

Table 1. The coefficients for objective functions and goal’s target 

Fuzzy Random-Based Coef-
ficient Decision Making 

Level 
Goal 

1ξ
 2ξ  3ξ  

Target Tolerance 

11
f  

Maximize the export 
revenue 

2.078 0.260 0.170 4.58 0.5 

12
f  

Maximize the  
national level profit 

1.010 1.700 0.476 5.50 0.5 

Government 

level, 1DM  

(first-level) 
13

f  
Minimize the  
capital,  

0.438 0.796 0.512 5.00 0.5 

21
f  

Maximize the  
production volume 

1.126 0.100 0.097 3.90 0.5 

22
f  

Maximize the profit 
for state level 

0.856 1.473 0.443 4.50 0.5 

State level,
 

2DM  

(second-level) 
 

23
f  

Minimize the cost of 
production 

0.380 0.737 0.277 4.80 0.5 

31
f  

Maximize the  
production volume 

0.921 0.050 0.526 3.00 0.5 
City level,

 3DM
 

(third-level) 
32

f
 

Minimize the cost of 
production 

0.380 0.737 0.216 4.00 0.5 

Table 2. The optimal solutions and decision tolerance 

Controlled decision 
variables tolerance 

Decision 
Making 
Level 

Solutions 

{ }321 x,x,xx =  

Controlled 
decision  
variables Li

kt  Ri
kt  

1 { }000082941
1

.,.,.x
*

=
 

*
x

1

1
 0.5 0.5 

2 
 { }00.0,92.1,94.1

*2
=x

 
*

x
2

2
 0.75 0.25 

3 { }020921941
3

.,.,.x
*

=
 

- - - 
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The experiment’s results show that the administrative government level (first 

level), objectives 
11

f and 
21

f attained nearly full satisfaction achievements which were 

98% and 94%, respectively. However, the objective of minimizing the capital only 
partly achieved about 42% in this level. The objective to maximize the profit at the 
government state level has fully achieved, whereas the other objectives gained 55% 
and 38%. In the city level, the objectives satisfied about 55% and 47% achievements. 
The results show that decision makers can perform decision analysis under considera-
tion of the solution derived by the mathematical approach. The decision maker can  
re-examine the solution and change the decision and repeat the process. Since the 
proposed method is based on the satisfaction approach, the decision makers may in-
volve themselves in evaluating the results to attain better satisfying solution.  

In this study, we demonstrated the use of the additive model of an FGP approach to 
solve multi-level multi-objective programming problems, where the initial problem 
model was developed in terms of a fuzzy random regression approach to treat the 
uncertainties in the data and to overcome the difficulties in determining the coeffi-
cients values. In summary, the proposed procedures have properly used the additive 
method in the FGP evaluation to solve multi-level multi-objective problems. The 
procedure also enables the decision maker of a respective decision-making unit to 
decide the decision value by means of the mathematical based on their satisfaction. 
Although it is an iterative process, it is practical for the decision maker to re-evaluate 
the results to attain the satisfaction of the overall system target. In addition, the deci-
sion maker’s preferences toward the goals are considered in the computation of the 
decision process by introducing the relative importance evaluation in the additive 
FGP model.  
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Abstract. Software agent technology started to have a key role in e-commerce 
domain. Agents are now used to support a pervasive technology for different 
partners in e-business environment in which various virtual business processes 
will be incorporated and facilitated. Agent technology is used to automate these 
processes, as well as to enhance e-market places where sellers, vendors, and re-
tailers provide a virtual shop for consumers and buyers to purchase items online 
through delegating requirements to software agents. This paper proposes a new 
framework for the use of software agent technology. The paper presents under-
lying framework, which is implemented by using agent coordination and  
collaboration in a distributed computing environment.  The use of an agent con-
troller pattern will provide robustness and scalability to e-market place. The 
framework allows multiple sellers to be registered, whereas buyers satisfy their 
requirements by using a mobile purchasing agent, which translates their re-
quirements to the e-market place. In addition, the framework customized to sat-
isfy e-business transactions for buyers and sellers.  

Keywords: Workflow Management, Software Agents, Consumer Buying  
Behavior (CBB) Model. 

1   Introduction 

Electronic commerce entails Business-to-Business, Business-to-Customer, and Cus-
tomer-to-Customer transactions. It encompasses a wide range of issues including 
security, trust, reputation, payment mechanisms, advertising, electronic product cata-
logs, intermediaries, multimedia, shopping experience, back office management, 
workflow management, supply chain management, service discovery, knowledge 
management, automated negotiation and pricing, auctioning, and transactional reason-
ing [1][10][17]. 

It is generally accepted that there are wide range of accepted technologies used in 
promoting virtual businesses processes, specifically communication and networking. 
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However, medias and products have been gradually moved to e-commerce.  Business 
partners are pushed to learn technologies in order to enhance their virtual business 
processes. We may predict that this new method of doing e-business will dominate 
business settings in the near future. 

One of the major technologies used are intelligent software agents. Agent-based 
technologies play an important role for doing e-business processes [6] [7]. Agent-
based commerce is becoming reality and many business partners acknowledge several 
of these technologies in their web-based business as they want to be part of the next 
generation of Internet commerce. 

2   Intelligent Software Agents 

Intelligent software agents are used to support B2B, B2C, and C2C paradigms. Basi-
cally, agents are also called “Agent-Mediated Commerce” [17], which is widely used 
to perform tasks such as matchmaking, monitoring, negotiation, bidding, auctioning, 
and transfer of goods.  The role of agent-based commerce is to aid comparison in 
shopping process.  These agents collect information from multiple commercial 
sites[2], filtering it and provide appropriate requests for both buyers and sellers. 

Agent derives from the concept of agency, referring to employing someone to act 
on your behalf. There are almost as many definitions for the term software agents as 
there are people employing it. For examples, AIMA (Artificial Intelligence Modern 
Approach) [18] [19] has defined an agent as anything that can be viewed by perceiv-
ing its environment through sensors and acting on that environment through effectors. 
The problem with this definition is (, as argued in [14] and [15],) the need to define 
the environment for whatever that provides input and recieves output. In addition, 
there is a requirement to consider the input to be sensed and the output to be acted to 
make a program as an agent.  

Another definition [1], an agent is defined as a software entity that functions con-
tinuously and autonomously in a particular environment, which is often inhabited by 
other agents and processes.  Agents should perform activities in flexible way as well 
as responsive to changes in the environment without human supervision.  Besides, an 
agent that functions over a long time period should be able to adopt from its experi-
ence. Agents also communicate and coordinate between each of them. [5] defined 
autonomous agents as computational systems that inhabit some complex dynamic 
environment, sense and act autonomously in this environment and by doing so realize 
a set of goals or tasks for which they are designed. 

2.1   Agent Characterization 

Generally, an agent is an entity, which is responsible for satisfying specific goals 
(achieving a specific status, maximizing a given function [15]), and has mental prop-
erties such as state, knowledge, belief, intension, obligation [12] [15].The “state” of 
an agent includes the representation of its environment and the agent “knowledge” 
defines the information that an agent considers as sure and agent “beliefs” represents 
the information that may possibly wrong. The following are characterizations of 
agents: 
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1- Situated: An agent situated in an environment that consists of objects and other 
agents it is possible to interact with [14]. 

2- Autonomous: agents can operate without human intervention (goal directedness) 
from others (humans or other software processes [1] and that should have control over 
its own actions and state [8] [14]. 

3- Flexibility: agents should be flexible. 
4- Responsive: agents should perceive their environment and respond to changes that 
occur in it [14] [18]. 
5- Reactive: the ability to observe and sense the status of objects and agents in its 
environment including events that happen in it, such change the state of an object, 
reception of a message [18]. 
6- Proactive: agents should be able to take initiative when appropriate [8] [14] and 
when attempting to achieve goals. 
7- Social: agents should be able to make interactions when appropriate with humans 
and other agents [15]. They also engage in planning with other agents [1]. 

8- Learning: agents should learn as they react and interact with external environment 
over time and their performance should increase [1] [18]. 
9- Mobility: agents should have the ability to move from one machine to another 
across different system architectures and platforms [1] [12]. 
10- Veracity: agents do not knowingly communicate false information. 
11- Benevolence: agents always try to do what they are asked for [8]. 
12- Rationality: agents will try to achieve their goals and not act in such away to pre-
vent their goals from being achieved [12] [14]. 

2.2   Mobile Software Agents 

Agents are either static agents or mobile agents. Static agents or stationary agents [9] 
execute only on a single system during its life cycle. The life cycle of software agent 
comprises a life cycle model, computational model, a security model, and a commu-
nication model. A mobile agent additionally defines a navigation model. Services to 
create, destroy, suspend, resume, and stop agents are needed to support the agent life 
cycle model [9]. 

Mobile agents are computational software processes capable of roaming Wide 
Area Network (WAN), interacting with foreign hosts, gathering information on behalf 
of its owner and coming ‘back home’ having performed the duties set by its user. 
Mobile agents ensure autonomy, cooperation, and mobility, they are handling routine 
tasks, searching for information, and facilitating decision supporting on user behalf.   

3   The Consumer Buying Behavior (CBB) Model of E-Commerce 

To categorize how agents are being used in B2C paradigm, it is important to explore 
roles of agents as mediators in e-commerce in the context of a common model. This 
model stems from traditional marketing Consumer Buying Behavior (CBB) model.  
The CBB model is a powerful tool to help understanding the roles of agents. CBB 
model addresses six stages that also elucidate where agent technologies apply to the 
shopping experience. These stages are given below: 
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1-Need Identification: this is the stage where customers conceptualize a need for a 
product or a service. Within this stage the consumer can be stimulated through prod-
uct information [17]. Agents can play an important role for those purchases that are 
repetitive (supplies) or predictable (habits). One of the oldest and simplest examples 
of software agents are called “Monitors” continuously running programs which moni-
tor a set of sensors or data streams and take action when a certain pre-specified condi-
tion apply. Another example called “Notification Agent” or “Eyes” by “Amazon 
which monitors the catalog of books for sale and notifies the customer when certain 
events occur that may be of interest to the customer or when a new category becomes 
available [1]. 

2- Product Brokering: the stage where the customer determines what he / she need to 
buy [10]. This enables the selling agents to answer with related products and or alter-
natives according to the preferences set by the user [13]. The buyer has identified a 
need to make a purchase (possibly with the assistance of monitoring agent). There are 
several agent systems that reduce consumers search cost when deciding which prod-
ucts best meet their needs [1].  The result of this stage is a set of products [17].  

3- Merchant Brokering: this stage combines the consideration set from the previous 
stage with merchant–specific information to help determine who to buy from [1] [17]. 
This includes the evaluation of merchant alternatives based on consumer provided 
criteria (e.g. price, warranty, availability, delivery time, reputation, etc…) [17]. The 
problem that was exposed, most of the merchants do not want to compete on price 
only, and want the value added services mentioned previously to be included in con-
sumers buying decision [1]. 

4- Negotiation: is the stage where the customer may interact with the service product 
provider to determine the terms of transaction (i.e. price, quantity, quality of service, 
etc…) [11]. Negotiation in real-world business, increases transaction costs that may 
be too high for either consumers or merchants; also, in the real world there are im-
pediments to using negotiation such as time constraints. These mostly disappear in 
digital world. In traditional retail markets, prices and other transactions are fixed. The 
benefit of dynamically negotiation the price for a product instead of fixing it is that it 
relieves the merchant from needing to determine the value of the good a priory [1].  

5- Payment and Delivery: this is the stage where a consumer can specify the terms of 
how to receive the product or service [10]. The purchase and delivery of a product can 
either signal the termination of the negotiation stage or occur sometime afterwards.  
In some cases, the available payment (e.g. cash only) or delivery options can influ-
ence product and merchant brokering [17].  

6- Product Service and evaluation: this post-purchase stage involves product service, 
customer service an evaluation of the satisfaction of the overall buying experience 
and decisions [17].  

Given the above stages, there was an emphasis on agents to only support the media-
tion- based stages (i.e. product brokering, merchant brokering and negotiation).  
Currently [11] all stages are being implemented with intelligent agents. The need 
identification stage has been incorporated into recommended systems. These systems 
have the ability to analyze historical purchase data and recommend solutions to  
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customers. Product suppliers can keep preference information on their customers and 
notify them when relevant product / service are available. Agents have been incorpo-
rated into recommended services for both seller and buyer. These agents can analyze 
market trends and determine if the users are getting reliable information or best deal 
for their on-line transactions [10]. 

Current product brokering and merchant brokering systems take large amounts of 
product data and help the user to narrow down the selection. Traditionally, agents 
have been incorporated in these environments to do tasks of browsing and comparing. 
In addition, there is also a huge amount of work in negotiation, auctioning and reason-
ing [3] [11]. However, the evaluation stage still has not seen significant reported im-
plementations with agents [10]. 

4   The Proposed Framework 

Buyers and sellers conduct business online through the e-market place. The market 
place is a place where people meet for the purpose of trade by private purchase and 
sale. By the invention of technologies and communications, business partners conduct 
their processes online. The benefit of using e-markets stems from providing physical 
business transactions using the Internet. As described in [16], Pedro et. al. (1999) 
suggests a framework for virtual market place.  Their framework allows buyers and 
sellers to corporate business processes through using static agents-mediated e-
commerce. In our proposed framework, mobile purchasing agent, which cooperates 
with a set of static coordination agents The framework highlights stages of CBB 
model mentioned earlier: need identification, product brokering, merchant brokering, 
and negotiation. Furthermore, the framework proposes a new analysis stage of prod-
uct evaluation. Figure (1) depicts the framework for B2C e-commerce data workflow 
management. 
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Fig. 1. Agent-Based Framework for E-Commerce Data Workflow Management 
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The framework proposes three main phases, the requirements phase, the mediation 
phase, and determination phase.  These phases are described below: 

4.1   Requirement Phase 

The requirements phase addresses two stages of the CBB model; need identification, 
and product brokering. It is instantiated by allowing the buyer to identify his/her re-
quirements in application running on a web browser. These requirements are: service 
name, price, quantity, and priorities. The buyer is accepting these requirements and 
packages them in XML format1. XML stands for (eXtensible Markup Language).  
XML is a Markup Language for describing structured data and it used to solve  
incompatible formats and inconsistencies between different computer systems and 
databases over the Internet. XML was designed for electronic document exchange.  
Business partners rely heavily on flow of agreements expressed in XML documents.  
XML is a suited platform to do business. The buyer stimulates the mobile purchasing 
agent, which can be created using Java2 platform for building agents. The Aglet plat-
form from IBM is a good platform for building mobile agents. Aglet can be viewed as 
agent and applet or mobile applet. In our model, the mobile purchasing agent travels 
across the network and reaching the server site at the e-market place to perform tasks 
upon buyer’s behalf. The mobile purchasing agent is programmed to wait till it re-
ceives results from the market. 

 

 

business-agent

Buyer agent Seller agent

1*

+create()()
+dispatch()()
+arrive()()
+dispose()()
+revert()()

M obile purchasing agent

 

Fig. 2. UML Class Diagram of Mobile Purchasing Agent 

 

                                                           
1 XML is defined by the World Wide Web Consortium (W3C) to be an application and vendor neutral, 

which insures maximum portability. 
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Basically, the framework intended to use a mobile purchasing agent, which trans-
lates buyer requirements. The mobile purchasing agent travels to the e-market place to 
co-operate with agents in agent platform. Activities of mobile agents created in IBM’s 
Aglet or General Magic’s Odyssey [9], are event driven. This means, that when a 
certain event occurs as detected by some “Listeners”, the specific actions for that 
event will be executed. Figure (2), presents UML mobile purchasing agent class as a 
subclass of the super class business-agent.  

4.2   Mediation Phase 

This is the primary phase in the framework. It addresses merchant brokering and 
negotiation of the CBB model. The mediation phase is instantiated when the mobile 
purchasing agent arrives the e-marketplace. The mobile purchasing agent registers 
itself in agent server, which holds agents according to an agent solver manager. The 
components of agent solver manager are given as follows: 

1- Agent cloning manager: Contents of mobile purchasing agent have to be cloned to 
ensure that a virus will not infect its contents when it travels across the network. 
2- Addressing manager: This manager contains all addresses (URLs) from sellers  
in market sites. Each of which represents a seller address given through his/her  
URL.    
3- Agent manager: The agent manager consists of a set of agents that represent the 
core-agents. Agents are responsible for searching and negotiation mechanisms.  

• Information agent: This agent is a static agent.  It is responsible to detect arrival 
of the mobile purchasing agent and extract the XML document and passes it to 
the controller agent. 

• Controller agent: This agent is a static agent.  It is responsible to control proc-
esses to other agents, collects the request from the information agent, passes this 
information to notification agent, and connects with the XML converter. 

• Notification agent: This agent is responsible to conduct a notification mechanism 
for seller’s agents. When the negotiation is finalized a deal, both the buyer and 
supplier are informed. 

• Analyzer agent: When the negotiation is processed between supplier agent and 
buyer agent, the buyer and the (winner) seller are informed. The buyer and sup-
plier send their confirmation or non-confirmation via an analyzer agent. 

4- XML converter: Every market site has an XML format converter that converts an 
XML document between formats followed by the buyer and the local database 
schema and vice versa using XSL (eXtensible Style Language)[9].  The XSL pro-
vides rule for displaying and organizing XML data.   

5- Database controller: The database controller receives the set of buyer requirements 
and constraints to form SQL query and connects with the database.  The database 
controller receives results from the database and updates it.  
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4.3   Determination Phase 

At this phase, the buyer has determined his choice and deal. Results matching the 
buyer’s requests are returned from the database controller and are converted to the 
XML format followed at the buyer end. This resulting XML document which is trans-
ferred to the mobile purchasing agent, which waits till it receives the results from the 
market site and directs these results to the buyer back end. 

5   Application Scenario 

We implement an application in e-market place that utilizes the following agents: 

1- Master Administrator Agent (Mobile Purchasing Agent): This agent requests a deal 
and handles message results from seller domain. 
2- Model Slave Agent( Information Agent): This agent is responsible for collecting 
information from buyer agent domain 
3- View Controller Slave Agent: (Controller Agent): This agent controls the Seller's 
price of a deal  
4- View Agent ( Notification and Analyzer Agent): This agent finalized the deal and 
demonstrates statistical charts representing sales.   

Figure (3), Figure (4)) shows the collaboration of different agents in the application 
scenario and sample screenshot of view and analyzer agent respectively. 

 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3. Structure of Agent's Collaboration in E-Marketplace 
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Fig. 4. Sample Screenshots of Analyzer  and Notification Agents 

6   Conclusions and Future Works 

We have described a new framework for the Business-to-Customer paradigm.  The 
description also entails features, components, benefits, and restrictions of the frame-
work. 

We concentrate on using intelligent software agents as a key to facilitate engineer-
ing business processes.  Collaboration and coordination between mobile purchasing 
agent and static agents in e-market place have also been described.  

The proposed framework has certain features for supporting e-market place effec-
tiveness. These features stem from using a mobile purchasing agent, which collabo-
rates and coordinates with static agents in the e-market site.  The strength ness of the 
framework is due to the following: 

1. Supporting an effective mechanism for coordination and collaboration between 
different agents in e-market sites. 

2. Providing security and authentication disciplines for both buyers and sellers.  
Trustworthy issues are pushed to facilitating the underlying processes. 

3. Using an agent controller forces our framework and provides a minor platform.  
This platform supports agents, which can be considered as collaborating compo-
nents in business environment. 

4. The agent platform maintains the contents of the mobile purchasing agent, which 
constitutes the basic infrastructure of the framework.  
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Lastly, the following restrictions and limitations might be considered: 

1. Development of the framework requires standard communications and protocols 
between business and agent software components. 

2. The framework involves standard services in e-market place, such as buy-
ing/selling workflow management processes.   Other business services were not 
involved.  Framework interoperability is not dominated CBB stage (product ser-
vice and payment delivery). 

 
Future direction for the proposed framework requires the existence of new business 
services and other workflow management business processes.  If new services are 
encountered, then the framework could be improved to involve recommendations and 
solutions for inquiries instantiated from both buyers and sellers. 
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Abstract. The purpose of this paper is to show how opinion mining may offer 
an alternative way to improve course evaluation using students' attitudes posted 
on Internet forums, discussion groups and/or blogs, which are collectively 
called user-generated content.  We propose a model to mine knowledge from 
students' opinions to improve teaching effectiveness in academic institutes. 
Opinion mining is used to evaluate course quality in two steps: opinion classifi-
cation and opinion extraction. In opinion classification, machine learning meth-
ods have been applied to classify an opinion as positive or negative for each 
student's posts. Then, we used opinion extraction to extract features, such as 
teacher, exams and resources, from the user-generated content for a specific 
course. Then we grouped and assigned orientations for each feature.  

Keywords: mining student opinions, E-learning evaluation, opinion mining, 
student evaluation, opinion classification, opinion extraction. 

1   Introduction 

The increased use of the Internet has changed people's behavior in the way they ex-
press their views and opinions. Nowadays, the quality of products and services are 
often discussed by customers on the Web. Customers can now post reviews of prod-
ucts and services using Internet forums, discussion groups, and blogs which are col-
lectively called user-generated content [1] [2]. In recent years, many researchers used 
opinion mining to extract knowledge from these user-generated contents. Opinion 
mining is a research subtopic of data mining aiming to automatically obtain useful 
knowledge in subjective texts [3]. This technique has been widely used in real-world 
applications such as e-commerce, business-intelligence, information monitoring and 
public polls [4].  

In this paper we propose a model to extract knowledge from students' opinions to 
improve teaching effectiveness in academic institutes. One of the major academic 
goals for any university is to improve teaching quality. That is because many people 
believe that the university is a business and that the responsibility of any business is to 
satisfy their customers' needs. In this case university customers are the students. 
Therefore, it is important to reflect on students' attitudes to improve teaching quality. 
One way to improve teaching quality is to use traditional student evaluations. The 
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most common criticism of the traditional student evaluations is summarized in three 
issues; first, it may be biased because students tend to give higher ratings when they 
expect higher grades in the course [5]. Second, evaluation mainly takes place at the 
end of a semester. In this case, it is hard to improve the evaluated course and any sug-
gestions will be applied in the subsequent semesters. And, third, regardless of the size 
of a university, student evaluations generate an enormous quantity of data making the 
analysis time consuming [6].   

To overcome these limitations, we propose to use opinion mining to evaluate 
course quality. The method can give additional support to traditional student evalua-
tion. There are certain advantages to this method. First, it takes away from traditional 
classes where most of the time a student takes into account the grade when he/she 
expresses his/her evaluation. Second, it happens during the semester not at the end, so 
any recommendations may be taken into account in the same semester not the coming 
ones. Third, because of the data mining nature which is built for huge data, it is easy 
to work with an enormous quantity of data generated by students' opinions.    

We use opinion mining to evaluate course quality in two steps: opinion classifica-
tion and opinion extraction. In opinion classification, machine learning methods have 
been used to classify an opinion as positive or negative for all posts in all courses. 
Then, in the second step we mined opinions for specific course. In this step, we ex-
tracted features for specific courses. Examples of course features contain the teacher 
and exams. Subsequently, we assigned opinion orientation of the feature (positive or 
negative). Finally, we grouped the features for each course. 

To test our work we collected data from students who expressed their views in dis-
cussion forums dedicated for this purpose. The language of the discussion forums is 
Arabic. As a result, some techniques are used especially for Arabic language. 

The rest of the paper is structured as follows:  section two discusses related work, 
section three contains opinion classification, section four is about opinion extraction, 
section five describes the conducted experiments, section six gives the results of ex-
periments and section seven concludes the paper. 

2   Related Work 

In publications, we found three works that mentioned the idea of using opinion min-
ing in education. First, Lin et al. in [7] discussed the idea of Affective Computing 
which they defined as a "Branch of study and development of Artificial Intelligence 
that deals with the design of systems and devices that can recognize, interpret, and 
process human emotions". In there work, the authors only discussed the opportunities 
and challenges of using opinion mining in E-learning as an application of  Affective 
Computing.  Second, Song et. al. in [8] proposed a method that uses user's opinion to  
develop and evaluate E-learning systems. The authors used automatic text analysis to 
extract the opinions from the Web pages on which users are discussing and evaluating 
the services. Then, they used automatic sentiment analysis to identify the sentiment of 
opinions. They showed that opinions extraction is helpful to evaluate and develop  
E-learning system. Third work of Thomas and Galambos in [9] investigated how  
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students' characteristics and experiences affect their satisfaction. They used regression 
and decision tree analysis with the CHAID algorithm to analyze student opinion data. 
They concentrated on student satisfactions such as faculty preparedness, social inte-
gration, campus services and campus facilities.    

3   Opinion Classification 

Opinion mining concerned with enabling system to determine opinions from text 
written in natural language by human [10]. Opinion classification is a subtopic of 
opinion mining that classifies an opinionated document as expressing positive or 
negative. It is also commonly known as sentiment classification or document-level 
sentiment classification. It aims to find the general sentiment of the author in an 
opinionated text [4]. For example, in educational data, a student may express his/her 
opinion about a course using a discussion forum or a blog. Opinion classification 
determines whether the student attitude is positive or negative about that course.  

Formally, given a set of user-generated content  review R by students containing 
opinions about a course, opinion classification aims to classify each document r ∈ R 
to determine whether the review is positive, negative or neutral.   

We can consider opinion classification as document-level polarity classification 
which is a special case of text categorization with sentiment positive or negative 
rather than topic-based categories. With the exception that in traditional document 
classification, topic words are important. However, with opinion classification, senti-
ments of the words are more important [11]. Therefore, in opinion classification, we 
may be able to improve polarity classification by removing objective sentences [10]. 

In our work, we used modified version of AMOD approach proposed in [12] as 
follows:   

1- A seed set representative of the two adjective categories positive and negative has 
been provided. Since the work is tested in Arabic language, the seeds are Arabic Ad-
jectives.  
2-  Synonymy from Online dictionary is used to find new terms that will also be 
considered representative of the two categories (positive and negative). The new 
terms, once added to the original ones, yield two new sets of terms.  
3- Arabic Datasets, which contained opinion expressions in education, were col-
lected from the Internet.  
4-   To classify each collected document, we calculate its positive or negative orien-
tation by computing the difference between the number of positive and negative ad-
jectives, from both the previous lists, encountered in the studied document. We count 
the number of positive adjectives, then the number of negative adjectives, and we 
simply compute the difference. If the result is positive (greater to given threshold), the 
document will be classified in the positive class. The same process is done for nega-
tive. Otherwise, the document is neutral which is eliminated.  
5- We used a binary classifier using the previous documents as training set and user-
generated contents  as testing set to assign a polarity (e.g. positive or negative) to each 
student review. 
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4   Opinion Extraction 

Opinion mining discovers opinioned knowledge at different levels such as at clause, 
feature, sentence or document levels [13]. In the previous section we discussed a way 
to classify student opinion at document level. This section discusses how to extract 
opinions in feature level. Features of a product are attributes, components and other 
aspects of the product. For course improvement feature may be course content, 
teacher, resources …etc.   

We can formulate the problem of extracting features for each course as follows:  
Given user-generated contents about courses, for each course C the mining result is a 
set of pairs. Each pair is denoted by (f, SO), where f is a feature of the course and SO 
is the semantic orientation of the opinion expressed on feature f. 

For our work, we used Hu, M., Liu approach in [14].  The goal of the approach is 
to identify, extract and group the features for each course as follows:  

1) Identifying and extracting the course features that have been commented by the 
students. Traditional Information extraction is used where we search as specific 
course features in the text. 

2) Determining whether the opinion on the feature is positive or negative. In this 
case we used opinion classification discussed in the previous section. 

3) Grouping the features orientations and produce a summary for each course and 
for each feature in that course.  

5   Experiments  

To evaluate our method, a set of experiments was designed and conducted.  In this 
section we describe the experiments design including the corpus, the preprocessing 
stage, the used data mining methods and evaluation metrics. 

5.1   Corpus 

Initially we collected data for our experiments using 4,957 discussion posts which 
contain 22 MB of data from three discussion forums dedicated to discuss courses.  
Then, we focused on the content of five courses including all threads and posts about 
these courses. Table 1 gives some details about the extracted data. Details of data for 
each selected course are given in table 2. 

Table 1. A summary of the used corpus 

Total Number of posts 167 
Total Number of Statements 5017 
Average number of statements in a post 30 
Total Number of Words 27456 
Average number of words in a post 164 
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Table 2. Details about data collected for each of the five courses 

Course To Review Number  of 
Posts 

Number of 
Sentences 

Number of Words 

Course_1 69 1920 13228 
Course_2 34 1321 7280 
Course_3 23 617 3587 
Course_4 21 524 3183 
Course_5 20 635 3407 

5.2   Preprocessing 

After we collected the data associated with the chosen five courses, we striped out the 
HTML tags and non-textual contents. Then, we separated the documents into posts 
and converted each post into a single file. For Arabic scripts, some alphabets have 
been normalized (e.g. the letters which have more than one form) and some repeated 
letters have been cancelled (that happens in discussion when the student wants to in-
sist on some words). After that, the sentences are tokenized, stop words removed and 
Arabic light stemmer applied. We obtained vector representations for the terms  
from their textual representations by performing TFIDF weight (term frequency–
inverse document frequency) which is a well known weight presentation of terms 
often used in text mining [15].  We also removed some terms with a low frequency of 
occurrence.  

5.3   Methods 

In our experiments to classify posts, we applied three machine learning methods, 
which are Naïve Bays, k-nearest and Support Vector Machine. 

Naïve Bays classifiers are widely used because of their simplicity and computa-
tional efficiency.  It uses training methods consisting of relative-frequency estimation 
of words in a document as words probabilities and uses these probabilities to assign a 
category to the document. To estimate the term P(d | c) where d is the document and c 
is the class, Naïve Bayes decomposes it by assuming the features  are conditionally 
independent [16]. 

k-Nearest Neighbor is a method to classify documents. In the training phase, 
documents have to be indexed and converted to vector representation. To classify new 
document d; the similarly of its document vector to each document vector in the train-
ing set has to be computed. Then its k nearest neighbor is determined by measuring 
similarity which may be measured by, for example, the Euclidean distance [17].  

Support Vector Machine is a learning algorithm proposed by [18]. In its simplest 
linear form, it is a hyperplane that separates a set of positive examples from a set of 
negative examples with maximum margin. Test documents are classified according to 
their positions with respect to the hyperplanes. 
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5.4   Evaluation Metrics 

There are various methods to determine effectiveness; however, precision and recall 
are the most common in this field. Precision is the percentage of predicted reviews 
class that is correctly classified. Recall is the percentage of the total reviews for the 
given class that are correctly classified.  We also computed the F-measure, a com-
bined metric that takes both precision and recall into consideration [19]. 

recallprecision

recallprecision
measureF

+
=− **2

                                    (1) 

6   Experimental Results 

We have conducted experiments on students' comments on five selected courses using 
two steps: Opinion Classification and Opinion extraction.  

First, we evaluated opinion classification.  Evaluation of opinion classification re-
lies on a comparison of results on the same corpus annotated by humans [20]. There-
fore, to evaluate our approach, first we manually assigned a label for each student 
subjective comment.  Then, we used Rapidminer from [21] as data mining tool to 
classify and evaluate the results of students' posts.  Table 3 gives results of the preci-
sion, recall and f-measure for each course using three data mining methods Naïve 
bays, k-nearest and Support Vector Machine. The last row gives the average results. 

Table 3. Precision, recall and F-measure of the five courses using three data mining methods 

Course  K-nearest Naïve Bays Support Vector Machine 
 Pr Re F-m Pr Re F-m Pr Re F-m 
Course_1 69.23 75 72 76.7 66.7 71.35 70 72.16 71.06 
Course_2 79.09 59.09 72.36 84.29 81.82 83.04 74.74 81.21 77.84 
Course_3 58.24 72.23 64.48 67.67 93.94 78.69 61.25 88.15 72.28 
Course_4 70 53.85 60.87 72.5 76.92 74.65 69.09 75.52 72.02 
Course_5 87.5 82.35 84.85 86.74 76.74 81.43 80 94.12 86.49 

Average 70.81 68.50 70.91 77.58 79.22 77.83 71.02 82.23 76.22 

 
From the table, with precision of 77.58 %, we can conclude that Naïve Bays 

method has better performance than the other two methods. However, with recall of 
82.23% Support Vector machine has better performance. Overall, Naïve Bays has the 
best f-measure with 77.83%. 

In the second step, we selected a set of features for course evaluation.  From the 
data, we found that the most frequent features are Teacher, Content, Exams, Marks 
and Books. We used Gate Information Extraction tool from [22] for feature extrac-
tions .Then, we used the system assignment proposed in opinion classification to as-
sign the orientation of the posts. After that, we grouped the features. Figure 1 gives an  
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Course_1:
Contain:  

Positive: 18
Negative: 25

Teacher:
Positive: 28
Negative: 19

Exams:
Positive: 18
Negative: 21

Marks:
Positive: 20
Negative: 6

Books:
Positive: 11
Negative: 21  

Fig. 1. Feature_ based opinion extraction for course_1 

 

 

Fig. 2. Graph of feature_ based opinion extraction for course_1 

example of features extraction for course_1. Figure 2 visualizes the opinion extraction 
summary as graph. 
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In figure 2, it is easy to envisage the positive and negative opinions for each fea-
ture. For example, we can figure out that Books category has negative attitude while 
marks category has positive attitude from the point of view of the students.  

7   Conclusion  

The aim of this work is to present the usefulness of discovering knowledge from user-
generated content to improve course performance. Our goal is to supplement student 
evaluation of courses, not to replace the traditional way of course evaluation. We used 
opinion mining in two steps: first to classify student posts for courses where we used 
three machine learning methods. Then, to extract and group features for   each course 
we used opinion extraction method.  

We think this is a promising way of improving course quality. However, two 
drawbacks should be taken into consideration when using opinion mining methods in 
this case. First, if the student knew that his posts will be used for evaluation, then 
he/she will behave in the same way of filling traditional student evaluation forms and 
no additional knowledge can be found. Second, some students, or even teachers may 
put spam comment to bias the evaluation.  However, for latter problem methods of 
spam detection, such as work of [23], can be used in future work. Also, comparing 
courses for each lecturer or semester could be useful for course evaluations.  
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Abstract. The huge size of multimedia data requires for efficient data classifi-
cation and organization in providing effective multimedia data manipulation. 
Those valuable data must be captured and stored for potential purposes. One of 
the main problems in Multimedia Information System (MIS) is the management 
of multimedia data. As a consequence, multimedia data management has 
emerged as an important research area for querying, retrieving, inserting and 
updating of these vast multimedia data. This research considers the rough set 
theory technique to organize and categorize the multimedia data. Rough set 
theory method is useful for exploring multimedia data and simplicity to con-
struct multimedia data classification.  Classification will help to improve the 
performance of multimedia data retrieving and organizing process. 

Keywords: Rough set theory, multimedia data management, approximation, 
classification, data clustering. 

1   Introduction 

Everyone deals with multimedia data at every walk of lives. Multimedia data consist 
of texts, graphics, animations, video, sounds, music etc. People are working with 
multimedia data and surrounded by them. Therefore, there are many issues and chal-
lenges faced by multimedia data providers to fulfill the user requirements. One of the 
issues is to organize and classify the huge multimedia data so that the information can 
be obtained easily at any point of time. An efficient multimedia data management is 
highly required because it will improve the process of multimedia information dis-
covery especially for decision making application, business marketing, intelligent 
system, etc [1]. To do so, multimedia data management is a tool required to manage 
and maintain huge multimedia data.  

Rough set theory is an effective tool for classification applications and, it has been 
introduced by Pawlak [2] [3]. Rough set theory is a mathematical tool that can be 
used for processing and analyzing of inexact, uncertain, and vague datasets. It is an 
extension of set theory for study of the intelligent system characterized by insufficient 
and incomplete information [3]. Various efforts have been made to improve the effi-
ciency and effectiveness of classification with rough sets [4]. Practically, rough  
set theory has been applied to the number of application domains such as medical 
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diagnosis, engineering reliability, expert systems, empirical study of materials data, 
machine diagnosis, business failure prediction, activity-based travel modeling, travel 
demand analysis, solving linear programming and data mining [5]. 

The intention of this research is to introduce a new representation for multimedia 
data management as an information system by integrating rough set theory elements 
such as decision table and approximation. This paper is organized as follows: Section 
2 describes the related work on all the issue in multimedia data management while 
Section 3 gives details explanation on basic concepts of rough set theory.  Section 4 
demonstrates the proposed framework and Section 5 draws the conclusion. 

2   Multimedia Data Management 

Multimedia is defined as combination of more than one media; they may be of two 
types, static and dynamic media. Text, graphics and images are categorized as static 
media, while objects like animation, music, audio, speech, and video are categorized 
as dynamic media [6]. Multimedia data contains an enormous amount of information. 
This information is in the form of identifiable “features” in the multimedia data. For 
example, video data contains timing data that can be used to track the movement of an 
object from frame to frame or to identify transitions between scenes.  Similarly, audio 
data contains certain identifiable features such as words, sound, pitches, and silent 
periods as well as timing information [7]. 

Multimedia data is attractive, informative and stored in compact format. It has been 
used by various categories of user; from technical up to management levels. The 
growing of consumer demand for multimedia information makes sophisticated tech-
nology is needed in multimedia data management. The applications are including 
representing, modeling, indexing, retrieving and manipulating. The explosion of mul-
timedia content in various aspects such as in databases, broadcast, steaming media, 
etc. has generated new requirements for more effective access to these global infor-
mation repositories. Multimedia data requires for a huge storage area and each media 
type requires different methods to store and retrieve. 

The major issues that related to multimedia data management system are multime-
dia data modeling, huge capacity storage management, information retrieval capabili-
ties, media integration and presentation.  Multimedia database management system 
(MDMS) is developing in purpose to fulfill this requirement.  MDMS supports facili-
ties for the indexing, storage, retrieval and provides a suitable environment for using 
and managing multimedia data [8]. Technique of indexing and classification in mul-
timedia data is created in order to ease the query processing. 

Another study [9] designed a software tool known as web-based multimedia news 
management system (MNMS) which consist of a collection system, website manage-
ment system, workflow system and publishing system. The MNMS tool enables  
delivery of TV and newspaper content trough ITV with internet connection. The inte-
grated both publications are identify as multimedia interactive digital news. MNMS 
provides a service and application to allow collaboration and communication among 
journalists, reporters, editors and designers from multinational publication company 
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that distributed around the world. The concept of MNMS has been implemented as 
part of the data broadcasting in the project entitled News On Demand Kiosk Network 
(NODKN) [9]. This project is a collaborative between Multimedia University in Ma-
laysia and Mitsushita in Japan. 

The most essential activity involves in news content management process are au-
thoring and publishing with additional of multimedia elements such as video, audio, 
image, text and animation. The MNMS tool provides an environment where the em-
ployees of a publication company can create, reviewing, publishing, versioning, ar-
chiving, changing and delete their news content or items. They can use this tool to 
support authoring and publishing operation of multimedia interactive news. The 
MNMS also provide a medium to communication with other user around the world to 
ease them shared the information. As a web application, the MNMS system allows 
end-users to search, view and read articles the interactive multimedia news based on 
their own personalization; for instance they can choose their own language. 

Large volume patient related information like demographic data, historical data, 
data-rich multimedia diagnostic studies and longitudinal disease are one of the impor-
tant parts in medicine information management. Some of general medicine clinics still 
used traditional record system such as handwritten notes to record information from 
patient examination and the physician just can review the record after accessing it in 
the office.  To overcome this situation, Electronic Medical Record (EMR) application 
was suggested by [10] in order to manage patient data efficiently and accurately. 

The EMR tool was develop in Spanish and English version language with the 
clinical practitioner at remote clinics in Ecuador. The tools support for patient infor-
mation management in electronic form and electronic file sharing between the re-
gional collaborating clinics in Ecuador. The implementation of EMR, migrates the 
patient information management from handwriting notes to distributed health care 
system. An authorize staff or clinicians easily recorded patient information and were 
able to achieve the information back for updating or for follow-up in patient care 
practices. Images or video data captured by radiographs, sonograms, microscopic and 
colposcopy examinations process were composed and stored within the workstation. 
The EMR user friendly interface allowed quick load and review of the digital images 
when the data is needed.  

An unstructured data such as multimedia files are difficult to capture and store in 
the common database storage. In one of such study, [11] was interested to design a 
prototype tool to extract and classify unstructured data in any web pages. The proto-
type was focus on an efficient data classification and organization in providing effec-
tive multimedia data manipulation. Document Object Module (DOM) tree technique 
is applied to find the correct data in the HTML document in classification process.  
The prototype was implemented and tested on four main class data type in various 
formats to help end user get useful multimedia data stored for future retrieval usage.  
However, some of unnecessary information, such as script, style or other customized 
nodes in DOM tree cannot eliminate completely and may be minimized during extrac-
tion process. 



 Rough Set Theory Approach for Classifying Multimedia Data 119 

Several weaknesses in current multimedia data management model have been 
found, and the weaknesses are as follow: 

• Various models do not combine all type of multimedia data for classifica-
tion but focusing on one type of data in each research 

• Previous studies have emphasized that the issue of multimedia data storage 
and management, but little is so far known about the classification of mul-
timedia data 

• A lot of multimedia data classification model based on media format (e.g : 
.jpg, .txt, .mp3, .flv) but not by their attribute. 

3   Rough Set Theory 

Rough set theory, introduced by Pawlak [2][3] in the early 1980s.  It is an extension 
of the set theory for the study of intelligent system characterized by inexact, uncertain 
or vague information and can serve as a new mathematical tool to soft computing 
[12]. An upper and a lower approximation of a set, the approximation space and mod-
els of sets are the fundamental concepts in rough set theory [13].  General elements 
engage in rough sets theory can be described as follows: 

1) Universe: A non-empty finite of objects named training set, U = {x1, x2,…, xn}; 
2) Attributes: A non-empty finite set of attributes, A = {a1, a2, …, ak}; 
3) Information system: (also called decision table) is a pair of the universe and at-

tributes, IS=<U,A> ; 
4) Indiscernibility relation: (known as equivalence class) defines a partition in U.  

The indiscernibility relation is defined as, R (B) = {(x,y) ∈ U x U : for all a ∈ B, 
a(x) = a(y)} where, a ∈A and B ⊆ A ; 

5) Approximation spaces: define as a pair, AS = <U, R(C)> where, C be a set of 
condition attributes and R(C) be an indiscernibility relation on U. 

 

• [x]B denotes the equivalence class of B containing x, for any element x of 
U; 

• Based on singleton x, for a given B ⊆ A and X ⊆ U, the lower approxima-

tion  ( B X) of the set X in IS and the upper approximation of the set X in 

IS ( B X) are defined as follows: 
 

B X = {x ∈ U : [x]B ⊆ X}.                                                       (1) 

 

                                 B X = {x ∈ U : [x]B ∩X ≠ ∅}.                                                (2) 
 

• For a given B ⊆ A and X ⊆ U, the boundary of X in IS can be defined as,  
 

BND(X) = B X – B X.                                                              (3) 
 

BND(X) consists of objects that do not certainly belong to X on the basis of A.  
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Data used in rough set theory are often presented as a table which is initialized as 
decision table as illustrated in figure 1. In the table, columns correspond to attributes 
and rows of the decision table correspond to objects. Entries in the table are attribute 
values. The attributes of the decision table include condition attribute and decision 
attribute. The attributes in A can be further classified into two disjoint subsets, condi-
tion attributes (C) and decision attributes (D) such that A=C ∪ D and C ∩ D =  ∅ . 
The decision attributes can have some values though quite often it is binary [14]. Let 
B ⊆ A, U/R (B) denotes a family of all equivalence classes of the relation R (B) called 

elementary sets.  The elements of B X are all and only those objects x ∈ U which 

belong to the equivalence class generated by the indiscernibility relation contain in X. 

Meanwhile, the elements of B X are all those objects x ∈ U which belong to the 
equivalence classes generated by the indiscernibility relation containing at least on 
object x belong to X.  The BND (X) indicates the objects in IS are inconsistent or 
vague.  If upper and lower approximations of X are equal then X is an ordinary set.  
Clearly that, rough set theory mainly resolves to the problem how     X ⊆ U can be c-
overed with a set of equivalence classes according to indiscernibility relation. 

 
 
 
 
 
 
 
 
 
 
 
 

Object

Condition Attributes Decision 
Attributes 

Attributes 

Attributes 
Value 

 

Fig. 1. Decision table 

4   Classification Process for Multimedia Data Using Rough Set 
Theory 

Classification of objects in the databases or information systems sources based on 
rough set theory has been done in many applications [5][15][16]. The goal of classifi-
cation is to build a set of models that can accurately predict the class of different ob-
jects.  Rough set mainly deals with data analysis in table format. The approach is 
generally to process the data in the table and then to analyze them. In this section, 
several multimedia data sets are shown with possible media type will be used as an 
example to illustrate the concept of rough set theory.  Let, an information system is  
a set of objects represented in a data table, the rows are considered as objects for 
analysis and the columns represent a measureable attributes for each object, where  
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IS = <U,A>. Table 1 shows an information system which is a collection of multime-
dia data as object. 

Given a set of universe, U= {O1, O2, O3, O4, O5, O6, O7}, where U are all of the ob-
jects. The set condition attributes is represented by A= {Illustration, Timeline, Move-
ment} and the set D represented the decision attribute, where D= {Media Types}. 
Table 1 can be shown in relation to the function of nominal values of the considered 
attributes, in the Table 2.  Based on Table 1, classification of multimedia data pro-
duced based on condition attribute for each object. Theoretically, video and audio 
contain timing data [7] which can be used to track the movement of an object from 
frame to frame.  Images are categorized as static media, while audio and video are 
categorized as dynamic media [6].  To build this information system, if C = {Illustra-
tion, yes} then, decision attribute can be defined as video or image media types. If C 
= {Timeline, yes} then decision attribute as video or audio types are admitted cer-
tainly.  Justification based on attribute can be used to classify media types whether; it 
is a video, an audio or an image. 

Table 1. Information system 

   Condition  
Attributes 

Decision  
Attribute 

Object Illustration Timeline Movement Media Types 

O1 Yes Yes Dynamic Video 
O2 Yes No Static Image 
O3 Yes No Dynamic Video 
O4 No Yes Static Audio 
O5 Yes Yes Static Video 
O6 No Yes Dynamic Audio 
O7 No Yes Dynamic Video 

Table 2. Nominal Values of Attributes 

 Attributes Nominal Values 
Illustration Yes, No 

Timeline Yes, No 
 

Condition 
Attributes Movement Static, Dynamic 
Decision 
Attributes 

Media Types Video, Audio, Image 

 
Indiscernibility relation is the relation between two objects or more, where all the 

values are identical in relation to a subset of considered attributes. In Table 1, it can 
be observed that the set is composed of attributes that are directly related to multime-
dia data, where A={Illustration, Timeline, Movement}, the indiscernibility relation  
is given to R(A). When Table 1 is broken down it can be seen that the set regarding 
{O1, O2, O3, O5} is indiscernible in terms of Illustration attribute. The set concerning 
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{O1, O4, O5, O6, O7} is indiscernible in term of Timeline attribute, and the Movement 
attribute generates two indiscernibility elementary sets are {O1, O3, O6, O7} and {O2, 
O4, O5}. 

Approximations are fundamental concepts of rough set theory, it is can be defined 
as upper bounds and lower bounds.  As define in section 3, based on objects in Table 
1 the lower and upper approximation of X are categorize as follows, 

B (X) = {O1,O2,O3,O4,O5}, B (X)={O1,O2,O3,O4,O5O6,O7}. As a result, 

BND(X) = {O6, O7}. Figure 2 shows the relationship of the lower and upper approxi-
mation of an information system. The elements that enclosed by thick line belong to 
upper approximation. Meanwhile, the elements that enclosed by light line belong to 
the original set X. The elements that covered by grey color is belong to the lower 
approximation.   

Upper approximation  

of X ( B (X)) 

Set X 

Lower approximation  
of X ( B (X)) 

Not included 
in set X 

 

Fig. 2. Lower and upper approximation of set X 

Table 3. Reducts table 

 Condition  
Attributes 

Decision Attribute 

Object Illustration Timeline  Media Types 

O1 , O5 Yes Yes  Video 
O2 Yes No  Image 
O3 Yes No  Video 

O4, O6 No Yes  Audio 
O7 No Yes  Video 

 
Based on lower and upper approximation, one way to facilitate data retrieving and 

manipulation is by reduction the set of data with reducing attributes. In indiscernibil-
ity relation, only attribute that do not contribute to the classification result can be 
omitted.  Reduction means, the set of remaining attributes is the minimal set, and set 
which presents in all subsets call cores, in other words, removing repetitive or 
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overlapping data. The main purpose of reduction is to determine the attributes which 
can represent data in a database and dependencies between attributes. Table 3 shows 
the example of reduct which drops attribute movement and combined same objects in 
the same row. Decision rules 4) and 5) in table 3 have the same conditions but 
different decisions. Such rules are called inconsistent; otherwise the rules are referred 
to as consistent. 

Decision rule created by combining rule reducts attributes.  Each rows of reduct ta-
ble verify a decision rule, which specifies the decision that must be taken when condi-
tion are indicated by condition attributes are fulfilled.  Decision rules frequently pre-
sented as implication called “if…then…” rules.  From the certainty factors of decision 
rules, the result as below: 

 
• if (illustration,yes) and (timeline,no) then (media types,image) 
• if (illustration,no) and (timeline,yes) then (media types,audio) 
• if (illustration,yes) and (timeline,yes) then (media types,video) 

 
Classifying data into several attributes is important because the attribute has to be 

matched with the corresponding data classes specified in the decision attribute.  By 
applying rough set theory in classification of multimedia data, this model consists of 
six important elements; information system, indiscernibility relation, lower and upper 
approximation, reduction and decision rules. This model demonstrates that redefined 
indiscernibility can reduce the number of elementary sets. In addition sets of one 
object will enhance the approximation precision, but decrease the accuracy of deci-
sions.  Using the model provided, the theory of rough set proves to be an effective 
tool for multimedia data because: 

• It  reduces the data set without losing originality of characteristic set 
• It is easy for clustering data 
• It can manage multimedia data and effortless for application access. 

5   Conclusion 

The proposed model has been developed to help the end users to manage useful mul-
timedia data (audio, video and image) in order to allow efficient process for storing, 
retrieving and updating data. The fundamental concept for classifying multimedia 
data in this research is based on attributes; illustration, timeline and movement. These 
attributes are mainly used to make a decision in classifying of media types. This re-
search also has a new contribution in introducing rough set theory technique to organ-
ize and categorize multimedia data. The integration of classification data using rough 
set theory is believed to improve multimedia data management process. With more 
comprehensive study and investigation, we assume that some applications using clas-
sification of attribute in the rough set theory, using existing multimedia data in  
the real life multimedia organization through this view will be applicable. A future 
vision is to investigate the performance of this proposed model executed under the 
web services.  
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Abstract. Research in blog quality is very crucial nowadays in order to have a 
good quality blog in the blogosphere. The blog quality criteria have been de-
rived from a rigorous metadata analysis. Yet, these criteria have not been re-
viewed and their significance has not been proven systematically. In this paper, 
Rasch Model is applied to produce an empirical evidence of content validity of 
the blog quality criteria. This study confirms that the definitions of 11 families 
and the 49 criteria assigned have content validity by mean of online survey. 
These criteria will then be used as a basis of constructing the instrument to 
measure the acceptability of the criteria for blog quality.  

Keywords: Blog quality, content validity, Rasch Model. 

1   Introduction 

Advances in technology are making use of Internet as an ever-growing phenomenon 
and we are witnessing a tremendous growth of blogs in the blogosphere. As reported 
by Pew Internet & American Life Project Surveys in 2006, there were 12 million of 
American adults who keep a blog [1]. We believe that the current figure has risen, due 
to the increased of broadband penetration rate that has exposed all levels of users to 
blogging. As stated in the World Broadband Statistics Report, by the end of 2009, 
there were 466.95 million broadband subscribers worldwide, up to 2.5 per cent on the 
previous quarter from 455.57 million [2]. In addition, the technical skills required to 
create a blog are readily available. The emergence of user-friendly and free blog tools 
such as Blogger, WordPress, and LiveJournal simplifies the process of web publish-
ing, which formerly required some programming skills [3]. Blogs may offer vital 
information for blog readers to make decisions or keep abreast with the latest blog 
posting. Yet, the growth presents disorganized and uncontrolled, thus contributing to 
the limitation of having bad blogs in the blogosphere. Consequently, blog readers 
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have access to bad or poor-quality blogs that may turn off readers’ interest to return to 
the same blog. Fulfilling readers' expectations and needs is necessary for developing 
good quality blog. 

This study endeavoured into the criteria required in blog quality that will promote 
to readers satisfaction. The blog quality criteria have been derived from a thorough 
metadata analysis. The criteria have been consolidated from literatures and researches 
done in the area of blog, website design, information quality on the Web and portal 
data quality. However, these criteria have not been reviewed and their content validity 
has not been verified systematically. 

Content validity test is a subjective assessment of how suitable an instrument is to 
a group of reviewers. It involves a systematic review of the survey’s contents to en-
sure that it includes everything it should, and excludes everything it should not. It is 
also very important in providing a good foundation on which to base a rigorous as-
sessment of validity [4]. However, Kitchenham and Pfleeger [4] argued that there is 
no content validity statistic. Later, this argument has been refuted by Abdul Aziz et al. 
[5] where they proved that content validity can be assessed accurately and fast despite 
the small sample size by using Rasch Measurement Model. It is a measurement model 
that is formed as a result of the consideration that takes into account the ability of the 
respondents, and the difficulty of items [6]. The graphical output provided is great 
which gives better clarity for quick and easy decision making [7]. 

The purpose of this study is to determine content validity of the measurement in-
strument for blog quality. It is to confirm whether the prescribed family definitions 
and criteria assigned are agreeable to the reviewers. This study proves that the defini-
tions of 11 families and the 49 criteria assigned have content validity by mean of 
online survey.  

The rest of this paper is organized as follows. Section 2 describes the basic of 
Rasch measurement method. Section 3 explains how content validity test is con-
ducted. Section 4 discusses the results of this study. Finally, Section 5 touches on the 
conclusions and future work. 

2   Rasch Measurement Method 

Response from the experts on the content validity is considered rating scale in which 
the experts rated the criteria according to their agreement. In theory, at this phase, the 
study is only counting the number of positive answers from the experts which is then 
added up to give a total raw score. The raw score only provides a ranking order which 
is supposed an ordinal scale that is continuum in nature [8]. It does not have equal 
intervals which contradicts the nature of numbers for statistical analysis and it does 
not meet the fundamentals of adequate statistics for evaluation [9].  

Rather than fitting the data to suit a measurement model with errors, Rasch focuses 
on developing the measurement instrument with accuracy. By emphasizing on the 
reproducibility of the latent trait measurement instead of forcing the expected genera-
tion of the same raw score, i.e. the common expectation on repeatability of results  
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being a reliable test, the concept of reliability takes its rightful place in supporting 
validity rather than being in contentions. Consequently, measuring quality in an ap-
propriate way is vital to ensure valid quality information can be produced for mean-
ingful use; by absorbing the error and representing a more accurate prediction based 
on a probabilistic model [10]. 

In Rasch measurement Model, the probability of success can be estimated for the 
maximum likelihood of an event as; 
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where; 

℮ = base of natural logarithm or Euler’s number; 2.7183 
βn = person’s ability  
δi = item or task difficulty  

3   Methodology 

Experts from the field of English and Information Technology who read blogs (com-
prising 50 English Language lecturers from various universities in Malaysia and 50 
Information Technology executives or managers from various companies of more 
than 10 years working experience) form the pool of reviewers. Therefore, the total 
number of experts engaged at 100. 

The descriptive design chosen is based on the survey objective. It is suitable for 
checking whether the experts agree with the proposed set of definition of family and 
the assigning of criteria to the respective families. The questionnaire consists of 
closed questions (with a Yes/ No answer being provided) and also an open question 
for differing views and comments. In this context, the endorsement of the experts is of 
interest. 

Invitation by e-mail to join the online survey is being sent to the subjects. The ob-
jective of the study; its relevance; the importance of individual’s participation; and the 
confidentiality assured, have been made known for the purpose of the survey. The 
feedback was then tabulated and analyzed using Rasch Measurement Model [11] with 
the aid of Rasch analysis software [12]. 

4   Results and Discussions 

A total of 60 participants out of 100 subjects submitted the online survey forms (30 
respondents being experts in English with another 30 from Information Technology). 
This represents a response rate of 60 percent. The responses are then tabulated and 
run in Bond&FoxSteps software in order to obtain the logit measures. 
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Fig. 1. PIDM 
  

The Person-Item Distribution Map (PIDM) as shown in Fig. 1 portrays experts’ 
agreement and the acceptability of the 11 family definitions with the 52 criteria as-
signed. Acceptability Test Level of Agreement given by experts for the identified fam-
ily and blog quality criteria can be easily established by using formula in Equation 1: 
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Thus, experts have indicated their Level of Agreement at 94.1% which is above the 
70% threshold limit of Cronbach Alpha. Hence, all experts agree to the prescribed 
family definition and criteria assigned. This can be determined clearly from PIDM 
where the person mean μperson=+2.77 logit is located higher than the item mean; μitem 
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which is constrained to 0.00 logit. This indicates that all experts involved in the Con-
tent Validity Test have the tendency for agreeing to the entire family definitions and 
criteria assigned that have been proposed. 

The Summary Statistics in Fig. 2 shows three important indicators; Cronbach Al-
pha value, Person Reliability value, and Item Reliability value. The summary shows 
that there is a good value of Cronbach Alpha (0.87). In addition, there is a fair value 
of Person Reliability (0.74) and Item Reliability (0.74). The values of the three indica-
tors ( > 0.6) do confirm that the instrument for measuring content validity is reliable, 
reproducible, and valid for measurement. The summary also depicts that there are 12 
persons and 6 items with maximum and minimum extreme score respectively. This 
means that there are 12 experts who agreed with all the definitions and criteria as-
signed. Also we have 6 items which are 100% agreed by the experts. 

 

 

Fig. 2. Summary statistic 

SUMMARY OF 48 MEASURED (NON-EXTREME) Persons 
+-----------------------------------------------------------------------------+ 
|           RAW                          MODEL         INFIT        OUTFIT    | 
|          SCORE     COUNT     MEASURE   ERROR      MNSQ   ZSTD   MNSQ   ZSTD | 
|-----------------------------------------------------------------------------| 
| MEAN      49.3      57.0        2.77     .54      1.01     .1   1.28     .2 | 
| S.D.       5.4        .0        1.18     .22       .16     .6   1.64    1.0 | 
| MAX.      56.0      57.0        4.98    1.04      1.32    1.6   9.90    3.2 | 
| MIN.      30.0      57.0         .07     .31       .61   -1.8    .17   -1.6 | 
|-----------------------------------------------------------------------------| 
| REAL RMSE    .60  ADJ.SD    1.02  SEPARATION  1.70  Person RELIABILITY  .74 | 
|MODEL RMSE    .58  ADJ.SD    1.03  SEPARATION  1.78  Person RELIABILITY  .76 | 
| S.E. OF Person MEAN = .17                                                   | 
+-----------------------------------------------------------------------------+ 
  MAXIMUM EXTREME SCORE:     12 Persons 
  
     SUMMARY OF 60 MEASURED (EXTREME AND NON-EXTREME) Persons 
+-----------------------------------------------------------------------------+ 
|           RAW                          MODEL         INFIT        OUTFIT    | 
|          SCORE     COUNT     MEASURE   ERROR      MNSQ   ZSTD   MNSQ   ZSTD | 
|-----------------------------------------------------------------------------| 
| MEAN      50.8      57.0        3.46     .80                                | 
| S.D.       5.7        .0        1.74     .56                                | 
| MAX.      57.0      57.0        6.23    1.86                                | 
| MIN.      30.0      57.0         .07     .31                                | 
|-----------------------------------------------------------------------------| 
| REAL RMSE    .99  ADJ.SD    1.44  SEPARATION  1.45  Person RELIABILITY  .68 | 
|MODEL RMSE    .98  ADJ.SD    1.44  SEPARATION  1.47  Person RELIABILITY  .68 | 
| S.E. OF Person MEAN = .23                                                   | 
+-----------------------------------------------------------------------------+ 
Person RAW SCORE-TO-MEASURE CORRELATION = .91 
CRONBACH ALPHA (KR-20) Person RAW SCORE RELIABILITY = .87 
  
     SUMMARY OF 57 MEASURED (NON-EXTREME) Items 
+-----------------------------------------------------------------------------+ 
|           RAW                          MODEL         INFIT        OUTFIT    | 
|          SCORE     COUNT     MEASURE   ERROR      MNSQ   ZSTD   MNSQ   ZSTD | 
|-----------------------------------------------------------------------------| 
| MEAN      41.5      48.0         .00     .62      1.00     .1   1.25     .3 | 
| S.D.       6.8        .0        1.33     .24       .11     .4   1.60     .9 | 
| MAX.      47.0      48.0        3.51    1.03      1.27    2.0   9.90    3.8 | 
| MIN.      17.0      48.0       -1.67     .33       .75    -.9    .14   -1.0 | 
|-----------------------------------------------------------------------------| 
| REAL RMSE    .68  ADJ.SD    1.14  SEPARATION  1.67  Item   RELIABILITY  .74 | 
|MODEL RMSE    .66  ADJ.SD    1.15  SEPARATION  1.73  Item   RELIABILITY  .75 | 
| S.E. OF Item MEAN = .18                                                     | 
+-----------------------------------------------------------------------------+ 
  MINIMUM EXTREME SCORE:      6 Items 
UMEAN=.000 USCALE=1.000 
  
     SUMMARY OF 63 MEASURED (EXTREME AND NON-EXTREME) Items 
+-----------------------------------------------------------------------------+ 
|           RAW                          MODEL         INFIT        OUTFIT    | 
|          SCORE     COUNT     MEASURE   ERROR      MNSQ   ZSTD   MNSQ   ZSTD | 
|-----------------------------------------------------------------------------| 
| MEAN      42.1      48.0        -.28     .74                                | 
| S.D.       6.7        .0        1.52     .43                                | 
| MAX.      48.0      48.0        3.51    1.85                                | 
| MIN.      17.0      48.0       -2.91     .33                                | 
|-----------------------------------------------------------------------------| 
| REAL RMSE    .86  ADJ.SD    1.26  SEPARATION  1.45  Item   RELIABILITY  .68 | 
|MODEL RMSE    .85  ADJ.SD    1.26  SEPARATION  1.49  Item   RELIABILITY  .69 | 
| S.E. OF Item MEAN = .19                                                     | 
+-----------------------------------------------------------------------------+
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The Item Measure in Fig. 3 lists the family and criteria in an ascending order of 
their acceptability level. Close study reveals that the 6 items with extreme score or 
have minimum estimated logit measure are: Availability of blog; Easy to read info; 
Clear layout of info; Family of Readability; Family of Info Representation; Family of 
Currency; and Appropriate explanatory text. 

 

 
 

Fig. 3. Item Measure 
 

+-------------------------------------------------------------------------------------------------------+ 
|ENTRY    RAW                   MODEL|   INFIT  |  OUTFIT  |PTMEA|EXACT MATCH|                          | 
|NUMBER  SCORE  COUNT  MEASURE  S.E. |MNSQ  ZSTD|MNSQ  ZSTD|CORR.| OBS%  EXP%| Item                     | 
|------------------------------------+----------+----------+-----+-----------+--------------------------| 
|    40     17     48    3.51     .34| .95   -.2|1.40   1.6|  .66| 75.0  74.4| 40-Must-have sound       | 
|     5     23     48    2.84     .33| .93   -.5| .94   -.3|  .62| 68.8  70.4| 5-Relevant info          | 
|    37     27     48    2.41     .33| .99    .0|1.10    .5|  .54| 66.7  69.9| 37-Info in diff format   | 
|    24     28     48    2.30     .33| .90   -.7| .78  -1.0|  .59| 68.8  69.9| 24-Easy to remember add  | 
|    39     28     48    2.30     .33| .91   -.7| .81   -.8|  .58| 72.9  69.9| 39-Must-have photos      | 
|     1     29     48    2.19     .33|1.27   2.0|1.48   1.8|  .39| 62.5  70.0| 1-F.Accuracy             | 
|    11     34     48    1.62     .35| .89   -.7| .76   -.7|  .51| 77.1  73.8| 11-Avail. Blog owner info| 
|    19     34     48    1.62     .35| .86   -.9| .68  -1.0|  .53| 72.9  73.8| 19-Real-occurences info  | 
|    33     34     48    1.62     .35|1.03    .3|1.01    .1|  .44| 68.8  73.8| 33-Technorati rank       | 
|    60     34     48    1.62     .35|1.17   1.1|1.08    .3|  .39| 64.6  73.8| 60-Chat box              | 
|    25     36     48    1.37     .36| .97   -.1|1.54   1.4|  .41| 79.2  77.1| 25-Emotional support     | 
|    27     37     48    1.23     .37|1.15    .8| .91   -.1|  .37| 72.9  78.9| 27-Personal feel         | 
|     6     38     48    1.08     .39|1.07    .4|1.18    .5|  .35| 79.2  80.8| 6-Originality            | 
|    44     38     48    1.08     .39|1.01    .1| .97    .1|  .38| 83.3  80.8| 44-Interactivity         | 
|    32     39     48     .93     .40| .91   -.4| .69   -.6|  .43| 85.4  82.6| 32-Rewarding experience  | 
|    28     40     48     .76     .42|1.00    .1| .82   -.2|  .37| 83.3  84.3| 28-Surprises             | 
|    53     40     48     .76     .42|1.06    .3| .93    .0|  .34| 83.3  84.3| 53-Readable font         | 
|     8     42     48     .38     .46|1.03    .2|1.10    .4|  .30| 85.4  87.9| 8-Amount of info         | 
|    12     42     48     .38     .46|1.04    .2| .79   -.1|  .31| 85.4  87.9| 12-Easy to understand    | 
|    38     42     48     .38     .46|1.02    .2| .86    .0|  .31| 89.6  87.9| 38-Multimedia            | 
|    49     42     48     .38     .46|1.08    .4|1.37    .7|  .25| 89.6  87.9| 49-Intuitive interface   | 
|    13     43     48     .15     .50| .97    .0| .59   -.4|  .33| 87.5  89.7| 13-Informative           | 
|    48     43     48     .15     .50| .98    .1|1.21    .5|  .28| 91.7  89.7| 48-Good use of colours   | 
|    52     43     48     .15     .50| .93   -.1| .66   -.3|  .33| 91.7  89.7| 52-Legibility            | 
|    16     44     48    -.13     .55|1.13    .4| .78    .0|  .23| 91.7  91.7| 16-Link to info          | 
|    23     44     48    -.13     .55|1.10    .4| .77    .0|  .25| 91.7  91.7| 23- Cognitive advancement| 
|    63     44     48    -.13     .55| .75   -.5| .37   -.7|  .38| 91.7  91.7| 63-Trackback             | 
|     7     45     48    -.46     .62|1.18    .5|1.30    .6|  .14| 93.8  93.8| 7- F.Completeness        | 
|    14     45     48    -.46     .62| .81   -.3|1.10    .4|  .28| 93.8  93.8| 14-Objective info        | 
|    18     45     48    -.46     .62|1.11    .4| .85    .2|  .20| 93.8  93.8| 18-Real time info        | 
|    30     45     48    -.46     .62|1.10    .4| .74    .1|  .21| 93.8  93.8| 30-Reputation of blog    | 
|    31     45     48    -.46     .62| .90    .0| .79    .1|  .26| 93.8  93.8| 31- Reputation of blogger| 
|    35     45     48    -.46     .62| .97    .1| .54   -.2|  .27| 93.8  93.8| 35-Exciting content      | 
|    42     45     48    -.46     .62|1.00    .2| .84    .2|  .24| 93.8  93.8| 42-Ease of ordering      | 
|    56     45     48    -.46     .62| .87   -.1| .48   -.3|  .30| 93.8  93.8| 56-Blog responsiveness   | 
|    57     45     48    -.46     .62| .87   -.1| .48   -.3|  .30| 93.8  93.8| 57-Ease of info access   | 
|    59     45     48    -.46     .62| .91    .0| .82    .2|  .26| 93.8  93.8| 59-Blogroll              | 
|    61     45     48    -.46     .62| .93    .0| .43   -.4|  .30| 93.8  93.8| 61-Comment field         | 
|     4     46     48    -.92     .75| .91    .1|7.69   2.8|  .10| 95.8  95.9| 4-Reliable source        | 
|    10     46     48    -.92     .75|1.13    .4|2.48   1.3|  .08| 95.8  95.9| 10-Appropriate level     | 
|    15     46     48    -.92     .75|1.14    .4|1.34    .7|  .11| 95.8  95.9| 15-Provide info sources  | 
|    21     46     48    -.92     .75|1.08    .3| .72    .1|  .17| 95.8  95.9| 21-F.Engaging            | 
|    29     46     48    -.92     .75|1.12    .4|1.44    .7|  .12| 95.8  95.9| 29-F.Reputation          | 
|    45     46     48    -.92     .75|1.08    .3| .76    .2|  .17| 95.8  95.9| 45-F.Visual design       | 
|    47     46     48    -.92     .75|1.05    .3| .57    .0|  .20| 95.8  95.9| 47-Clear layout          | 
|    62     46     48    -.92     .75| .83   -.1| .36   -.3|  .28| 95.8  95.9| 62-Search tool           | 
|     2     47     48   -1.67    1.03| .80    .1| .14   -.6|  .25| 97.9  97.9| 2-Correct info           | 
|     3     47     48   -1.67    1.03|1.11    .4|4.61   1.9| -.02| 97.9  97.9| 3-Reliable info          | 
|    20     47     48   -1.67    1.03| .80    .1| .14   -.6|  .25| 97.9  97.9| 20-Up-to-date            | 
|    22     47     48   -1.67    1.03|1.09    .4|1.52    .8|  .06| 97.9  97.9| 22- Appreciate comments  | 
|    26     47     48   -1.67    1.03|1.12    .4|9.90   3.8| -.11| 97.9  97.9| 26-Fun                   | 
|    36     47     48   -1.67    1.03| .91    .2| .21   -.4|  .22| 97.9  97.9| 36-Fresh perspective     | 
|    41     47     48   -1.67    1.03|1.08    .4|1.04    .5|  .09| 97.9  97.9| 41-F.Navigation          | 
|    43     47     48   -1.67    1.03|1.10    .4|2.41   1.2|  .03| 97.9  97.9| 43-Easy to navigate      | 
|    46     47     48   -1.67    1.03| .91    .2| .21   -.4|  .22| 97.9  97.9| 46-Attractive layout     | 
|    54     47     48   -1.67    1.03|1.09    .4|1.52    .8|  .06| 97.9  97.9| 54-F.Blog accessibility  | 
|    58     47     48   -1.67    1.03| .80    .1| .14   -.6|  .25| 97.9  97.9| 58-F.Blog Tech Features  | 
|     9     48     48   -2.91    1.85| MINIMUM ESTIMATED MEASURE |           | 9-Appropriate exp. text  | 
|    17     48     48   -2.91    1.85| MINIMUM ESTIMATED MEASURE |           | 17-F.Currency            | 
|    34     48     48   -2.91    1.85| MINIMUM ESTIMATED MEASURE |           | 34-F.Info representation | 
|    50     48     48   -2.91    1.85| MINIMUM ESTIMATED MEASURE |           | 50-F.Readability         | 
|    51     48     48   -2.91    1.85| MINIMUM ESTIMATED MEASURE |           | 51-Easy to read info     | 
|    55     48     48   -2.91    1.85| MINIMUM ESTIMATED MEASURE |           | 55-Availability of blog  | 
|------------------------------------+----------+----------+-----+-----------+--------------------------| 
| MEAN    42.1   48.0    -.28     .74|1.00    .1|1.25    .3|     | 88.3  88.8|                          | 
| S.D.     6.7     .0    1.52     .43| .11    .4|1.60    .9|     | 10.2   9.3|                          | 
+-------------------------------------------------------------------------------------------------------+ 
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By looking at the Point-Measure Correlation (see column titled PTMEA CORR.), 
it can be found that 15 items are in the acceptable range; 0.32<x<0.80. On the other 
hand, 37 items fall outside the range. A further verification for these items is done by 
looking at the OUTFIT column for MNSQ, y value; 0.5<y<1.5. Sixteen items are 
found beyond this parameter. Further check on the Z-Std value, -2<z<2; shows  
Reliable source and Fun are beyond the upper limit, +2. Counter check against  
the Guttman scalogram (see Fig. 4) indicates that the two items, Reliable source (item 
4) and Fun (item 26) have been under rated by respondent 41 and respondent 58  
respectively. 

 
 

 
 

Fig. 4. Guttman scalogram 
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One possible reason is that they could have been careless in attempting their deci-
sions which lead to such a grossly under rated work. After verifying that the Infit 
value (see INFIT column in Fig. 3) is within range (MNSQ: 0.5<y<1.5; Z-Std: -
2<z<2), the two misfits are acceptable. 

As stated in the objective, there are two different aspects to this analysis, firstly the 
definition of family and secondly the assigning of criteria to the respective families. 
In order to analyze experts’ views and comments from the open question provided in 
the content validity test, the percentage of the probability of the two aforementioned 
aspects to be agreed is calculated based on the logit measure. This is to decide 
whether to review them or not. A threshold value to 70% is set in line with the stan-
dard threshold limit of Cronbach Alpha. It can then be construed as follows: 

• Definition of family and the assigning of criteria with percentage of probability to 
be agreed of more than 70% will be accepted without being reviewed. 

• Definition of family and the assigning of criteria with percentage of probability to 
be agreed of less than 70% will be reviewed if comments are provided by the ex-
perts. The family will then be redefined whereas the criteria will be discarded or 
amended, if required. 

The results for the 11 families are presented in Table 1. The summary shows that the 
definitions of 9 families are agreeable by the experts with the percentage of probabil-
ity to be agreed is between 70% to 95%. On the other hand, the definition of Family 
of Accuracy and Family of Completeness need to be reviewed, with the percentage of 
probability to be agreed below 70%. However, the definition of the Family of Com-
pleteness is accepted without being reviewed because there is no comment available 
for it. On the other hand, Family of Accuracy has been redefined as suggested by the 
experts. See Table 3 for the accepted definitions of the 11 families. 

Table 1. Percentage of possibility to be agreed for the definitions of 11 families 

Family P(Ө) (%) Family P(Ө) (%) 
1 Accuracy 10.07 7 Blog Accessibility 84.16 
2 Completeness 61.30 8 Blog Technical Features 84.16 
3 Engaging 71.50 9 Currency 94.83 
4 Reputation 71.50 10 Info Representation 94.83 
5 Visual Design 71.50 11 Readability 94.83 
6 Navigation 84.16  

 
The findings for the assigning of criteria to the respective families are shown in 

Table 2. It can be seen that 16 criteria (percentage of possibility to be agreed > 70%) 
remain in their respective families. Based on the findings, there are 36 criteria that 
require to be reviewed. However, there is no comment provided for the 31 criteria, 
means that they remain in their respective families. Yet, there are 5 criteria have been 
revisited; (1) Relevant info from Family of Accuracy,  (2) Easy to remember address 
from Family of Engaging, (3) Must-have sounds, (4) Info displayed in different for-
mat, and (5) Must have photos. The later 3 criteria are from Family of Info Represen-
tation. Consequently, as suggested by the experts, the following actions have been 
taken for each of them: 
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• Relevant info is deleted from its family and has been transferred to the Family of 
Completeness. 

• Easy to remember address is replaced by Memorable content. 
• Info displayed in different format is eliminated from its family for sharing the 

same meaning as Multimedia. 
• Must-have photos is discarded from its family for it is an integral part of Multi-

media. 
• Must-have sounds is removed from its family for it is also an integral part of 

Multimedia. 

Table 2. Percentage of probability to be agreed for the assigning of 52 criteria 

Family P(Ө) (%) Family P(Ө) (%) 
1 Must-have sound 2.90 27 Objective info 61.30 
2 Relevant info 5.52 28 Real time info 61.30 
3 Info in different format 8.24 29 Reputation of blog 61.30 
4 Easy to remember address 9.11 30 Reputation of blogger 61.30 
5 Must-have photos 9.11 31 Exciting content 61.30 
6 Availability of blog owner 

info 
16.52 32 Ease of ordering 61.30 

7 Real-occurrence info 16.52 33 Blog responsiveness 61.30 
8 Technorati rank 16.52 34 Ease of information 

access 
61.30 

9 Chat box 16.52 35 Blogroll 61.30 
10 Emotional support 20.26 36 Comment field 61.30 
11 Personal feel 22.62 37 Reliable source 71.50 
12 Originality 25.35 38 Appropriate level of 

content 
71.50 

13 Interactivity 25.35 39 Provide information 
source 

71.50 

14 Rewarding experience 28.29 40 Clear layout of info 71.50 
15 Surprises 31.86 41 Search tool 71.50 
16 Readable font 31.86 42 Correct info 84.16 
17 Amount of info 40.61 43 Reliable info 84.16 
18 Easy to understand 40.61 44 Up-to-date 84.16 
19 Multimedia 40.61 45 Appreciate comments 84.16 
20 Intuitive interface 40.61 46 Fun 84.16 
21 Informative 46.26 47 Fresh perspective 84.16 
22 Good use of colours 46.26 48 Easy to navigate 84.16 
23 Legibility 46.26 49 Attractive layout 84.16 
24 Link to info 53.25 50 Appropriate explanatory 

text 
94.83 

25 Cognitive advancement 53.25 51 Easy to read info 94.83 
26 Trackback 53.25 52 Availability of blog 94.83 

 
See Table 3 for the final assigning of the 49 criteria to the 11 families concerned. 

They will then be used in the construction of questionnaire for measuring the accept-
ability of criteria for blog quality. 
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Table 3. Final result of content validity test 

Family Definition Quality criteria 
1 Correct information 
2 Reliable info 
3 Reliable source 

1 Accuracy The extent to which 
information is exact and 
correct, certified as being 
free-of-error. 4 Originality 

 
5 Amount of information 
6 Appropriate explanatory text 

2 Completeness/ 
Comprehensiveness 
of Info 

The extent to which the 
information provided is 
sufficient. 7 Appropriate level of content 

8 Availability of blog owner 
information 

9 Easy to understand informa-
tion 

10 Informative 
11 Links to information 
12 Objective information 
13 Providing information 

sources 

   

14 Relevant info 
 

15 Real time info 
16 Real-occurrence info 

3 Currency, Timeli-
ness, Update 

The extent to which the 
blog provides non-
obsolete information. 17 Up-to-date info 

 
18 Appreciation for readers’ 

comments 
19 Cognitive advancement 
20 Emotional support 
21 Fun 
22 Surprises 
23 Personal feel 

4 Engaging The extent to which the 
blog can attract and 
retain readers. 

24 Memorable content 
 

25 Reputation of blog 
26 Reputation of bloggers 
27 Rewarding experiences 

5 Reputation The extent to which the 
information is trusted or 
highly regarded in terms 
of their source or 
content. 
 

28 Technorati rank 

29 Exciting content 
30 Fresh perspective 

6 Info Representation The way information is 
presented, maybe in 
different formats/ media 
with customized 
displays. 
 

31 Multimedia 

32 Ease of ordering 7 Navigation The extent to which 
readers can move around 
the blog and retrieve 
information easily. 
 

33 
34 

Easy to navigate 
Interactivity 
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Table 3. (continued) 

Family Definition Quality criteria 
35 Attractive layout 
36 Clear layout of info 
37 Good use of colours 

8 Visual Design Visual appearances that 
can attract readers. 

38 Intuitive interface 
 

39 Easy to read info 
40 Legibility 

9 Readability Ability to comprehend 
the meaning of words or 
symbols. 41 Readable font/ text 

 
42 Availability of info 
43 Blog responsiveness 

10 Blog Accessibility The extent to which the 
blog can be accessed 
faster and easier. 44 Ease of information access 

 
45 Blogroll 
46 Chat box 
47 Comment field 
48 Search tool 

11 Blog Technical 
Features 

Features such as search 
tools, chat box, blogroll, 
and comment field. 

49 Trackback 

5   Conclusion and Future Work 

This paper has described the content validity test to confirm whether the prescribed 
family definitions and blog quality criteria assigned are agreeable to the reviewers by 
means of online survey.  

In conclusion, this study confirms the content validity of the 49 criteria in the 11 
families for blog quality through a reliable and valid content validity test. These crite-
ria will then be used as a basis in the construction of the instrument to measure the 
acceptability of blog quality criteria based on users’ perception. It is also found that, 
despite the small sample size, Rasch Measurement Model is an effective tool in as-
sessing content validity accurately and fast. 

The content validity test is crucial to ensure that the content of our questionnaire is 
significant for meaningful measurement. Means that the instrument’s content is essen-
tial to identify the important criteria from the blog readers’ viewpoints in determining 
a blog quality. Consequently, it is an initial step towards the achieving a valid blog 
quality model. The model can be used as guidelines for blog readers to verify whether 
the visited blog is of quality or not. Besides, the model can help bloggers to promote 
readers’ satisfaction. 

However, this study does not establish the construct validity and criterion validity 
of the measurement instrument. Also, there is no evidence as to whether it is reliable 
or not. Therefore, as for future work, we plan to continue identifying the three afore-
mentioned aspects in an effort to develop an accurate measurement instrument for 
getting a precise and correct blog quality model.  
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Abstract. Soft set theory proposed by Molodstov is a general mathematic tool 
for dealing with uncertainties. Recently, several algorithms had been proposed 
for decision making using soft set theory. However, these algorithms still con-
cern on a Boolean-valued information system. In this paper, Support Attribute 
Representative (SAR), a soft set based technique for decision making in cate-
gorical-valued information system is proposed. The proposed technique has 
been tested on two datasets. The results of this research will provide useful in-
formation for decision makers to handle categorical datasets. 

Keywords: Information system; Data mining; Soft set theory; Decision attributes 
selections. 

1   Introduction 

In today’s fast moving world, decision making is a very critical issues. Good decision 
making is aiding by the good information. Unfortunately, some information is uncer-
tain. Handling uncertain data is very important because in reality, there are lots real 
life problems in which still involve uncertain data, for example in field of engineer-
ing,  medical, social, medical sciences and etc [1]. There are several theories, such as 
probabilities theories, theory of fuzzy set, theory of rough set and etc, which can be 
considered as the mathematical tools for dealing with uncertainties.  

The theory of soft set proposed by Molodtsov [2] 1999 as a new way for managing 
uncertain data. Molodtsov pointed out that one of the main advantages of soft set 
theory is that it is free from the inadequacy of the parameterization tools, unlike in the 
theories mentioned above. The soft set theory uses parameterization sets, as its main 
vehicles for problem solving, which makes it very convenient and easy to apply in 
practice. Therefore, many applications based on soft set theory have already been 
demonstrated by Molodtsov [2], such as the smoothness of functions, game theory, 
operations research, Riemann integration, Perron integration, probability theory, and 
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measurement theory. Presently, great progresses of study on soft set theory have been 
made. Maji et al. [3] firstly introduced some definitions of the related operations on 
soft sets. Ali et al. [4] took into account some errors of former studies and put forward 
some new operations on soft sets. As for practical applications of soft set theory, great 
progress has been achieved. Maji et al. [1] employed soft sets to solve the decision-
making problem. Roy and Maji [5] presented a novel method of object recognition 
from an imprecise multi-observer data to deal with decision making based on fuzzy 
soft sets, which was revised by Kong et al. [6]. Feng et al. [7] showed an adjustable 
approach to fuzzy soft set based decision making by means of level soft sets. It is 
worthwhile to mention that some effort has been done to such issues concerning re-
duction of soft sets. Chen et al. [8] pointed out that the conclusion of soft set reduc-
tion offered in [1] was incorrect, and then present a new notion of parameterization 
reduction in soft sets in comparison with the definition to the related concept of 
attributes reduction in rough set theory. The concept of normal parameter reduction is 
introduced in [9], which overcome the problem of suboptimal choice and added pa-
rameter set of soft sets. An algorithm for normal parameter reduction is also presented 
in [9]. However, these soft set-based algorithms still concern on a Boolean-valued 
information system. 

In this paper, Support Attribute Representative (SAR), a soft set based technique 
for decision making in categorical-valued information system is proposed. The pro-
posed technique has been tested on two datasets. The results of this research will 
provide useful information for decision makers to handle categorical datasets. 

The rest of the paper is organized as follows. Section 2 described the soft set 
theory. In section 3, the proposed technique is describe. An experiment and analysis is 
described in section 4. Finally, conclusion of this work described in section 5. 

2   Soft Set Theory 

An information system as in is a 4-tuple (quadruple) ( )fVAUS ,,,= , where 
{ }

U
uuuuU ,,,, 321 L=  is a non-empty finite set of objects, { }

A
aaaaA ,,,, 321 L=  is a non-

empty finite set of attributes, U Aa a
VV

∈
= , 

a
V  is the domain (value set) of attribute a, 

VAUf →×:  is an information function such that ( )
a

Vauf ∈, , for every ( ) AUau ×∈,  

, called information (knowledge) function. An information system can be intuitively 
expressed in terms of an information table (see Table 1). 

Table 1. An information system 

U 
1a  … 

ka  … 
A

a  

1u  ( )11 ,auf  … ( )kauf ,1  … ( )
A

auf ,1  

2u  ( )12 ,auf  … ( )kauf ,2  … ( )
A

auf ,2  

3u  ( )13 ,auf  … ( )kauf ,3  … ( )
A

auf ,3  

M  M  O  M  O  M  

U
u  ( )1,auf

U
 … ( )kU

auf ,  … ( )
AU

auf ,  
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In many applications, there is an outcome of classification that is known. This a 
posteriori knowledge is expressed by one (or more) distinguished attribute called 
decision attribute; the process is known as supervised learning. An information sys-
tem of this kind is called a decision system. A decision system is an information sys-
tem of the form { }( )fVdAUD ,,, U= , where Ad ∉  is the decision attribute. 

Throughout this section U  refers to an initial universe, E  is a set of parameters, 
( )UP  is the power set of U  and EA ⊆ . 

Definition 1. (See [2].) A pair ( )AF ,  is called a soft set over U , where F  is a map-

ping given by  
( )UPAF →: . 

In other words, a soft set over U  is a parameterized family of subsets of the universe 

U . For A∈ε , ( )εF  may be considered as the set of ε -elements of the soft set 

( )AF ,  or as the set of ε -approximate elements of the soft set. Clearly, a soft set is 

not a (crisp) set.  
As an illustration, let consider a soft set which describes the ‘attractiveness of pro-

gramming language’ that Mr. X is considering to use. Let assume that there are ten 
programming languages in the universe  that are under consideration by Mr. X such 
that { }10987654321 ,,,,,,,,, ppppppppppU = , and is a set of decision parameter where 

{ }7654321 ,,,,,, eeeeeeeE = . Every Ee ∈  representing an element of attractiveness  

such that 
1e  representing an element of ‘system’, 

2e  representing an element of ‘edu-

cation’, 
3e  

representing an element of ‘web’, 
4e  representing an element of ‘proce-

dural’, 
5e representing an element of ‘object oriented’, 

6e  
representing an element of 

‘reflective’ and 
7e representing an element of ‘functional’. Consider the mapping 

( )UPEF →:  given by “programming language (.)”, where (.) is to be filled in by one 

of parameters Ee ∈ . Suppose that ( ) { }104311 ,,, ppppeF = , ( ) { }8722 ,, pppeF = , 

( ) { }9853 ,, pppeF = , ( ) { }743214 ,,,, pppppeF = , ( ) { }98765415 ,,,,,, pppppppeF = , 

( ) { }9856 ,, pppeF =  and ( ) { }9857 ,, pppeF = . As for example, ( )1eF  
means system 

programming languages, whose functional value is the set { }10431 ,,, pppp . Thus we 

can view the soft set ( )EF, as a collection of approximations as illustrated below: 
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Proposition 1. If (F,E) is a soft set over the universe U, then (F,E) is a Boolean-
valued information system { }( )fVAUS ,,, 1,0=  
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Proof. Let ( )EF ,  
be a soft set over the universe U , we define a mapping 

{ }nfffF ,..,, 21=  where 
 

( )
( ) Axfor
eFx

eFx
xfandVUf

i

i
iii ≤≤

⎩
⎨
⎧

∉
∈

=→ 1,
,0

,1
)(:

 
 

Hence, if ,EA =  U
Ae

e

i

i
VV

∈

=  where { }1,0=
ieV   then the soft set ( )EF ,  can be consi-

dered as a Boolean-valued information system { }( )fVAUS ,,, 1,0= . Therefore, a soft set 

( )EF ,  can be represented in the form of binary table. As can be seen in the Table 2, 

‘1’ denote the presence of the described parameters, while ‘0’ mean the parameter is 
not part of the description of the programming languages attractiveness. 

Table 2. Tabular representation of a soft set ( )EF ,  

 (F,E) e1 e2 e3 e4 e5 e6 e7  
p1 1 0 0 1 1 0 0 
p2 0 1 0 1 0 0 0 
p3 1 0 0 1 0 0 0 
p4 1 0 0 1 1 0 0 
p5 0 0 1 0 1 1 1 

 p6 0 0 0 0 1 0 0  
 p7 0 1 0 1 1 0 0  
 p8 0 1 1 0 1 1 1  
 p9 0 0 1 0 1 1 1  
 p10 1 0 0 0 1 0 0  

 

For multi-valued information system, it needs to convert into multi-soft sets [10]. It 
is based on the notion of a decomposition of a multi-valued information system. Let 

( )fVAUS ,,,=  be a multi-valued information system and ( )fVaUS aii

i ,,,= , 

Ai ,,2,1 L=  be the A  binary-valued information systems. From Proposition 1, we 

have 
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A
aFaFaF ,,,,,, 21 L=  

We define ( ) ( ) ( ) ( )( )
A

aFaFaFEF ,,,,,,, 21 L=  as a multi-soft set over universe U 

representing a multi-valued information system ( )fVAUS ,,,= . 
 

Example 1. We consider the following data to illustrate the concept of multi-soft sets. 
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Table 3. Multi-value information system 

Object Volume Material Location 
1 High Hard Pacific 
2 High Hard Midwest 
3 High Medium East Coast 
4 High Soft Northern 
5 Low Soft Pacific 
6 Low Medium Midwest 

 
The Dataset consist of three categorical-valued attributes so-called Volume, Ma-

terial and Location. Attribute Volume only has two categories i.e. High and low. 
Attribute Material has 3 categories i.e. Hard, Medium and Soft. Meanwhile, attribute 
Location contains four categories i.e. Pacific, Midwest, East-Coast and Northern. The 
multi-soft sets representing the above information system is as follow. 

 

( )

( ) { }
( ) { }
( ) { }
( ) { }
( ) { }
( ) { }
( ) { }
( ) { }
( ) { } ⎪

⎪
⎪
⎪
⎪
⎪

⎭

⎪⎪
⎪
⎪
⎪
⎪

⎬

⎫

⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪⎪
⎪
⎪
⎪
⎪

⎨

⎧

=
=

=
=

=
=

=
=
=

=

−

4,

3,

6,2,

5,1,

5,4,

6,3,

2,1,

6,5,

4,3,2,1,

,

Northern

coastEast

Midwest

Pacific

Soft

Medium

Hard

Low

High

LocationF

LocationF

LocationF

LocationF

MaterialF

MaterialF

MaterialF

VolumeF

VolumeF

EF  

3   Super Attribute Representative (SAR) 

Throughout this section a pair ( )AF ,  
refers to multi-soft sets of universe U  

representing a categorical-valued information system ( )fVAUS ,,,= . 
 

Definition 2 (Support). Let ( )AF ,  is a multi-soft set over the universe U , where 

( ) ( ) ( )AFaFaF Ai ,,.., ⊆ , and ( ) ( ) ( )iai aFaFaF
i

,,..,
1

⊆  . The support of ( )
jiaF,  by   

( )
ki

aF ,  
denoted by ( ) ( )

jki
iaF aFSup ,,

 is defined as 

 

( ) ( ) ( ) ( )
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iaF akjAiAFaF
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Definition 3 (Total Support). The summation of all support for ( )

kj
aF ,   denoted by 

( )
kj

aFTSup ,   is defined as 



142 R. Mamat, T. Herawan, M. Mat Deris 

( ) ( ) ( ) ( ) ( )∑ ≤≤≤≤∈∀=
A

mjjaFj anAnAFaFaFSupaFTSup
kknmk

1;1,,,,,, ,
 

 

Definition 4 (Attribute Representation).  The soft set in ( )AF ,  that have maximum 

total support in their domain is known as attribute representative denoted by  
( )iARep

 
is defined as 

 

( ) ( ) ( )( )
iAiii aFTSupaFTSupMaxA ,,..,,(Rep

1
=  

 

Definition 5 (Super Attribute Representative). Attribute Representative with maxi-
mum value is known as Super Attribute Representative ( )SAR , defined as 

 

( ) ( )( )( )
( ) ( )( )⎪⎩

⎪
⎨
⎧

=
OccurenceMultipleNoApApMax

OccurencesMultipleApApModeMax
SAR

Ai

Ai

,Re,..,Re

,Re,..,Re  

 

Next, the SAR algorithm is presented as follows. 

 
Algorithm SAR 
Input: Categorical-valued Dataset 
Output: Decision Attribute 
Begin 
1. Calculate Support and Total Support 

For i = all categories 
   For j=all categories 
       Intersection=Sum(And(Data(:,i),Data(:,j)) 
       Union = Sum(Or(Data(:,i),Data(:,j) 
       Support i=Intersection / Union 
       Total Support I += Support i 
   End 
End 
 

2. Determine Representative of Domain Ai 
Size(R)=[row,column] 
For i=1:row 

If Mode([Ai]) 
   Rep(Ai)=Large([Ai]) 
else    
 Rep(Ai)=large([Ai]) 
End 
        

3. Determine SAR of Domain A 
       If mode(Rep()) 

SAR=SAR(Rep()) 
       Else 

  SAR = Large(Rep()) 
end  
            

 
Fig. 1. Algorithm SAR for Selecting Decision Attribute 
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3.1   Computational Complexity 

Suppose that in an information system U , there are n  objects, m attributes and l  
numbers of distinct values of each attribute. Process to determining an elementary set 
of all attributes needs nm .  The computation of calculating the support  of all subsets 
of U having  different value of 

ia is  ln 2 . Meanwhile, by taking the worst-case, the 

process to determining the SAR is 1. Therefore, the computational complexity  of 
SAR techniques is  polynomial )1( 2 ++ nmlnO . 

3.2   Example 

In this section, an example of SAR implementation will be presented. Information 
system in Table 3 will be used as an input. All steps in this example are as the 
algorithm in Figure 1.  Support for each soft set is computed using Definition 2. For 
example, all supports of ( )HighVolumeF,  are calculated as follows. 

 
a. Support by ( )HighVolumeF,  

( ) ( ) { } { }
{ } { } 1

4

4

4,3,2,14,3,2,1
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,, ==
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b. Support by
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c. Support by
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d. Support by
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e. Support by
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f. Support by
 
( )PacificLocationF ,  

( ) ( ) { } { }
{ } { } 2.0

5

1

5,14,3,2,1

5,14,3,2,1
,, ==

∪
∩

=HighLocationF VolumeFSup
Pacific

 

g. Support by
 
( )MidwestLocationF ,  
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h. Support by
 
( )coastEastLocationF −,  

( ) ( ) { } { }
{ } { } 25.0
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i. Support by
 
( )NorthernLocationF ,  

( ) ( ) { } { }
{ } { } 25.0

4
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,, ==
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Based on the support given by each soft set, total support is computed using Defi-

nition 3. Therefore, the total support for ( )HighVolumeF,
 
is given as 

 
( ) 25.025.02.02.02.02.05.001 ++++++++=HighVolumeTSup

 
 

Table 4. Total support summary 
 

Soft Set Total Support 
( )HighVolumeF, 2.8000 

( )LowVolumeF , 2.3333 

( )HardMaterialF , 2.1667 

( )MediumMaterialF , 2.3667 

( )SoftMaterialF , 2.3667 

( )PacificLocationF , 2.2000 

( )MidwestLocationF , 2.2000 

( )coastEastLocationF −, 1.7500 

( )NorthernLocationF , 1.7500 

 
Representative selection for each ( ) ( )AFAF i ,, ∈  is made using the formula in De-

finition 4. For example, representative for soft set ( )VolumeF ,  is determined as fol-

lows 

 
( ) ( ) ( )( )LowHigh VolumeFTSupVolumeFTSupMaxVolumeFp ,,,,Re =  

 
It is clear that ( ) 800.2, =HighVolumeF  is the representative for ( )VolumeF ,  com-

pared to ( ) 3333.2, =LowVolumeF . As shown in Table 4, ( )MaterialF ,   have two sub 

soft set with equal maximum value, one soft-set will be selected randomly as repre-
sentative. The same step is repeated for soft-set ( )LocationF , . Thus, representatives 

with their value of total support for all soft set ( )AF ,  are as follows. 
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( ) ( )
( ) ( )
( ) ( ) 200.2,,Re

3667.2,,Re

8000.2,,Re

==
==

==

Pacific

Medium

High

LocationFLocationFp

MaterialFMaterialFp

VolumeFVolumeFp
 

 

Finally, super attribute representative will be determined based on Definition 5. 
For the above case, the decision choice will be made based on second option, since 
there is no repeat occurrence in representative values. Therefore, in this example, 
attribute Volume is selected as a decision attribute. 

4   Experimental Resuts 

Two simple small datasets from previous research [11] have been selected. Those 
dataset are Credit Card Promotion (CCP) and Modified Animal (MA). The experi-
ment is been done using Matlab R2008a on i5 Intel CPU with 3GB Memory. Pre-
processing has been done earlier using Java.  

4.1   Experiment 1 - Credit Card Promotion Dataset 

The dataset as shown in Table 5, contains 10 objects with 5 categorical-value 
attributes, i.e. Magazine Promotion (MP), Watch Promotion (WP), Life Insurance 
Promotion (LIP), Credit Card Insurance (CCI) and Sex. Each attributes in the dataset 
contains two categories.  

Table 5. Credit Card Promotion Dataset 

Object MP WP LIP CCI SEX 
1 Yes No No No Male 
2 Yes Yes Yes No Female 
3 No No No No Male 
4 Yes Yes Yes Yes Male 
5 Yes No Yes No Female 
6 No No No No Female 
7 Yes No Yes Yes Male 
8 No Yes No No Male 
9 Yes No No No Male 
10 Yes Yes Yes No Female 

 
Table 6. Value of Attribute Representative of CCP Dataset 

 
Soft Set Value 

(F,MP) 4.3389 
(F,WP) 3.9722 
(F,LIP) 3.8587 
(F,CCI) 4.5889 
(F,SEX) 4.0071 
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In SAR, as in Table 6, it is shown that CCI has the highest and directly selected as 
the decision attribute. 

4.2   Experiment 2 - Modified Animal Dataset 

A modified animal dataset is shown in Table 7. There are nine animals with nine 
attributes of categorical value namely Hair, Teeth, Eye, Feather, Feet, Eat, Milk, Fly 
and Swim. Six attributes namely Hair, Eye, Feather, Milk, Fly and swim have two 
values. One attribute namely Teeth has three values and two attributes namely Feet 
and Eat have four categorical values.  

Table 7. Modified Animal Dataset 

Animal Hair Teeth Eye Feather Feet Eat Milk Fly Swim 
Tiger Y Pointed Forward N Claw Meat Y N Y 
Cheetah Y Pointed Forward N Claw Meat Y N Y 
Giraffe Y Blunt Side N Hoof Grass Y N N 
Zebra Y Blunt Side N Hoof Grass Y N N 
Ostrich N N Side Y Claw Grain N N N 
Penguin N N Side Y Web Fish N N Y 
Albatros N N Side Y Claw Grain N Y Y 
Eagle N N Forward Y Claw Meat N Y N 
Viper N Pointed Forward N N Meat N N N 

Table 8. Value of Attribute Representative of MA Dataset 

Soft Set Total Support 
Value 

(F,Hair) 7.8190 
(F,Teeth) 7.0270 
(F,Eye) 7.2738 
(F,Feather) 7.3286 
(F,Feet) 2.7762 
(F,Eat) 3.4429 
(F,Milk) 7.8190 
(F,Fly) 8.2341 
(F,Swim) 7.0548 

 
As in Table 8, since there exist multi occurrence of attribute representative values, 

thus the first option in Definition 5 is used.  Using this technique, decision can be 
made faster.  

5   Conclusion 

In this paper, Support Attribute Representative (SAR), a soft set based technique for 
decision making in categorical-valued information system has been proposed. In this 
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technique, comparisons at the attribute level is firstly made before representative for 
each attributes and finally compared to each other. Using this technique, the execution 
time on selecting a decision can be reduced. The results of this research will provide 
useful information for decision makers to handle categorical-valued information sys-
tem. Additionally, for future research, implementation and analysis of SAR using 
scalable dataset (high number of records, high number of attributes and high number 
of categories) will be carried out.  
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Abstract. Some work has been done to such issues concerning parameter re-
duction of soft sets. However, up to the present, few documents have focused 
on parameter value reduction of soft sets. In this paper, we introduce the defini-
tion of normal parameter value reduction (NPVR) of soft sets which can  
overcome the problem of suboptimal choice and added parameter values. More 
specifically, minimal normal parameter value reduction (MNPVR) is defined as 
a special case of NPVR and a heuristic algorithm is presented. Finally, an illus-
trative example is employed to show our contribution.  

Keywords: Soft sets; Reduction; Parameter value reduction; Normal parameter 
value reduction. 

1   Introduction 

In recent years, there has been a rapid growth in interest in soft set theory and its 
applications. Soft set theory was firstly proposed by a Russian Mathematician 
Molodtsov [1] in 1999. It is a new mathematical tool for dealing with uncertainties, 
while a wide variety of theories such as probability theory, fuzzy sets [2], and rough 
sets [3] so on are applicable to modeling vagueness, each of which has its inherent 
difficulties given in [4]. In contrast to all these theories, soft set theory is free from the 
above limitations and has no problem of setting the membership function, which 
makes it very convenient and easy to apply in practice. Therefore, many applications 
based on soft set theory have already been demonstrated by Molodtsov [1], such as 
the smoothness of functions, game theory, operations research, Riemann integration, 
Perron integration, probability theory, and measurement theory. 

Presently, great progresses of study on soft set theory have been made [5, 6, 7, 
8, 9, 10, 11, 12]. And it is worthwhile to mention that some effort has been done to 
such issues concerning reduction of soft sets. Maji et al. [13] employed soft sets to 
solve the decision-making problem. Later, Chen et al. [14] pointed out that the 
conclusion of soft set reduction offered in [13] was incorrect, and then presented a 
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new notion of parameterization reduction in soft sets in comparison with the defi-
nition to the related concept of attributes reduction in rough set theory. The con-
cept of normal parameter reduction was introduced in [15], which overcome the 
problem of suboptimal choice and added parameter set of soft sets. An algorithm 
for normal parameter reduction was also presented in [15]. However, up to the 
present, few documents have focused on parameter value reduction of soft sets. So, 
in this paper, we propose a definition of normal parameter value reduction of soft 
sets and give a heuristic algorithm to achieve the normal parameter value reduction 
of soft sets. 

The rest of this paper is organized as follows. Section 2 reviews the basic notions 
of soft set theory. Section 3 gives definitions of normal parameter value reduction and 
minimal normal parameter value reduction of soft sets. Furthermore we give a heuris-
tic algorithm to achieve them, which are illustrated by an example. Finally Section 4 
presents the conclusion from our study. 

2   Preliminaries 

In this section, we review the definition with regard to soft sets. 
Let U be a non-empty initial universe of objects, E be a set of parameters in relation 

to objects in U, ( )UP  be the power set of U, and EA ⊂ . The definition of soft set is 

given as follows. 
 

Definition 2.1 (See [4]). A pair ( )AF ,  is called a soft set over U, where F is a  

mapping given by  
 

( )UPAF →:  

 
That is, a soft set over U is a parameterized family of subsets of the universe U. As an 
illustration, let us consider the following example, which is quoted directly from [4]. 

 
Example 2.1. Let be a soft set ( )EF ,  describe the “attractiveness of houses” that Mr. 

X is going to purchase. Suppose that { }654321 ,,,,, hhhhhhU =  and 

{ }54321 ,,,, eeeeeE = , where there are six houses in the universe U and E is a set of 

parameters, ie  )5,4,3,2,1( =i  standing for the parameters “expensive”, “beautiful”, 

“wooden”, “cheap”, and “in the green surroundings” respectively. 
Suppose that we have 

},{)( 421 hheF = , },,{)( 312 hheF =  φ=)( 3eF , },,{)( 5314 hhheF = , and }{)( 15 heF = , 
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where ( )ieF  means a subset of U which elements match the parameter ie . Then  

we can view the soft set ( )EF ,  as consisting of the following collection of  

approximations: 

( )

{ }
{ }

{ }
{ }⎪

⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

=
=

=
=
=

=

1

531

31

42

houses gsurroundingreen  in the

,,houses cheap

houseswooden 

,houses beautiful

,,houses expensive

,

h

hhh

hh

hh

EF φ
 

Each approximation has two parts, a predicate p and an approximate value set v. 
For example, for the approximation “expensive houses { }42 ,hh= ”, we have the predi-

cate name of expensive houses and the approximate value set or value set is 

{ }42 ,hh .Thus, a soft set ( )EF ,  can be viewed as a collection of approximations below: 
 

( ) { }nn vpvpvpvpEF ===== ,,,,, 332211
. 

 
The soft set is a mapping from parameter to the crisp subset of universe. From such 

case, we may see the structure of a soft set can classify the objects into two classes 
(yes/1 or no/0). Thus we can make a one-to-one correspondence between a Boolean-
valued information system and a soft set, as stated in Proposition 2.1. 

 
Definition 2.2. An information system is a 4-tuple (quadruple) ( )fVAUS ,,,= , where 

{ }UuuuU ,,, 21=  is a non-empty finite set of objects, { }AaaaA ,,, 21=  is a non-

empty finite set of attributes, ∪ Aa aVV
∈

= , 
aV  is the domain (value set) of attribute a, 

VAUf →×:  is an information function such that ( ) aVauf ∈, , for every 

( ) AUau ×∈,  , called information (knowledge) function.  
 

An information system is also called a knowledge representation system or an attrib-
ute-valued system and can be intuitively expressed in terms of an information table. 
In an information system ( )fVAUS ,,,= , if { },1,0=aV  for every Aa ∈ , then S is 

called a Boolean-valued information system. 
 

Proposition 2.1. If ( )EF ,  is a soft set over the universe U, then ( )EF ,  is a Boolean-

valued information system { }( )fVAUS ,,, 1,0= . 
 

From Proposition 2.1, a soft set ( )EF ,  as in Example 2.1, it can be represented as a 

Boolean table as follows: 
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Table 1. Tabular representation of a soft set in the above example 

 

U e1 e2 e3 e4 e5

h1 0 1 0 1 1

h2 1 0 0 0 0

h3 0 1 1 1 0

h4 1 0 1 0 0

h5 0 0 1 1 0

h6 0 0 0 0 0
 

3   The Normal Parameter Value Reduction of Soft Sets 

In this section, we depict a definition of normal parameter value reduction of soft sets 
(NPVR). Furthermore, we introduce the minimal normal parameter value reduction 
(MNPVR) of soft sets as a special case of NPVR and then present a heuristic algo-
rithm to achieve it. Finally, an illustrative example is given. 

3.1   Definition of Normal Parameter Value Reduction of Soft Sets  

Suppose { }nhhhU ,,, 21= , { }meeeE ,,, 21= , ( )EF ,  is a soft set with tabular repre-

sentation. Define ( ) ∑=
j ijiE hhf , where ijh are the entries in the table of ( )EF , . 

 
Definition 3.1 (See [15]). With every subset of parameters AB ⊆ , an indiscernibility 

relation ( )BIND  is defined by                    

( ) ( ) ( ) ( ){ }jBiBji hfhfUUhhBIND =×∈= :, . 
 

For soft sets ( )EF , , { },,,, 21 nhhhU =  the decision partition is referred to as 

{ } { } { }{ }
sfnkfjifiE hhhhhhhC ,...,,...,,...,,,...,,

21 121 += , 

 

where for subclass iwvEvEvEfwvvv fhfhfhfhhh
i

==== ++++ )(...)()(,},...,,{ 11 , and 

sfff ≥≥≥ ...21 , s is the number of subclasses. In other words, objects in U are 
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classified and ranked according to value of (.)Ef  based on the indiscernibility  

relation. 
 
Definition 3.2. Given a Boolean-valued information system { }( )fVAUS ,,, 1,0=  cor-

responding to a soft set ( )EF ,  , we define: 

};,...,2,1;,...,2,1),)(()(|{),)(1( mjnihhfUhhhe ijieii

def

ijj j
===∧∈=  

};,...,2,1)(

...,)()(()(|{)),(),...,,(),,)((2(

,

,2,12211 21

nihhf

hhfhhfUhhhehehe

imie

iieiieii

def

immii

m
==

==∧∈=

.,...,2,1)},,(),...,,(),,{(),()()3( 2211 nihehehehehH immiiijj
Ej

iE ==∪=
∈

 

 
Definition 3.3. Denote EAAA n ⊂,...,, 21

 as subsets, if there exist subsets 
nAAA ,...,, 21
 

satisfying ( ) ( ) ( ) )(21 21 snAAA ftthfhfhf
n

≤==== , then the parameter values 

( ) ),...,1( nihH iAi
=  are dispensable, otherwise, they are indispensable.  

( ) ),...,1( nihH iBi
= is defined as a normal parameter value reduction, if the two condi-

tions as follows are satisfied 

(1) ( ) ),...,1( nihH iBi
=   is indispensable  

(2) ( ) ( ) ( ) thfhfhf nBEBEBE n
==== −−− ...21 21

 

 
From the definition of normal parameter value reduction, we know normal parameter 
value reduction of soft sets keeps the classification ability and rank invariant for deci-
sion making. That is, after reducing dispensable parameter value, the decision parti-

tion is { } { } { }{ }tfnktfjitfiE s
hhhhhhhC −−+−=′ ,...,,...,,...,,,...,,

21 121  

 
Definition 3.4. Denote EAAA n ⊂,...,, 21

 as subsets, if there exist subsets 
nAAA ,...,, 21
 

satisfying ( ) ( ) ( ) thfhfhf nAAA n
==== 21 21

, then the parameter values 

( ) ),...,1( nihH iAi
=  are dispensable, otherwise, they are indispensable.  

( ) ),...,1( nihH iBi
= are defined as a minimal normal parameter value reduction, if the 

three conditions as follows are satisfied 

(1) ( ) ),...,1( nihH iBi
=   is indispensable 

(2) ( ) ( ) ( ) thfhfhf nBEBEBE n
==== −−− ...21 21

  

(3) 
sft =  ( sf is the minimum decision choice value) 
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From the above definition it follows that MNPVR does not differ essentially from 
NPVR. Obviously, MNPVR is a special case of NPVR. Intuitively speaking, MNPVR 
leads to the final decision partition { } { } { }{ }0121 ,...,,...,,...,,,...,,

21 =−−+−=′
tfnktfjitfiE s

hhhhhhhC . 

3.2   Algorithm of Minimal Normal Parameter Value Reduction of Soft Sets  

Here below, we provide an algorithm to illustrate how to achieve the minimal normal 
parameter value reduction of soft sets. 

(1) Input the soft set ( )EF,  and the parameter set E; 
(2) Delete the parameter values denoted by 0. 
(3) If 0≠= tfs

, reduce the t parameter values denoted by 1 for every 

)0,( niUhh ii ≤≤∈  until 0=sf .  
(4) Put the remainder values as the minimal normal parameter value reduction which 
satisfies { } { } { }{ }0121 ,...,,...,,...,,,...,,

21 =−−+−=′
tfnktfjitfiE s

hhhhhhhC . 

3.3   Example  

Example 3.1. Let ( )EF ,  be a soft set with the tabular representation displayed in 

Table 2. Suppose that { }654321 ,,,,, hhhhhhU = , and { }87654321 ,,,,,,, eeeeeeeeE =  

Table 2. A soft set ( )EF ,  

h e1 e2 e3 e4 e5 e6 e7 e8 f(.)

h1 1 0 0 0 0 1 0 1 3

h2 0 1 0 1 1 1 0 1 5

h3 1 0 1 1 1 1 0 1 6

h4 1 0 0 1 0 0 0 1 3

h5 0 1 0 0 1 0 0 1 3

h6 1 0 0 1 1 0 0 1 4
 

 
From table 2, the decision partition is { } { } { } { }{ }3541465263 ,,,,, hhhhhhCE = . 

Clearly 6)( 3 =hfE
is the maximum choice value, thus 3h  is the optimal choice object. 

2h is the suboptimal choice object.  
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Table 3. A normal parameter value reduction table of original table (Table 2) 

h e1 e2 e3 e4 e5 e6 e7 e8 f(.)

h1 - - - - - 1 - 1 2

h2 - - - 1 1 1 - 1 4

h3 - - 1 1 1 1 - 1 5

h4 - - - 1 - - - 1 2

h5 - - - - 1 - - 1 2

h6 - - - 1 1 - - 1 3
 

 
Given t=1 (namely, ( ) ( ) ( ) 121 21

===== thfhfhf nAAA n
), it is evident 

that, { } { } { } { } ===== 576532147213732127543211 ,,,,,,,,,,,,,,,,,,, AeeeeeeAeeeAeeeeAeeeeeeA  

{ } { }763216764321 ,,,,,,,,,, eeeeeAeeeeee = in this example. The normal parameter value re-

duction of ( )EF , is clearly shown in Table 3. And then we get that the decision parti-

tion is { } { } { } { }{ }2541364253 ,,,,, hhhhhhCE = . 3h  is still the optimal choice object. The 

normal parameter value reduction keeps the classification ability and rank invariant 
for decision making. 

Table 4. A minimal normal parameter value reduction table of original table (Table 2) 

h e1 e2 e3 e4 e5 e6 e7 e8 f(.)

h1 - - - - - - - - 0

h2 - - - - - 1 - 1 2

h3 - - - - 1 1 0 1 3

h4 - - - - - - - - 0

h5 - - - - - - - - 0

h6 - - - - - - - 1 1
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Clearly 3=sf is the minimum decision choice value in original Table 2. Thus, 

let ( ) ( ) ( ) 321 21
====== tfhfhfhf snAAA n

. And then we can obtain 

{ } { } { }
{ } { } { }.,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,

76543216876543215876543214

7432137543212876543211

eeeeeeeAeeeeeeeeAeeeeeeeeA

eeeeeAeeeeeeAeeeeeeeeA

===
===  

The final decision partition is { } { } { } { }{ }0541162233 ,,,,, hhhhhhCE = . The results from Table 3 

and Table 4 indicate that MNPVR can delete more parameter values in comparison with 
NPVR, in the case of keeping the classification ability and rank invariant for decision 
making. Thus MNPVR can be generally interpreted as the minimal degree of NPVR. 

4   Conclusion 

Some work on parameter reduction of soft sets has been done. They presented a new 
notion of parameterization reduction in soft sets in comparison with the definition to 
the related concept of attributes reduction in rough set theory and the concept of nor-
mal parameter reduction which overcome the problem of suboptimal choice and 
added parameter set of soft sets. Unfortunately, the two algorithms are complicated 
and time-consuming. And up to the present, few documents have focused on parame-
ter value reduction of soft sets. So, in this paper, we propose a definition of normal 
parameter value reduction (NPVR) of soft sets. More specifically, minimal normal 
parameter value reduction (MNPVR) is defined as a special case of NPVR and a 
heuristic algorithm is presented to achieve it, which is very easy to understand and 
carried out. Finally, an illustrative example is employed to show our contribution.   
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Abstract. Language is an indispensable tool for human communica-
tion, and presently, the language that dominates the Internet is English.
Language identification is the process of determining a predetermined
language automatically from a given content (e.g., English, Malay, Dan-
ish, Estonian, Czech, Slovak, etc.). The ability to identify other languages
in relation to English is highly desirable. It is the goal of this research to
improve the method used to achieve this end. Three methods have been
studied in this research are distance measurement, Boolean method, and
the proposed method, namely, optimum profile. From the initial experi-
ments, we have found that, distance measurement and Boolean method
is not reliable in the European web page identification. Therefore, we
propose optimum profile which is using N -grams frequency and N -grams
position to do web page language identification. The result show that the
proposed method gives the highest performance with accuracy 91.52%.

Keywords: N-grams profile, rank-order statistics, distance measure-
ment, Boolean method, optimum profile.

1 Introduction

Language identification is used frequently in a number of applications, such as
machine translation, information retrieval, speech recognition, and text cate-
gorization. Among researches of text-based language identification, N -grams is
perhaps the most widely used and studied [1]. The N -grams method, which is a
sub-sequence of N objects from a longer sequence, when rank-order statistics on
N -grams profile are adopted and the distance measurement is used to identify
the predefined language of a particular content.

It is being argued that text-based language identification is a completely
solved problem. However, we have found that improvements are still needed
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because of several problems arise when dealing with web page language identi-
fication. Firstly, the web pages contain multiple languages which may produce
faulty output in related language systems. Secondly, web page language identifi-
cation is difficult due to plethora of internation terms and proper names occuring
in the internet. Other issues are web page format, encoding, spelling and gram-
mar errors [2,3].

This paper is organized as follows: Related works on language identification
is described in Section 2. Next, data preparation and language identification
using the distance measurement, Boolean method, and optimum profile are ex-
plained in Section 3. The experimental results based on confusion matrix and
accuracy are detailed out in Section 4. The conclusion of the research is given in
Section 5.

2 Related Works

Human usually don’t have any need for language identifiers, however the field of
human language technology covers a number of research activities, such as the
coding, identification, interpretation, translation and generation of language.
The aim of such research is to enable humans to communicate with machines
using natural language skills. Language technology research involves many dis-
ciplines, such as linguistics, psychology, electrical engineering and computer sci-
ence. Cooperation among these disciplines is needed to create multimodal and
multimedia systems that use the combination of text, speech, facial cues and
gestures, both to improve language understanding and to produce more natural
language processing by animated characters [4,5].

Language technologies play a key role in the age of information [5]. Today,
almost all device systems combine language understanding and generation that
allow people to interact with computers using text or speech to obtain informa-
tion, to study, to do business, and to communicate with each other effectively
[6]. The technology convergence in the processing of text, speech, and images
has lead to the particular ability to make sense of the massive amounts of infor-
mation now available via computer networks. For example, if a student wants
to gather information about the art of getting things done, he or she can set
in motion a set of procedures that locate, organize, and summarize all available
information related to the topic from books, periodicals, newspapers, and so on.
Translation of texts or speech from one language to another is needed to ac-
cess and interpret all available material and present it to the student in his or
her native language. As a result, it increases academic interests of the student
[6,7].

Some works have been reported to detect the language of a particular web
page. They are decision tree neural networks [3], discrete HMMs [2], short letter
sequences (N -grams) [8], and metadata description [9]. A variety of features have
been used for language identification. These includes: the presence of particular
characters [10,11], written words [12,13], and N-grams [1,14].
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3 Method

In this section, we describe the distance measurement, Boolean method, and
optimum profile as shown in Figure 1. First of all, data sets of languages have
been collected from news website. Then, these data sets were saved in unicode
form by setting the file name corresponding to the target language. Many types
of encoding have been used on the web document to ensure that character pro-
cessing is not miscalculated. We have converted the identified encoding into the
unicode encoding as the latter is able to accommodate all encoding types by
the use of specific numeric number. In this work, we have collected European
web pages as experimental data sets such as Bulgarian, Czech, Danish, Dutch,
English, Estonian, Finnish, French, German, Greek, Hungarian, Irish, Italian,
Latvian, Lithuanian, Maltese, Polish, Portuguese, Romanian, Slovak, Slovene,
Spanish and Swedish, and the corresponding annotation are bul, cze, dan, dut,
eng, est, fin, fre, ger, gre, hun, iri, ita, lat, lit, mat, pol, por, rom, slo, sle, spa,
and swe, respectively. Each language consists of 1000 web pages, 100 units were
used for training, 500 units were randomly selected from the remaining data sets
as testing data. Threshold has been set to top 100 units of language features.
N -grams were mixed by unigram, bigrams, and trigrams, but statistical anaysis
was done independently.

Feature selection determines the appropriate features or attributes to be used
in language identification. It is based on N -grams frequency (NF ) and rank-
order statistics [15]. For NF , it is based on the occurences of the particular
N -grams (ngm) in a document, not the whole data set. The number of a par-
ticular ngm contributed to the document is an important factor in a language
identification. For example, the ngm ‘ber’ appears in Malay more frequently
than in English, so a Malay document has higher occurences of that ngm. The
formula of NFL is given by equation 1, where Td is the total N -grams in that

Fig. 1. Research framework of proposed method
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document d, L is the target language, and D is the data set. Each unigram,
bigrams, and trigrams calculation is done separately and also the highest NF
is selected as features. Finally, ngm is sorted based on rank-order statistics. De-
tails of experimental setup and measurement have been described in the paper
of Selamat and Ng [3,16,17].

NFL (ngm) =
D∑

d=1

(∑
ngmd

Td

)
(1)

3.1 Distance Measurement

Distance measurement has been proposed by Cavnar and Trenkle [1], they have
used rank-order statistics on N -grams profiles in order to find out closest profile
as winner of language identification and text categorization. Figure 2 illustrates
the distance measurement of N -grams profile. First, training profile of each lan-
guage is generated from the desired data set by using N -grams frequency. After

Fig. 2. Distance measurement of N -grams profile (note: it is assumed that for those
not found N -grams in this figure is assigned with a maximum value nine) [1]



Improving Language Identification of Web Page Using Optimum Profile 161

that, rank-order statistics are applied on the language profile to sort the N -
grams from most frequent to least frequent. Same process goes on unknown
document or target document. Then, unknown document profile is compared
with all profiles of desired languages. Out of place is the distance between de-
sired N -grams and target N -grams. Finally, minimum distance of one particular
profile is selected as winner based on the sum out of place.

3.2 Boolean Method

Boolean method has been used to measure matching rates between target profile
and training profile. It is different with distance measurement which is depends
on N -grams frequency. Instead, this method returns value of one if one particular
N -gram from the target profile is found on the desired profile. Otherwise, it
returns value of zero if there is no match. After that, matching rate is derived
by dividing the total Boolean value to total number of distinct N -grams in the
target profile. Finally, the maximum matching rate is selected as winner among
the training profiles.

Fig. 3. Boolean method of N -grams profile (note: it is assumed that for those not found
N -grams in this figure is assigned with a zero value) [18]
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3.3 Optimum Profile

Figure 4 shows the example of proposed method N -grams optimum profile. This
method makes use of N -grams frequency and N -grams position. Accumulated
N -grams frequencies is the first identifier of language identification and it is
followed by converge point which is to determine the fastest convergence of N -
grams position. A random double is added to converge point to increase the level
of discriminant. Indonesian N -grams profile consists of ‘ka’, ‘ra’, ‘in’, ‘kan’, and
‘pe’; however Malay N -grams profile is comprised of ‘ka’, ‘ra’, ‘pe’, ‘in’, and ‘ah’.
Each N -grams frequency of Indonesian is 50, 60, 10, 0, 20, and Malay is 50, 60,
20, 10, and 0; while the accumulated frequencies are 50, 110, 120, 120, 140, 50,
110, 130, 140, and 140, respectively. Converge point of Indonesian and Malay
are 4 and 3, respectively. Winner of this example is Malay due to the converge
point is smaller than Indonesian.

Fig. 4. Proposed N -grams Optimum Profile

4 Experimental Results

In this following subsections, we discuss the confusion matrix and accuracy of
European web page language identification. Three methods have been evalu-
ated which are distance measurement, Boolean method, and optimum profile.
European data sets have been used in the experiment with total 23 languages.
Threshold was set to top 100 features of each language.

4.1 Confusion Matrix of Web Page Language Identification

Table 1 shows the confusion matrix of European web page language identification
using distance measurement. It is observed that the Bulgarian, Czech, Estonian,
and Greek give worst results with correctly predicted samples are 0, 66, 1, and 4,
respectively. Other languages more than 321 samples were correctly predicted.
Finnish and Hungarian have achieved the best identification results which are
100% correctness.
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Table 1. Confusion matrix of distance measurement on European web page language
identification

Predicted Language
bul cze dan dut eng est fin fre ger gre hun iri ita lat lit mat pol por rom slo sle spa swe

D
es

ir
ed

L
a
n
g
u
a
g
e

bul 0 0 0 0 0 8 0 0 0 377 0 115 0 0 0 0 0 0 0 0 0 0 0
cze 0 66 0 0 0 7 0 0 0 3 0 0 0 0 0 0 16 0 0 163 245 0 0
dan 1 0 471 1 0 0 0 0 2 11 4 0 0 0 0 0 0 0 0 0 0 0 10
dut 0 0 0 396 0 46 0 0 0 53 2 0 0 0 0 0 2 0 0 0 0 0 1
eng 7 0 0 0 473 0 0 0 0 18 2 0 0 0 0 0 0 0 0 0 0 0 0
est 8 3 23 1 4 1 21 2 0 233 117 5 0 6 1 29 36 6 2 0 1 0 1
fin 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
fre 0 0 0 0 0 0 0 495 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0
ger 0 0 0 0 0 0 0 0 499 1 0 0 0 0 0 0 0 0 0 0 0 0 0
gre 55 12 3 1 0 59 219 1 6 4 3 31 2 22 0 38 9 0 2 14 18 0 1
hun 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0
iri 1 4 0 0 0 95 0 0 0 2 0 391 0 1 0 1 0 0 0 1 2 0 2
ita 17 1 0 0 0 26 1 0 0 0 21 0 422 2 0 0 3 0 0 3 3 0 1
lat 20 13 0 1 1 36 0 3 0 42 4 13 0 347 2 3 4 0 0 9 0 0 2
lit 0 0 0 0 0 0 0 0 0 1 0 0 0 3 494 0 1 0 0 1 0 0 0
mat 3 16 0 0 0 14 1 1 0 27 5 1 0 0 0 432 0 0 0 0 0 0 0
pol 2 3 0 0 0 34 0 0 0 34 1 0 0 0 0 0 417 0 0 9 0 0 0
por 8 0 0 0 0 6 0 0 0 15 1 1 1 0 0 0 4 463 0 0 0 1 0
rom 2 1 0 1 1 15 2 1 0 9 7 0 12 0 0 2 4 0 442 0 0 0 1
slo 6 17 0 2 0 59 0 0 1 77 0 0 0 0 1 0 13 0 0 321 3 0 0
sle 0 0 0 0 0 1 0 0 0 2 0 1 0 0 0 0 25 0 0 49 422 0 0
spa 1 0 0 0 14 0 0 0 0 0 0 0 2 0 0 0 0 0 0 1 0 482 0
swe 9 4 1 1 0 12 0 1 2 82 21 0 0 0 0 5 6 0 0 1 0 0 355

Table 2. Confusion matrix of Boolean method on European web page language
identification

Predicted Language
bul cze dan dut eng est fin fre ger gre hun iri ita lat lit mat pol por rom slo sle spa swe

D
es

ir
ed

L
a
n
g
u
a
g
e

bul 180 0 0 0 320 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
cze 0 45 0 0 1 0 0 0 0 0 0 0 16 0 0 0 0 0 5 0 432 1 0
dan 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
dut 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
eng 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
est 0 0 21 2 17 11 247 0 0 0 0 0 119 0 62 0 0 0 8 0 0 0 13
fin 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
fre 0 0 0 0 1 0 0 499 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ger 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0
gre 2 0 0 0 4 0 0 0 0 494 0 0 0 0 0 0 0 0 0 0 0 0 0
hun 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0
iri 0 0 0 0 125 0 0 0 0 0 0 375 0 0 0 0 0 0 0 0 0 0 0
ita 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0
lat 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0
lit 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0
mat 0 0 1 0 4 0 0 0 0 0 0 0 10 0 0 485 0 0 0 0 0 0 0
pol 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0
por 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 498 0 0 0 0 0
rom 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 498 0 0 0 0
slo 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 499 0 0 0
sle 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0
spa 0 0 0 0 302 0 0 2 0 0 1 0 1 0 0 0 0 0 1 0 0 193 0
swe 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 499

Table 2 illustrates the confusion matrix of European web page language iden-
tification using Boolean method. Bulgarian, Czech, Estonian, and Spanish have
achieved accuracy of identification below 50%. Total correctly predicted samples
are 180, 45, 11, and 193, respectively. Irish has been predicted as English with
125 samples and the remaining are correct samples. Other languages give good
results with more than or equal 485 correct samples. It is slightly better than
distance measurement.

Table 3 depicts the results of European web page language identification by
using optimum profile. It is noticed that the performance of identification has
been increased with only two languages give worst results. They are language of
Czech and Estonian. Only 45 samples of Czech and 9 samples of Estonian have
been correctly predicted. The remaining 21 languages have correctly predicted
more than 490 samples.



164 C.-C. Ng and A. Selamat

Table 3. Confusion matrix of optimum profile on European web page language
identification

Predicted Language
bul cze dan dut eng est fin fre ger gre hun iri ita lat lit mat pol por rom slo sle spa swe

D
es

ir
ed

L
a
n
g
u
a
g
e

bul 496 1 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
cze 0 45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 427 28 0 0
dan 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
dut 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
eng 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
est 0 0 111 1 1 9 324 0 0 0 0 0 0 2 23 0 0 0 0 0 1 0 28
fin 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
fre 0 0 0 0 0 0 0 498 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
ger 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0 0 0
gre 1 0 0 0 2 0 0 0 2 491 0 0 0 1 1 0 0 1 0 0 0 1 0
hun 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0 0 0
iri 0 0 0 0 0 0 0 0 0 0 0 496 4 0 0 0 0 0 0 0 0 0 0
ita 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0 0
lat 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0 0
lit 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0 0

mat 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0 0
pol 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0 0 0
por 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 499 0 0 0 1 0
rom 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0 0
slo 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0 0
sle 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 500 0 0
spa 0 1 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 492 0
swe 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 499

4.2 Accuracy of Web Page Language Identification

Figure 5 shows the overall accuracy of European web page language identifica-
tion. It is found that the accuracy of distance measurement, Boolean method,
and optimum profile is 72.98%, 85.01%, and 91.52%. Distance measurement is
having dimension problem in which similar distance might be found in more than
one language and usually the smallest one is frequently encountered. Boolean

Fig. 5. Overall accuracy of European web page language identification
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method is not reliable if two or more languages appear same N -grams frequency.
Therefore, it has been proved that optimum profile gives the best performance
in European web page language identification.

5 Conclusion

Language identification is important in a vast variety of natural language pro-
cessing systems. If we are to trust an information retrieval system to classify
documents with little or no human oversight, we require a system that is capa-
ble of operating at a high level of high accuracy. Therefore, we have proposed
optimum profile to cope with the limitations found in both distance measure-
ment and Boolean method. From the experiments, it is concluded that optimum
profile performs better than others. In the future works, the issues of multilin-
gual web page, noise tolerent of language identifier, minority languages, and data
dimensionality will be investigated.
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Abstract. This paper presents the adoption of a knowledge management system 
(KMS). It is an innovation in the field of IT and its adoption rests within the lit-
erature of IT adoption theories. This research documents via Grounded Theory 
(GT), the adoption of KMS at an Oil and Gas Industry in Malaysia. The model 
generated offer insights into the technology process adoption scenario, and 
documents 12 factors arising which can prove useful in stimulating employees 
to go online and share.  

Keywords: KMS adoption, positive factors, grounded theory. 

1   Introduction 

Nowadays, organizations experience a rapid growth in IT, and they use IT to manage their 
knowledge. However, an IT system alone does not guarantee successful knowledge man-
agement. Adoption of the IT innovation depends upon the human factor as well. 

Despite the benefits of tools & technology in managing knowledge, only some or-
ganizations are successful in achieving their goals. For some companies the tools and 
technology provide benefits, yet there is a lack of adoption [1][2]. In addition, how 
tools and technology facilitate knowledge sharing and CoPs is still questionable 
[1][2][3][4]. When use of tools and technology is low, some organizations choose to 
abandon the innovation [5]. In this case study, active users of online knowledge shar-
ing and virtual CoPs are only at 15%. Therefore, literature demands for qualitative 
research in providing an understanding and exploring some positive factors that influ-
ence KMS adoption within the particular context of Malaysia. 

2   Background on the Research Area 

2.1   Theories Used in IT Adoption 

Fichman conducted the first review of IT adoption studies. He examined 18 studies 
conducted between 1981-1991, which asked questions related to improving 
technology assessment, adoption and implementation. The most widely accepted 
theory for IT adoption was the innovation diffusion theory of Rogers. Strongest 
results were noted when researchers examined: “(1) individual adoption, and/or (2) 
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independent use technologies that impose a comparatively small knowledge burden 
on would-be adopters.” These were instances in which the assumptions of innovation 
diffusion theory held [6]. 

In the literature on IT adoption from 1992-2003, 11 theories are noted as described 
in Table 1 below. Some of the studies examined individual adoption of IT, and others 
examined organizational adoption of IT. In this study, the researchers conducted both 
individual and organizational analysis of IT adoption. 

Table 1. Theories used in individual and organizational IT adoption research (adopted from 
Jeyaraj, 2006)  

 
 

Theory  

 
 

Main Author(s) 

Used in  
Individual  

Adoption Studies

Used in 
Organizational  

Adoption Studies 
 

Theory of Reasoned Action 
Fishbein &  

Ajzen (1975) 
 

x 
 
 

Innovation Diffusion  
Theory 

Rogers  
(1983, 1995) 

 
x 

 
x 

Social Cognitive Theory  Bandura (1986) x  
Diffusion/Implementation 

Model   
Kwon & Zmud 

(1987) 
  

x 
Technology Acceptance 

Model  
 

Davis (1989) 
 

x 
 

Perceived Characteristics  
of Innovation  

Moor & Benbasat 
(1991) 

 
x 

 

Theory of Planned  
Behavior 

 
Ajzen (1991) 

 
x 

 

Tri-Core Model  Swanson (1994)  x 
Technology Acceptance 

Model II 
Venkatesh et al. 

(2003) 
 

x 
 

Unified Theory of 
Acceptance and Use of 

Technology 

 
Venkatesh et al. 

(2003) 

 
 

x 

 

Critical Social Theory  Green (2005) x  

 
To date IT adoption studies have examined the 135 factors, as seen in Appendix A [7]. 

2.1.1   Innovation Diffusion Theory 
According to Rogers, an innovation is defined as, “An idea, practice, or object that is 
perceived as new by an individual or other unit of adoption” [8]. Hall and Khan de-
scribed adoption as, “The choice to acquire and use a new invention or innovation.” 
[9]. Rogers described diffusion as, “The process by which an innovation is communi-
cated through certain channels over time among the members of a social system” [8]. 

Rogers proposed four main elements that influence the spread of a new idea: the in-
novation itself, communication channels, time, and a social system. A communication 
channel is the medium by which an individual communicates the message to another. 
Time is the period of making an innovation-decision. The rate of adoption is the speed 
at which members of a social system adopt the innovation. A social system is a set of 
interrelated units that are engaged in joint-problem solving for a common goal. 
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There are five steps in the process of innovation diffusion at an individual level.  
The original process of innovation diffusion identified: awareness, interest, evalua-
tion, trial and adoption. The current process of innovation diffusion notes:  knowl-
edge, persuasion, decision, implementation and confirmation.  

Awareness or knowledge is the stage at which an individual is exposed to an inno-
vation. However, the person lacks information about the innovation and is not in-
spired to find more information about it. The interest or persuasion stage is when an 
individual is interested to know more information about an innovation. The evaluation 
or decision stage is when an individual will look at the advantages and disadvantages 
of the innovation. Then they will decide to adopt or to reject it. The trial and imple-
mentation stage is when an individual realizes the usefulness of an innovation and 
starts to look for more information about it. Employment of the innovation will vary 
depending upon the situation. The adoption and confirmation stage is when an indi-
vidual decides to continue using the innovation and may use the innovation to its 
fullest potential. 

Rogers suggested two factors that individuals consider when making a decision 
about an innovation: 1) Is the decision to adopt made freely and implemented volun-
tarily? 2) Who makes the decision?  Based on these two factors, there are three types 
of innovation decisions: optional innovation-decisions, collective innovation-
decisions and authority innovation-decisions. Optional innovation-decisions are made 
by those who are distinguished from others in a social system. Collective innovation-
decisions are made by a group within a social system. Authority innovation-decisions 
are made by members of a social system, who are influenced by powerful others. 

It is to be noted that there are several intrinsic characteristics of innovations that in-
fluence an individuals’ decision to adopt or reject an innovation. Relative advantage 
means the improvement of the innovation over previous generations. Compatibility is 
when an innovation fits an individuals’ life. Complexity is the ease or difficulty of 
use. Trialability is how easy and/or difficult it is for an innovation to be adopted.  
Observability is the visibility of the innovation to others. 

As part of the discussion in the context of IT adoption studies the innovation 
diffusion theory is worthy of revisiting. The adoption S-shaped curve indicates the 
percentage of persons adopting an innovation on the y-axis and time on the x-axis, 
with the outcome being market saturation over time. This certainly appears to be the 
goal of all adoption-diffusion studies be they at the individual or the organizational 
level [8]. 

3   Methodology 

Methodologically, this study employed GT. GT is a qualitative research method in-
creasingly common in use in various disciplines. This method is recommended for 
hard sciences as well as social sciences [16]. Its application to information systems is 
very helpful for explaining phenomenon, developing context-based and process-
oriented descriptions [10] [11] [12].  

GT is a suitable approach for situations where researchers are trying to reveal par-
ticipants’ experiences, perceptions, and build a theoretical framework based on reality 
[13]. In this regard, the researchers would like to explore the employees’ experiences 
and perceptions in real situations thus the data is revealed by the employees. As the 
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research interest herein is to generate new insights for the existing literature and to 
understand in depth about the innovation adoption process of a KMS, the researchers 
employs an inductive approach of qualitative research by adapting the process and 
design of a GT approach instead of applying a deductive, hypothesis testing approach. 
This study is explorative and interpretive in nature. It looks into the concepts that 
build the innovation adoption process of a KMS. Therefore, a GT approach is most 
suitable to employ in this study for the following reasons.  

The GT approach offers a set of procedures for coding and analyzing data, which 
keeps the analysis close to the data and presents the inductive discovery about the 
phenomena of the study. These procedures are structured and organized which leads 
the researchers to theory development [14]. As a result, the researchers are confident 
in the area of conceptualizing because it includes the resources of developing theo-
retical propositions from the data itself. 

This study contributed to the research literature on GT by determining two new 
methodological process sequences as noted in Table 2 which innovatively combines 
the approaches of both Strauss and Glaser. 

Table 2. Grounded theory methodology [15][16] 

 
 
No. 

 
GT Approach for This Study 

 

 
Author 

 
1 

 
Start with having a general idea of where to 

begin. 

 
(Strauss & Corbin, 2008)  

 
2 

 
Theoretical sensitivity comes from immersion 

in the data. 

 
(Glaser, 1992)  

 
3 

 
Conceptual descriptions of situations. 

 
(Strauss & Corbin, 2008)  

 
4 

 
The theory is grounded in the data. 

 
(Glaser, 1992)  

 
5 

 
The credibility of the theory is from the rigor of 

the method. 

 
(Strauss & Corbin, 2008)  

 
6 

 
The researcher is vigorous. 

 
(Strauss & Corbin, 2008)  

 
7 

 
The data reveals the story. 

 
(Glaser, 1992)  

 
8 

 
More rigorous coding and technique is defined.  

The nature of making comparisons diverges with 
the coding technique.  Labels are carefully crafted 
at the time.  Codes are derived from micro-analysis 

which analyzes data word by word. 

 
(Strauss & Corbin, 2008)  
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The researchers conducted theoretical sampling and data collection process was 
constant and it is ceased when further data was no longer adding to the insights 
already gained. This indicator is called theoretical saturation. At this point, it was not 
necessary for further analysis because the analytical framework was saturated 
[15][17]. The further data of this study had not added new things therefore the 
theoretical model has been discovered at respondent number 8. 

In terms of a process model of the analytic sequence of GT in this study (see 
Figure 1), the researchers explored in depth open, axial, and selective coding, and 
discovered conceptual process constructs of: bubbling, exploring, and arising. 

 

Fig. 1. The GT analytical process in the data analysis (adapted from Warburton, 2005)[18] 

 
Next, the researchers will describe and discuss the results of this study. 

4   Results and Discussion 

4.1   Demographic Findings 

The demographic findings of this study are the participants’ gender of 75% female 
and 25% male (see Figure 2). Participants job positions were 50% executives, 25% 
senior managers, and 25% managers (see Figure 3). 
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75%

25%

Female 

Male

N=8

 

Fig. 2. Participants’ Gender 
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Manager

Executive
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Fig. 3. Participants’ Job Positions 
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Fig. 4. Participants’ Departments and Operating Units  
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The various management teams contributed very meaningful data to this study be-
cause of their knowledge and experiences with IT adoption, particularly the KMS. 
Figure 4 illustrates the distribution of the departments in which the participants 
worked and their operating units. The highest numbers of participants in this study 
were from the technology capability and data management department, which is un-
der the business-operating unit.  

4.2   Grounded Process of KMS Adoption  

First and foremost this study derived the Grounded Process of KMS Adoption (see 
Figure 5).  This model is a synthesis of the 8 models derived from the respondents and 
consists of three themes:  Technology, Individual, and Process. 

It is derived from and grounded in the data which explored the adoption of a KMS, 
at the leading oil and gas conglomerate of Malaysia with subsidiaries in 32 countries. 
At the Technological level, efficiency in terms of ease of use and being fast are 
important qualities, as well as, the technology satisfying a need and providing an 
experience of fulfillment. The experience of flow state proved essential at the 
Individual/People level along with self-benefit. The importance of knowledge sharing, 
organizational creativity and thus creation, and organizational growth are prominent  
 

 

 

Fig. 5 Model of KMS Adoption: The Grounded Process 



174 S. Matayong and A.K. Bin Mahmood 

among the findings in the Process component of the model. Also, unique qualities of 
proud, optimism, unity and responsibility are noted which arise in part from the 
Islamic cultural values of the same nature, as the company in the case study is located 
in Malaysia, a primarily Islamic nation, with subsidiaries located in primarily Islamic 
nations around the world.  

In addition, this study extends a new frontier by exploring the adoption of a KMS 
via the use of GT. Also, this study advanced the field of IT adoption studies by noting 
an additional 12 factors which arose from the data, see Table 3. 

Table 3. Factors Findings 

 
 
 
 
 
 
 
 
 
 
 
 
 

5   Conclusion  

In conclusion, analysis of the adoption of KMS at company in case study revealed 
15% active user at this time. Now, the company is facing the adoption gap and will 
have to call upon top management support to increase the rate of adoption. In order to 
stimulate employees to adopt system, as well as, to enhance knowledge in the field of 
IT adoption the researchers offers the following model for future scholars to explore 
(see Figure 5). In addition, this study advanced the field of IT adoption studies by 
noting an additional 12 factors, which arose from the data. The factors findings are: 
efficiency (ease of use/faster), fulfilling, adaptive advantage, flow (arousal and 
control), learning, proud, self-benefit, optimism, knowledge sharing, creation, 
organizational responsibility, organizational unity, and organizational growth. 
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Abstract. Integrity of operating system components must be carefully
handled in order to optimize the system security. Attackers always at-
tempt to alter or modify these related components to achieve their goals.
System files are common targets by the attackers. File integrity monitor-
ing tools are widely used to detect any malicious modification to these
critical files. Two methods, off-line and on-line file integrity monitoring
have their own disadvantages. This paper proposes an enhancement to
the scheduling algorithm of the current file integrity monitoring approach
by combining the off-line and on-line monitoring approach with dynamic
inspection scheduling by performing file classification technique. Files
are divided based on their security level group and integrity monitor-
ing schedule is defined based on related groups. The initial testing result
shows that our system is effective in on-line detection of file modification.

Keywords: Operating System Security, Files Integrity, Monitoring
Schedule, File Security Classification, Malicious Modification, HIDS.

1 Introduction

File integrity monitoring (FIM) is one of the security components that can be
implemented in host environment. As a part of host based intrusion detection
(HIDS) components, FIM should play a big role in detecting any malicious mod-
ification either from authorized or unauthorized users on their contents, access
control, privileges, group and other properties. The main goal of related integrity
checking or monitoring tools is to notify system administrators if any changed,
deleted or added files detected [8]. File integrity checkers or monitors measure
the current checksum or hash values of the monitored files with their original
value.

In general, FIM can be divided into two categories, off-line and on-line mon-
itoring scheme [7]. File system monitoring tools were originally used on their
own before becoming a part of the intrusion detection system (IDS) when it is
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integrated with other components such as system logs monitoring, rootkits de-
tection, and registry monitoring. System files as a core of the operating systems,
contains information of the users, application, system configuration and autho-
rization as well as program execution files [8]. Malicious modification of system
file may cause disruption of the services or worse if it is used as a tool to attack
other systems.

Recent solution of file integrity monitoring focusing on the on-line or real-
time checking to enhance the capabilities of malicious modification detection.
However, performance downgrade is a big issue in real time checking making
it impractical for real world deployment. On the other side, higher cost of in-
vestment is required to deploy a new technology of integrity verification for the
system such as hardware based protection mechanism using the Trusted Platform
Module (TPM) which not only require TPM chips embedded on the computer
hardware but also require an additional software to make it efficient.

The main target of the HIDS is to protect the operating system environment
from intruders and unintended alteration or modification by authorized users.
As one of the critical part in the operating system environment, the integrity
of the system files must be put as high priority. However, to monitor all those
system files in real-time is very difficult task and very costly especially for multi
host and operating systems environment.

In this paper, we propose a software based file integrity monitoring by dynam-
ically checking related files based on their sensitivity or security requirement.
Sensitive files refer to the files which, if missing or improperly modified can
cause unintended result to the system services and operation [23]. Classification
of the sensitive and less sensitive files is used to determine the scheduling of the
integrity monitoring of those files.

The rest of the paper is organized as follows: Section 2 discusses related works
and compares our proposed techniques with these works. In Section 3, we de-
scribe our proposed system focusing on file security classification algorithm and
FIM scheduling and how it differs with previous FIM. In Section 4, we quantify
the initial implementation result of our algorithm in detecting file modification.
This paper ended with discussion and conclusion in Section 5.

2 Related Work

In operating system environment, every component such as instruction, device
drivers and other data is saved in files. There are huge number of files contained
in modern operating system environment. Most of the time, files become a main
target by the attackers to compromised the operating systems. The attack can
be performed by modifying or altering the existence files, deletion, addition, and
hide the related files. Many techniques can be implemented by the attackers to
attack the files in the operating system environment and make file protection
become a vital task. Implementation of FIM and other related system security
tools is needed for that purpose.
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As part of the HIDS functions, file integrity monitoring can be classified as off-
line and on-line integrity monitoring. In the next section we discuss the off-line
and on-line FIM followed by the multi platform FIM.

2.1 Off-Line File Integrity Monitoring

Tripwire [8] is a well known file integrity monitoring tool that motivates other
researchers to develop more powerful FIM tools. Tripwire works based on four
process, init, check, update and test. Comparing the current hash values of the
files with the baseline values are the main principle of the FIM tools like Tripwire.
However, relying on the baseline database require more maintenance cost due
to more frequent system updates or patches [15]. In addition, off-line FIM needs
to be scheduled in order to check the integrity of related files and most of the
time can cause delay in detection of the modification. Samhain [19], AIDE [16],
and Osiris [20] use the same approach too, so they also inherit almost the same
issues as Tripwire.

Inspection frequency and the modification detection effectiveness is the main
issue in the off-line FIM. In order to maintain the effectiveness of the FIM,
high frequency inspection is needed at the cost of system performance, and vice
versa. We overcome this issue by proposing a dynamic inspection scheduling by
classifying related files to certain groups and the inspection frequency will vary
between the group of files. Thus, from that approach, FIM can maintain its
effectiveness with a more acceptable performance overhead to the system.

2.2 On-Line File Integrity Monitoring

On-line FIM is proposed to overcome the delay detection in off-line FIM ap-
proach by monitoring the security event involving system files in real-time. How-
ever, in order to work in real-time, it requires access of low level (kernel) activities
which require kernel modification. When kernel modification is involved, the so-
lution is kernel and platform-dependent, and therefore incompatible with other
kernels and platforms.

As example, I3FS [12] proposed a real-time checking mechanism using system
call interception and working in the kernel mode. However this work also requires
some modification in protected machine’s kernel. In addition, whole checksum
monitoring in real time affected more performance degradation. I3FS offers a
policy setup and update for customizing the frequency of integrity check. How-
ever it needs the system administrator to manually set up and update the file
policy.

There are various on-line FIM and other security tools using the virtual ma-
chine introspection (VMI) technique to monitor and analyze a virtual machine
state from the hypervisor level [13]. VMI was first introduced in Livewire [4] and
then applied by the other tools like intrusion detection in HyperSpector [10] and
malware analysis in Ether [3].

On the other side, virtualization based file integrity tools (FIT) has been pro-
posed by XenFIT [15] to overcome the privileged issue on the previous user mode
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FIT. XenFIT works by intercepting system call in monitored virtual machine
(MVM) and sent to the privileged virtual machine (PVM). However, XenFIT
requires a hardware virtualization support and only can fit with the Xen virtual
machine, not other virtualization software. Another Xen based FIT is XenRIM
[14] which does not require a baseline database. NOPFIT [9] also utilized the
virtualization technology for their FIT using undefined opcode exception as a
new debugging technique. However, all those real-time FIT only works on the
Linux based OS.

Another on-line FIM, VRFPS uses blktap library in Xen for their real time
file protection tool [22]. This tool is also platform-dependent which only can be
implemented in a Xen hypervisor. An interesting part in this tool is their file
categorization approach to define which file requires protection and vice versa.
We try to enhance their idea by doing the file classification to determine the
scheduling process of file monitoring. VRFPS work on Linux environment in real
time implementation but we implement our algorithm in Windows environment
by combining on-line and off-line integrity monitoring. Combining the on-line
and off-line integrity monitoring is to maintain the effectiveness of the FIM and
to reduce the performance overhead.

2.3 Multi Platform File Integrity Monitoring

Developments in information technology and telecommunications led to higher
demand for on-line services in various fields of work. Those services requires
related servers on various platforms to be securely managed to ensure their
trustworthiness to their clients. Distributed and ubiquitous environment require
simple tools that can manage security for multi platform servers including the
file integrity checking. There are a number of HIDS proposed to cater this need.

Centralized management of the file integrity monitoring is the main concern
of those tools, and we take it as the fundamental features for our system and we
focus more on the checking scheduling concern on the multi platform host. As
other security tools have also implemented centralized management of their tools,
such as anti-malware [18] and firewalls [2], FIM as part of HIDS also needs that
kind of approaches to ensure the ease of administration and maintenance. We
hope our classification algorithm and scheduling technique can also be applied
to the other related systems.

Another issue to the FIM like Tripwire is the implementation on the monitored
system which can be easily compromised if the attackers gain the administrator
privilege. Wurster et al. [21] proposed a framework to avoid root abuse of file sys-
tem privileges by restricts the system control during the installing and removing
the application. Restricting the control is to avoid the unintended modification to
the other files that not related to the installed or removed application. Samhain
[19], and OSSEC [1] comes with centralized management of the FIT component
in their host based intrusion detection system which allow multiple monitored
systems to be managed more effectively. Monitoring the integrity of files and
registry keys by scanning the system periodically is a common practice of the
OSSEC. However, the challenge is to ensure the modification of related files can
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Fig. 1. Example of system integrity check configuration

be detected as soon as the event occurs as fast detection can be vital to prevent
further damage.

OSSEC has features to customize rules and frequency of file integrity check-
ing as shown in Figure 1. However it needs manual intervention by the system
administrator. This practice becomes impractical in distributed and multi plat-
form environment as well as cloud computing due to the large number of servers
that should be managed. Therefore we try to implement multi platform FIM
on the virtualized environment by customizing the scanning schedule with our
techniques. Allowing other functions work as normal, we focus the file integrity
monitoring features to enhance the inspection capabilities by scheduling it based
on related files security requirements on related monitored virtual machines.

3 Proposed System

We found that most of the on-line and off-line FIM offer a policy setting features
for the system administrator to update their monitoring setting based on the cur-
rent requirement. However it can be a daunting task to the system administrator
to define the appropriate security level for their system files especially those in-
volving large data center. Therefore, a proper and automated security level clas-
sification of the file, especially system files, is required to fulfill this needs.

In this paper, we propose a new checking scheduling technique that dynami-
cally update the file integrity monitoring schedule based on the current system
requirement. This can be achieved by collecting information of related files such
as their read/write frequency, owners, group, access control and other related
attributes that can weight their security level. For initial phase, we only focus
on the files owner and permission in our security classification.

Inspired by various services offered by modern operating systems, and multi
services environments such as email services, web services, internet banking and
others, the criticality of the integrity protection of those system is very cru-
cial.Whether they run on a specific physical machine or in virtual environment,
the integrity of their operating system files must be put in high priority to ensure
the user’s trust on their services.



182 Z.H. Abdullah et al.

Centralized security monitoring is required to ensure the attack detection is
still effective even though the monitored host has already been compromised.
Windows comes with their own security tools such as Windows File Protection
(WPC), Windows Resource Protection (WRP) and many more. However most
of the tools rely on the privileged access of the administrator. If an attacker
gains the administrator privileges, all modifications to the system files or other
resources will look like a legal operation. So here where the centralize security
monitoring is needed, when the critical resources are modified, the security ad-
ministrator will be alerted although it is modified by local host administrator.

Identifying the most critical file that are often targeted by attackers is a
challenging task due to the various techniques that can be used to compromise
the systems. Based on the observation that specific attack techniques can be
implemented to specific types of operating system services, we try to enhance
the file integrity monitoring schedule by looking at the file security level for the
specific host. It may vary from the other host and it can result dissimilarity type
of scheduling but it is more accurate and resource-friendly since it fits on the
specific needs.

3.1 System Architecture

The architecture of our proposed system is shown in Figure 2. The shaded area
depicts the components that we have implemented. We develop our model based
on the multi platform HIDS.

Fig. 2. Proposed FIM scheduling architecture
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File Attribute Scanner (FAS). We collect file attributes to manipulate their
information for our analysis and scheduler. Determining the specific group of
files that require more frequent integrity inspection is a difficult task due to the
various type of services offered by the operating systems. We assume that the
system file structure is quite similar to various Windows based operating system.
The security level of related group of files is the result of the combination between
the file owner’s rights and file permissions.

File attributes scanner (FAS) is locate in the agent packages that is deployed in
MVM. In the FAS, files are scanned for the first time after our system installation
on the MVM to create the baseline database. The baseline database of the files
is stored in the PVM. In this process, the initial scheduler is created and added
to the file monitor scheduler (FMS), which will overwrite the default policy. The
monitoring engine will check the related files based on the defined policy. Then,
if any changes occur in related files owner and permission, the FAS will update
the classification and scheduler database.

We highlighted the FAS because it is what we have added in the previous
agent’s components. Another agent component is the file integrity monitor (FIM)
that runs as the daemon process. FIM monitors the changes of the file content
using the MD5 and SHA-1 checksum as well as changes in file ownership and
permission. Event forwarding is part of the agent component which notifies the
server for any event regarding file modification. Agent and server communicates
via encrypted traffic.

Table 1. FIM check parameter

We implement our algorithm based on the OSSEC structure, hence, we also
use the same check parameter suppose to (in Table 1) as OSSEC [6].

File Monitor Scheduler. File monitor scheduler (FMS) is one of our contri-
butions in this paper. FMS collects file information from FAS in MVM via the
event decoder to perform the file monitoring schedule based on the classifica-
tion criteria. FMS has its own temporary database which contains groups of file
names captured from FAS. The file groups will be updated if any changes occur
in MVM captured by FAS. FMS will generate the FIM schedule and overwrite
the default configuration file in the monitor engine. The monitoring engine will
check related files based on the policy setting.

Policy. In default configuration, there are many built-in policy files which can
be customized based on user requirements. In our case, we leave other policies as
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default configuration, but we add new policy enhancement on the FIM frequency.
Our FIM policy relies on the file security level classification which is based on file
ownership and permission captured on MVM. We offer dynamic policy updates
based on our FMS result. The frequency of the policy update is very low due to
infrequent changes in the file security level.

Monitoring Engine (On-line and Off-line Monitor). Monitoring engine
plays a key function for our system. It communicates with the event decoder in
order to obtain file information from MVM and pass instructions to the agent
in MVM. File information is needed in the monitoring process either in real
time or periodic checking based on the policy setting (Figure 3). The monitoring
engine should send instructions to the agent in MVM when it needs current file
information to compare with the baseline databases especially for the off-line
monitoring process.

Fig. 3. Classification based FIM monitoring policy

3.2 File Classification Algorithm

In operating system environment, system files can be vulnerable to malicious
modifications especially when attackers obtain administrator privileges. There-
fore system file is the major concern in the FIM. However there are other files
that should also be protected especially when related systems provide critical
services to each other, such as web hosting, on-line banking, military related
system, and medical related systems. It is quite subjective to define which files
are more critical than others since every system provide different services.

In addition, huge number of files in the operating system environment is an-
other challenge to the FIM in order to effectively monitor all those file without
sacrificing the system performance. Hence, for that reason, we propose a file
classification algorithm that can help FIM and other security tools to define the
security requirements of related files.

Hai Jin et al [7] classified the files based on their security level weight as
follows:

wi = α * fi + βi * di (α + β = 1).
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They represent the wi as the weighted value for file i, fi shows the file i access
frequency, and they describe the significance of the directory containing the file i
with di. They measure the files and directory weighted on the Linux environment
where wi represent the sensitivity level of the files. The variables, α and β, relate
to the proportion of the frequency and the significance of the directory.

Microsoft offers File Classification Infrastructure (FCI) in their Windows
Server 2008 R2 to assist users in managing their files [11]. FCI targets the busi-
ness data files rather than system files. In other words, the files classification
is based on the business impact and involves a more complex algorithm. Here
we focus on the security impact on the systems and start with a simpler algo-
rithm. In VRFPS file categorization, they classified the files the in Linux system
into three types: Read-only files, Log-on-write files and Write-free files [22] to
describe the security level of related files. In this paper, we also divide our file
security level into three classes, high, medium and low security levels.

In this initial stage, we use the simple approach based on user’s right and
object’s permission combination to define the file security level. However we
exclude the user and group domains in this work as we are focusing more on the
local files in MVM. User’s rights refer to files owner that belong to a specific
group that have specific privileges or action that they can or cannot perform.
The files as objects that the user or group has permission or not to perform
any operation to their content or properties [5]. For example, Ali as user, and
a member of the Administrator group is permitted to modify the system.ini
files contents. We define our files security level as follows:

– High security files: The files belong to Administrator. Other user groups have
limited access to these files. Most of the system file type is in this group.
This group of files requires on-line integrity checking.

– Medium security files: The files belong to Administrator group but other user
groups also have permissions to read and write to these files. This group of file
does not need on-line integrity monitoring but requires periodic monitoring,
e.g. once a day.

– Low security files: The files are owned by users other than the Administrator
group. This group of files can be ignored for integrity monitoring to reduce
the system performance overhead during the monitoring process.

The goal of file security classification algorithm in Windows-based operating
system is to dynamically schedule the integrity monitoring of those files. Different
security levels of files need different monitoring schedules and this approach can
optimize the FIM tool effectiveness and system performance as well. Moreover,
the result of the file security classification provides information to the system
administrator about the security needs of the related files.

Figure 4 shows our initial file security classification algorithm. We need basic
file information including file names and its directory (fname), group of file’s
owner (fgrp), and file permission (fperm) as input, together with existing FIM
policy files. All specified files will be classified as high (Shigh), medium (Smed) or
low (Slow) security level based on their ownership and permission. Files’ security



186 Z.H. Abdullah et al.

Fig. 4. File security classification algorithm based on file ownership and permission

level information will be appended to the files information list, so any changes on
their ownership and permission will be update. Dynamic update of the security
level is needed due to discretionary access control (DAC) [17] implementation in
Windows based OS which allow the file owner to determine and change access
permission to user or group.

Table 2 indicate the comparison between our work with other FIM tools.
We call our work as a dynamic file integrity monitoring (DFIM). The main
objective of our work is to produce file integrity monitor in multi-platform en-
vironment. Variety of operating system in the needs more effective and flexi-
ble approaches. Therefore, base on some drawbacks of current FIM tools, we
use file security classification algorithm to provide dynamic update of checking
policy.

Table 2. Comparison with previous FIM tools
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This is an initial work for file security classification in Windows environment
and is not complete enough to secure the whole file in general. More comprehen-
sive study will be carried out in future to enhance the file security classification
algorithm for better result.

4 Experiment Environment

We tested our approach in the virtualized environment using Oracle Sun Virtu-
albox. Ubuntu 10 Server edition is installed as a management server or privileged
virtual machine (PVM) for our FIM and Windows XP Service Pack 3 as a mon-
itored virtual machine (MVM). We install HIDS for client server packages. The
experiment environment is Intel Core2 Duo CPU E8400 with 3.0GHz, and 3GB
memory.

We assume that the virtual machine monitor (VMM) provides strong isolation
between PVM and MVM that fulfills the virtualization technology security re-
quirement. Basically, our system does not require hardware-based virtualization
support and it can be deployed on any CPU platform. However the algorithm
can also be tested on other virtualization based FIT that relies on the hardware-
based virtualization support such as XenFIT and XenRIM.

We tested our algorithm by doing some modification to the high security level
files to measure the effectiveness of on-line FIM setting. We found that the modi-
fication can be detected immediately after the changes are made (Figure 5).

Fig. 5. Detection of file modification

We are carrying out more detail experiments to measure the effectiveness of
on-line and off-line FIM in detecting the file modification. In addition we will
measure the performance overhead of our system to be compared to the native
system.

5 Conclusion

We propose a new FIM scheduling algorithm based on file security classification
that can dynamically update FIM needs. Most current FIM focus on their real-
time FIM for sensitive files and ignored the other files without periodic checking
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their integrity. In addition, changes in file attributes are also ignored by most
of FIM tools which can reduce their effectiveness. First, we try to simplify the
different security groups for the files based on user’s rights and object (file)
permission combination. In Windows environment, DAC provides flexibility to
the users to determine the permission setting of their resources. Changes to the
object permission sometimes also require changes to their security requirement.
Next, we will enhance the algorithm to develop more comprehensive classifica-
tion of files security. Moreover, file security classification can be also used in
other security tools to enhance their capabilities with acceptable performance
overhead. Other platforms such as mobile and smart phone environments also
can be a next focus in the file security classification in order to identify their
security requirement. Lastly, centralized management of security tools should be
implement due to the large number of systems owned by organizations to ensure
security updates and patches can perform in a more manageable manner.

References

1. Ossec - open source host-based intrusion detection system,
http://www.ossec.net/

2. Al-Shaer, E.S., Hamed, H.H.: Modeling and management of firewall policies. IEEE
Transactions on Network and Service Management 1(1), 2 (2004)

3. Dinaburg, A., Royal, P., Sharif, M., Lee, W.: Ether: malware analysis via hardware
virtualization extensions. In: CCS 2008: Proceedings of the 15th ACM Conference
on Computer and Communications Security, pp. 51–62. ACM, New York (2008)

4. Garfinkel, T., Rosenblum, M.: A virtual machine introspection based architecture
for intrusion detection. In: Proc. Network and Distributed Systems Security Sym-
posium, pp. 191–206 (2003)

5. Glenn, W.: Windows 2003/2000/xp security architecture overview in expert refer-
ence series of white papers. Expert reference series of white papers, Global Knowl-
edge Network, Inc. (2005)

6. Hay, A., Cid, D., Bary, R., Northcutt, S.: System integrity check and rootkit de-
tection. In: OSSEC Host-Based Intrusion Detection Guide, Syngress, Burlington,
pp. 149–174 (2008)

7. Jin, H., Xiang, G., Zou, D., Zhao, F., Li, M., Yu, C.: A guest-transparent
file integrity monitoring method in virtualization environment. Comput. Math.
Appl. 60(2), 256–266 (2010)

8. Kim, G.H., Spafford, E.H.: The design and implementation of tripwire: a file sys-
tem integrity checker. In: CCS 1994: Proceedings of the 2nd ACM Conference on
Computer and communications security, pp. 18–29. ACM, New York (1994)

9. Kim, J., Kim, I., Eom, Y.I.: Nopfit: File system integrity tool for virtual machine
using multi-byte nop injection. In: Computational Science and its Applications,
International Conference, vol. 0, pp. 335–338 (2010)

10. Kourai, K., Chiba, S.: Hyperspector: virtual distributed monitoring environments
for secure intrusion detection. In: VEE 2005: Proceedings of the 1st ACM/USENIX
International Conference on Virtual Execution Environments, pp. 197–207. ACM,
New York (2005)

11. Microsoft. File classification infrastructure, technical white paper. Technical white
paper (2009), http://www.microsoft.com/windowsserver2008/en/us/fci.aspx

http://www.ossec.net/
http://www.microsoft.com/windowsserver2008/en/us/fci.aspx


FIM Scheduling Based on File Security Level Classification 189

12. Patil, S., Kashyap, A., Sivathanu, G., Zadok, E.: I3fs: An in-kernel integrity checker
and intrusion detection file system. In: Proceedings of the 18th USENIX Conference
on System Administration, pp. 67–78. USENIX Association, Berkeley (2004)

13. Pfoh, J., Schneider, C., Eckert, C.: A formal model for virtual machine introspec-
tion. In: VMSec 2009: Proceedings of the 1st ACM Workshop on Virtual Machine
Security, pp. 1–10. ACM, New York (2009)

14. Quynh, N.A., Takefuji, Y.: A real-time integrity monitor for xen virtual machine.
In: Proceedings of the International conference on Networking and Services, p. 90.
IEEE Computer Society, Washington, DC, USA (2006)

15. Quynh, N.A., Takefuji, Y.: A novel approach for a file-system integrity mon-
itor tool of xen virtual machine. In: ASIACCS 2007: Proceedings of the 2nd
ACM Symposium on Information, Computer and Communications Security,
pp. 194–202. ACM, New York (2007)

16. Rami, L., Marc, H., van den Berg Richard.: The aide manual,
http://www.cs.tut.fi/~rammer/aide/manual.html

17. Russinovich, M.E., Solomon, D.A.: Microsoft Windows Internals. In: Microsoft
Windows Server(TM) 2003, Windows XP, and Windows 2000 (Pro-Developer),
4th edn. Microsoft Press, Redmond (2004)

18. Szymczyk, M.: Detecting botnets in computer networks using multi-agent technol-
ogy. In: Fourth International Conference on Dependability of Computer Systems,
DepCos-RELCOMEX 2009, June 30- July 2, pp. 192–201 (2009)

19. Wichmann, R.: The samhain file integrity / host-based intrusion detection system
(2006), http://www.la-samhna.de/samhain/

20. Wotring, B., Potter, B., Ranum, M., Wichmann, R.: Host Integrity Monitoring
Using Osiris and Samhain. Syngress Publishing (2005)

21. Wurster, G., van Oorschot, P.C.: A control point for reducing root abuse of file-
system privileges. In: CCS 2010: Proceedings of the 17th ACM Conference on
Computer and Communications Security, pp. 224–236. ACM, New York (2010)

22. Zhao, F., Jiang, Y., Xiang, G., Jin, H., Jiang, W.: Vrfps: A novel virtual machine-
based real-time file protection system. In: ACIS International Conference on Soft-
ware Engineering Research, Management and Applications, pp. 217–224 (2009)

23. Zhao, X., Borders, K., Prakash, A.: Towards protecting sensitive files in a compro-
mised system. In: Proceedings of the Third IEEE International Security in Storage
Workshop, pp. 21–28. IEEE Computer Society, Los Alamitos (2005)

http://www.cs.tut.fi/~rammer/aide/manual.html
http://www.la-samhna.de/samhain/


J.M. Zain et al. (Eds.): ICSECS 2011, Part II, CCIS 180, pp. 190–204, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Convex Hull-Based Fuzzy Regression to Information 
Granules Problem – An Efficient Solution to Real-Time 

Data Analysis 

Azizul Azhar Ramli1,4, Junzo Watada1, and Witold Pedrycz2,3 

1 Graduate School of Information, Production and Systems, Waseda University,  
2-7, Hibikino, Wakamatsu, Kitakyushu, 808-0135 Japan 

azizulazhar@moegi.waseda.jp, junzow@osb.att.ne.jp 
2 Department of Electrical and Computer Engineering, University of Alberta,  

Edmonton, Alberta, Canada T6G 2V4 
3 Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland 

pedrycz@ece.ualberta.ca 
4 Faculty of Computer Science and Information Technology, Universiti Tun Hussein Onn 

Malaysia, Parit Raja, 86400 Batu Pahat, Johor Darul Takzim, Malaysia 

Abstract. Regression models are well known and widely used as one of the im-
portant categories of models in system modeling. In this paper, we extend the 
concept of fuzzy regression in order to handle real-time implementation of data 
analysis of information granules. An ultimate objective of this study is to de-
velop a hybrid of a genetically-guided clustering algorithm called genetic algo-
rithm-based Fuzzy C-Means (GA-FCM) and a convex hull-based regression 
approach being regarded as a potential solution to the formation of information 
granules. It is shown that a setting of Granular Computing helps us reduce the 
computing time, especially in case of real-time data analysis, as well as an 
overall computational complexity. We propose an efficient real-time informa-
tion granules regression analysis based on the convex hull approach in which a 
Beneath-Beyond algorithm is employed to design sub convex hulls as well as a 
main convex hull structure. In the proposed design setting, we emphasize a piv-
otal role of the convex hull approach or more specifically the Beneath-Beyond 
algorithm, which becomes crucial in alleviating limitations of linear program-
ming manifesting in system modeling.  

Keywords: convex hull, Fuzzy C-Means, fuzzy regression, genetic algorithm, 
information granule. 

1   Introductory Comments 

Nowadays, we witness a significant growth of interest in Granular Computing (GrC) 
being regarded as a promising vehicle supporting the design, analysis and processing 
of information granules [1]. With regard of all processing faculties, information gran-
ules are collections of entities (elements), usually originating at the numeric level, that 
are arranged together due to their similarity, functional adjacency and indistinguisha-
bility or alike [1]. Given the similarity function to quantify the closeness between the 
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samples, these data are clustered into certain granules, categories or classes [2]. The 
process of forming information granules is referred as information granulation. 

GrC has begun to play important roles in bioinformatics, pattern recognition, secu-
rity, high-performance computing and others in terms of efficiency, effectiveness, 
robustness as well as a structural representation of uncertainty [2]. Therefore, the need 
for sophisticated intelligent data analysis (IDA) tools becomes highly justifiable when 
dealing with this type of information. 

Accordingly, the developed method discussed here exhibits good performance as 
far as computing time and an overall computation complexity are concerned. Fuzzy 
C-Means (FCM) clustering algorithm, introduced by Dunn in 1973 [3] and general-
ized by Bezdek in 1981, becomes one of the commonly used techniques of GrC when 
it comes to the formation of information granules [4] [5]. There has been a great deal 
of improvements and extensions of this clustering technique. One can refer here to the 
genetically-guided clustering algorithm called genetic algorithm-FCM (GA-FCM) 
and proposed by Hall et al. [3]. It has been shown that the GA-FCM algorithm can 
successfully alleviate the difficulties of choosing a suitable initialization of the FCM 
method. On the other hand, Ramli et al. proposed a real-time fuzzy regression model 
incorporating a convex hull method, specifically a Beneath-Beyond algorithm [6]. 
They have deployed a convex hull approach useful in the realization of data analysis 
in a dynamic data environment. 

Associated with these two highlighted models (that is fuzzy regression and fuzzy 
clustering), the main objective of this study is to propose an enhancement of the fuzzy 
regression analysis for the purpose of analysis of information granules. From the  
IDA perspective, this research intends to augment the model given originally pro-
posed by Bezdek by including the Ramli et al.’s approach. It will be shown that such 
a hybrid combination is capable of supporting real-time granular based fuzzy regres-
sion analysis. 

In general, the proposed approach helps perform real-time fuzzy regression analy-
sis realized in presence of information granules. The proposed approach comprises 
four main phases. First, we use the GA-FCM clustering algorithm to granulate the 
entire data set into a limited number of chunks –information granules. The second 
phase consists of constructing sub convex hull polygons for the already formed in-
formation granules. Therefore, the number of constructed convex hulls should be 
similar to the number of identified information granules. Next, main convex hull is 
constructed by considering all sub convex hulls. Moreover, the main convex hull will 
utilize the outside vertices which were selected from the constructed sub convex hulls. 
Finally, in the last phase, the selected vertices of the main constructed convex hull, 
which covers all sub convex hull (or identified information granules), are used to 
build a fuzzy regressions model. To illustrate the efficiency and effectiveness of the 
proposed method, a numeric example is presented. 

This study is structured as follows. Section 2 serves as a concise and focused re-
view of the fundamental principles of GrC as well as GA-FCM. Section 3discusses 
some essentials of fuzzy linear regression augmented by the convex hull approach. 
Section 4 discusses a processing flow of the proposed approach yielding real-time 
granular based fuzzy regression models. Section 5 is devoted to a numerical experi-
ment. Finally, Section 6 presents some concluding remarks. 
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2   Introduction of Granular Information 

Granular Computing (GrC) is a general computing paradigm that effectively deals with 
designing and processing information granules. The underlying formalism relies on a 
way in which information granules are represented; here we may consider set theory, 
fuzzy sets, rough sets, to name a few of the available alternatives [1]. In addition, GrC 
focuses on a paradigm for representing and processing information in a multiple level 
architecture. Furthermore, GrC can be viewed as a structured combination of algo-
rithmic and non- algorithmic aspects of information processing [4]. 

Generally, granular computing is a twofold process:  granulation and computation, 
where the former transforms the problem domain to one with granules, whereas the 
latter computes these granules to solve the problem. Granulation of information is an 
intuitively appealing concept and appears almost everywhere under different names, 
such as chucking, clustering, partitioning, division or decomposition [7]. Moreover, the 
process of granulation and the nature of information granules imply certain formalism 
that seems to be the most suited to capture the problem at hand. Therefore, to deal with 
the high computational cost which might be caused by a huge size of information 
granule patterns, we detailed here FCM algorithm which is one of commonly selected 
approaches to data clustering. 

In general, the problem of clustering is that of finding a partition that captures the 
similarity among data objects by grouping them accordingly in the partition (or clus-
ter). Data objects and functional within a group or cluster should be similar; data 
objects coming from different groups should be dissimilar. In this context, FCM 
arises as a way of formation of information granules represented by fuzzy sets [4]. 
Here, we briefly discuss the FCM clustering algorithm. The FCM algorithm mini-
mizes the following objective function 
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This process terminates when ε≤−+ )()1( tt UU , or a predefined number of itera-

tions have been reached [8]. In  the following sub section, we present an enhancement 
of the FCM algorithm call GA-FCM, which used in this proposed research. 

2.1   Genetically-Guided Clustering Algorithm (GA-FCM) 

There are several studies employed genetic algorithm based clustering technique in 
order to solve various types of problems [9], [10], [11], [12]. More specifically, we 

exploit GA to determine the prototypes of the clusters in the Euclidean space Kℜ . At 
each generation, a new set of prototypes is created through the process of selecting 
individuals according to their level of fitness. In the sequel they are affected by run-
ning genetic operators [10], [12]. This process leads to the evolution of population of 
individuals that become more suitable given the corresponding values of the fitness 
function. 

Basically, there are a number of research studies that have been completed which 
utilizing the advantages of GA-enhanced FCM. We focus here on the genetically 
guided clustering algorithm proposed by Hall et al.. Based on [3], in any generation, 
element i of the population is iV , a sc × matrix of cluster centers (prototypes). The 

initial population of size P is constructed by a random assignment of real numbers to 
each of the s  features of the c  centers of the clusters. The initial values are con-
strained to be in the range (determined from the data set) of the feature to which they 
are assigned. 

In addition, as V ’s will be used within the GA, it is necessary to reformulate the 
objective function for FCM for optimization purposes. The expression (1) can be 
expressed in terms of distances from the prototypes (as done in the FCM method).  
Specifically, for 1>m as long as ,,0),( kjxvD kjjk ∀>  we have 
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This gives rise to the FCM functional reformulated as follows 
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to optimize mR  with a genetically-guided algorithm (GGA) [3]. Furthermore, there 

are a number of genetic operators, which relate to the GA-based clustering algorithm 
including Selection, Crossover and Mutation [3]. Moreover, the complete process of 
the genetically-guided algorithm (GGA) was discussed in [3]. 

3   A Convex Hull-Based Regression: A Review  

In regression models, deviations between observed and estimated values are assumed 
to be due to random errors. Regression analysis is one of the common approaches 
used to describe relationships among the analyzed samples. 

Regression explains dependencies between independent and dependent variables. 
The variables are called explanatory ones, when they are used to explain the other 
variable(s) [13] [14]. 

As an interesting and useful extension, Tanaka et al. introduced an enhancement of 
the generic regression model by generalizing the parameters of the regression model 
to be fuzzy numbers [15]. The models of this category of the model are reflective of 
the very nature of fuzzy relationships occurring between the dependent and independ-
ent variables. The model itself is expressed in the following form: 
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where ],,,[ 10 KXXX …=X  is a vector of independent variables with 10 =X ; 
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10 KAAA …=A  is a vector of fuzzy coefficients represented in the form of sym-

metric triangular fuzzy numbers and denoted by ),(
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jjj cA α=  where jα  and jc  are 

the central value and the spread of the triangular fuzzy number, respectively. 
From the computational perspective, the estimation of the membership functions of 

the fuzzy parameters of the regression is associated with a certain problem of linear 
programming (LP) [13]. 

Given the notation used above, (6) can be rewritten as 
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where jα  and ),,2,1( Kjc j …= are the center and the spread of the predicted interval 

of jA
~

, respectively. 

The weaknesses of the implementation of the multi-dimensional fuzzy linear re-
gression can be alleviated by incorporating the convex hull approach [6] [16]. 

In the introduced modification, the construction of vertices of the convex hull be-
comes realized in real-time by using related points (convex points) of the graph. Fur-
thermore, Ramli et al. stated that the real-time implementation of the method has to 
deal with a large number of samples (data). Therefore, each particular analyzed sam-
ple stands for a convex point and is possibly selected as a convex hull vertex. Some 
edges connecting the vertices need to be re-constructed as well. 

Let us recall that the main purpose of fuzzy linear regression is to form the upper 

and lower bounds of the linear regression model. Both the upper line UY and lower 

line LY  for fuzzy linear regression are expressed in the form: 
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By using (8) and (9), we convert the problem to a general fuzzy regression that is 
similar to the one shown below: 

i. Evaluation (objective) function. 

.min
1 2
∑∑

= =

n

i

K

j

ijj Pc
cα,

 (10) 

ii. Constraints  

⎪
⎪
⎪
⎪
⎪

⎩

⎪⎪
⎪
⎪
⎪

⎨

⎧

=

−+−≥

+++≤

⇔∈ ∑ ∑

∑ ∑

= =

= =

),,1(

2 2

001

2 2

001

1

ni

PcPαcP

PcPαcP

YP
K

j

K

j

ijjijji

K

j

K

j

ijjijji

ii

…

α

α

 
(11) 

The above expression can be further rewritten as follows: 
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We also arrive at the following simple relationships for 1iP  
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It is well known that any discrete topology is a topology which is formed by a col-
lection of subsets of a topological space X and the discrete metric ρ on X is defined 
as 
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for any Xyx ∈, . In this case, ( )ρ,X is called a discrete metric space or a space of 
isolated points. According to the definition of discrete topology, expression (13) is 
rewritten as follows: 
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where we assume that 11 =iP .  

This formula corresponds with the definition of the support hyperplane. Under the 
consideration of the range of 

∩ φ≠PS  and −+ ⊂⊂ SPSP or , (16) 

the following relation is valid: 

.)()(∩ ∩ LU YSYS =  (17) 

This is explained by the fact that regression formula UY and LY are formed by ver-
tices of a convex hull. Therefore, it is apparent that the constructed convex hull poly-
gon or more specifically, its vertices clearly define the discussed constraints of fuzzy 
mathematical programming, becomes more reliable as well as significant for the sub-
sequent processes. 

Let us recall that the convex hull of a set S of points while )(Shull  is defined to be 
a minimum convex set containing S . A point SP ∈  is an extreme point of S  if 

)( PShullP −∉ . Hence P  denotes the set of points (input samples) and CP  is the set 

of vertices of the convex hull where PPC ∈ . Therefore, the convex hull has to satisfy 

the following relationship: 

)()( CPconvPconv =  (18) 

Let us introduce the set 

{ } PmlxP K
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where m  is the number of vertices of the convex hull. Plugging this relationship into 
(11), we arrive at the following constraints: 
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By using (26), the constraints of the LP of the fuzzy linear regression can be writ-
ten down in the following manner: 
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Moreover, in order to form a suitable regression model based on the constructed 
convex hull, the connected vertex points are used as the constraints in the LP formula-
tion of the fuzzy linear regression. Considering this process, the use of the limited 
number of selected vertices contributes to the minimized computing complexity asso-
ciated with the model [6]. 

4   The Hybrid Combination of GA-FCM with Convex Hull-Based 
Regression Approach for Real-Time Regression  

In general, there are four major components of this proposed approach. The descrip-
tion of related components is shows in table below, see Table 1. Furthermore, Fig. 1 
below shows the synopsis of the entire processes. 

Table 1. A Description of the main components of the proposed approach 

No. Component 
Involved  

Algorithm/Processes 
Description 

1. Genetically-
Guided  
Clustering 

GA-FCM algorithm The used of GA-FCM algorithm for  
identify appropriate clusters which were 
represent information granules. 

2. Sub convex hull 
construction 

Beneath-Beyond 
algorithm 

Build a sub convex hull polygon for each 
identified cluster. This process will be 
repeated until all identified clusters 
achieved. The number of constructed 
convex hull should be same with  
constructed clusters. 

3. Convex hull  
construction 

Beneath-Beyond 
algorithm 

Build a convex hull polygon, which covers 
the whole constructed sub convex hull 
polygon. 

4. Fuzzy regression 
solution 

LP formulation for 
fuzzy regression 
formulation 

Used convex hull vertices in LP  
formulation of fuzzy regression for  
producing optimal models. 
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A

Identify the outer points of the 
intersection/overlap obtained 

information granules

Load a samples of granular data

Assigning relevance number of granules

Convex hull construction 

Output the solution and process 
terminate

START

Perform GA--FCM clustering 
algorithm

Perform convex hull approach 
(Beneath-Beyond algorithm)

Omit points that are scatted 
inside constructed convex 

hull

Connect each of the selected 
locus points

(construct convex edges)

Connect constructed edges
(create boundaries of a 

convex hull)

Select and sort points along 
one direction

Identify the outer points of each 
constructed information granule

Used convex hull points as constraint for 
LP of fuzzy linear regression formulation 

Finding optimal fuzzy regression models

Newly 
samples 

load?
END

Yes

No

Have any 
informati

on 
granules 

left?

Yes

No

A

 

Fig. 1. A general flow of processing of the proposed approach 

Referred on Fig. 2, we complete some iterations of the overall procedure consider-
ing that more data become available. Say, new samples are provided within a certain 
time interval, e.g., they could be arriving every 10 seconds. Related to the comments 
made above, it becomes apparent that the quality of granular based fuzzy regression 
model can be improved by the hybrid combination of GA-FCM algorithm with convex 
hull-based fuzzy regression approach. The quality refers to the computing time as well 
as the overall computational complexity. 

All in all, we do not have to consider the complete feature vectors for building re-
gression models; just we utilize the selected vertices, which are used for the construc-
tion of the convex hull. As mentioned earlier, these selected vertices come from sub 
convex hull which represent appropriate information granules. 

Therefore, this situation will lead to the decrease of computation load. On the other 
hand, related to the computational complexity factor for the subsequent iteration, it will 
only consider the newly added samples of data together with the selected vertices of 
the previous convex hull (main constructed convex hull polygon). For that reason, this  
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YU

YL

Sub clusters/information 
granules

Main clusters/information 
granules

 

Fig. 2. An illustration of constructed sub-clusters and a main cluster 

computing scenario will reduce the computational complexity because of the lower 
number of the feature vectors used in the subsequent processing of regression models. 

5   A Numerical Example 

We present a simple numerical example, which shows the efficiency of the proposed 
approach in the implementation of real-time granular based fuzzy regression. We as-
sume that an initial group of samples consists of 100 data of the well-known Iris data 
set [17]. 

cl1

cl2

cl2

 
 

Fig. 3. Obtained clusters and constructed sub convex hulls for initial samples of data 
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Considering a distribution of these data, we construct sub convex hull polygons, which 
become the boundary of each identified cluster (or information granule), see Fig. 3. 

Referring to the figure above, there are 3 constructed sub convex hulls. Table 2 
covers the details of all clusters. 

Table 2. Details of the obtained cluster along with the number of selected vertices for initial 
group of data samples 

No. Obtained Clusters Selected Vertices 
1. Cluster 1 (cl1) 9 
2. Cluster 2 (cl2) 7 
3. Cluster 3 (cl3) 6 

 
Next, we build a main convex hull which covers those sub convex hulls and among 

22 of total selected clustered feature vectors (or loci points) as stated in Table 2, only 
11 points were selected as convex hull vertices, see Fig. 4. In addition, these selected 
vertices are located as the outside points of the constructed clusters. By solving the 
associated LP problem that considered these selected vertices as a part of the con-
straint portion standing in the problem, we obtained the optimal regression coeffi-
cients, see below. We selected 05.0=h  to express goodness of fit or compatibility of 
data and the regression model 

3)000.0,412.0(2)075.0,639.0(1)096.0,612.0()0163,071.2( CxCCy −++=  

YU

YL

 

Fig. 4. Constructed of main convex hulls for initial samples of data 
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To deal with real-time scenario, we added a group of samples taken from the same 
data set, which consists of 50 patterns. In this case, we assume that an iteration proc-
ess has been completed. Table 3 shows the details of each sub convex hull for initial 
group together with newly added data samples and Fig. 5 illustrate this related out-
come.  

Table 3. Detailed description of the clusters and the number of selected vertices for initial 
group together with newly added data samples 

No. Obtained Clusters Selected Vertices 
1. Cluster 1 (cl1) 9 
2. Cluster 2 (cl2) 10 
3. Cluster 3 (cl3) 7 

 
The total number of selected vertices for this newly data volume is 26 and out of 

them, the main constructed convex hull only used 10 vertices, Table 3. Finally, the 
obtained fuzzy regression model comes in the form. 

3)000.0,556.0(2)095.0,709.0(1)102.0,651.0()173.0,855.1( CCCy −++=   

while Fig. 6 shows the clustered feature vectors. 
On the other hand, time-length recorded for initial samples of data (first iteration) 

is 00.28 seconds and for the second following iteration is only needs 00.09 seconds 
additional time-length. We can realize here, that although some number of samples 
added together with initial samples, the computational complexity as well as overall 
time consumption can be decreased. 

cl1

cl2

cl2

 

Fig. 5. Obtained clusters and constructed sub convex hulls for initial together with the newly 
added samples of data 
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YU

YL

 

Fig. 6. Construction of main convex hulls for initial configuration together with newly added 
samples of data 

6   Concluding Remarks 

In this study, we have developed an enhancement of the IDA tool of fuzzy regression 
completed in the presence of information granules. Generally, the proposed approach 
first constructs a limited number of information granules and afterwards the resulting 
granules are processed by running the convex hull-based regression [6]. In this way, 
we have realized a new idea of real-time granular based fuzzy regression models 
being viewed as a modeling alternative to deal with real-world regression problems. 

It is shown that information granules are formed as a result of running the genetic 
version of the FCM called GA-FCM algorithm [3]. Basically, there are two parts of 
related process, which utilize the convex hull approach or specifically Beneath-
Beyond algorithm; constructing sub convex hull for each identified clusters (or infor-
mation granules) and build a main convex hull polygon which covers all constructed 
sub convex hulls. In other word, the main convex hull is completed depending upon 
the outer plots of the constructed clusters (or information granules). Additionally, the 
sequential flow of processing was carried out to deal with dynamically increasing size 
of the data.  

Based on the experimental developments, one could note that, this approach  
becomes a suitable design alternative especially when solving real-time fuzzy regres-
sion problems with information granules. It works efficiently for real-time data analy-
sis given the reduced processing time as well as the associated computational  
complexity. 

This proposed approach can be applied to real-time fuzzy regression problems in 
large-scale systems present in real-world scenario especially involving granular com-
puting situation. In addition, each of the implemented phases, especially GA-FCM 
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process and both sub and main convex hull construction processes have their own 
features in facing with dynamically changes of samples volume within a certain time 
interval. As a result, this enhancement (hybrid combination) provides an efficient 
platform for regression purposes, Although in this paper we dealt with small data sets 
(and this was done for illustrative purposes), it is worth noting that method scales up 
quite easily.  

In further studies, we plan to expand the proposed approach by incorporating some 
other technologies of soft computing and swarm intelligence techniques. 
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Abstract. In this paper, we propose to develop an intelligent camera
control algorithm for scientific visualization. Intelligent camera control
refers to a path planning algorithm that allows a virtual camera to navi-
gate a scene autonomously. Intelligent camera overcomes some shortcom-
ings of traditional manual navigation such as the risk of getting lost in
the scene, or the user’s distraction from the main goal of the study. In the
past years, several path planning approaches have been proposed. While
those approaches focus on determining the shortest path between two
points, they cannot adapt to multiple constraints that a virtual camera
is subjected to, in scientific visualization. Inspired by Unmanned Aerial
Vehicle path planning, our algorithm uses genetic algorithm as an opti-
mization tool. Finally, the paper presents the experimental results of our
algorithm including an empirical study to determine the optimal values
for the genetic parameters.

Keywords: Intelligent Camera Control, Genetic Algorithm, Path
Planning.

1 Introduction

Scientific visualization is used in many areas ranging from chemistry to medicine,
astronomy, fluid mechanics, and volume rendering. Many researches resulted
in various approaches to improve scientific visualization. For intense, the term
”intelligent camera control [8]” is introduced by Steven M. Decker and refers
to a virtual camera capable of exploring a virtual environment autonomously.
The goal of the intelligent camera is to determine a collision free short pathway
between the camera’s current position and a destination within an acceptable
time frame. In past years, various optimization approaches to path planning have
been used to determine the shortest path between two points. The approaches
include potential field, cubical path, Randomized Rapidly-Exploring Random
Tree, neural network, and recently, genetic algorithm.

J.M. Zain et al. (Eds.): ICSECS 2011, Part II, CCIS 180, pp. 205–213, 2011.
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Steven M. Decker designed a framework for path finding using potential field
[8]. While this approach does not clearly handle local minima, Decker, in his sub-
sequent works in [9], proposed several ways to handle it. Although this approach
efficiently provides the shortest path between two points, it is not robust and
flexible to adapt to multiple constraints that the virtual camera can be subjected
to, in visualization.

Potential field assigns attraction values to the objective (the destination point)
while repulsive values are assigned to the obstacles. The camera is pulled by the
attraction force at the objective, while it is pushed away from the obstacles by the
repulsive forces. The CubicalPath, presented by Beckhaus et al. at [6] and [10]
discretizes the scene into a cube space (coarse voxel) where attraction values
assigned to the cubes dictate the motion of the camera. Both potential field
and cubical path suffer from unhandled local minima and forces compensation
problems. When those states occur, the camera is virtually stopped from reaching
its goal.

Graham et. Al [4] exploited path finding algorithm using neural network.
Leigh et. Al [5] describes an alternative to A*-Like path finding using genetic
algorithm. Their algorithm appears more efficient with multiple agents. Unfor-
tunately, it relies on 2D testing ground. Expending the use of the algorithm to
3D environment does not necessary produce the same success level.

Hugen et al.[11] provides a path planning approach for mobile robots using
genetic algorithm. Sensors are used to locate the obstacles while the obstacle
response is computed locally. The algorithm can fit in virtual environment with
multiple moving obstacles. The only difference is the use of ray casting in vir-
tual environment instead of sensors in real world. However, this algorithm has
some shortcomings. While the robots operate in a 3D real world space, the path
planning is computed for a 2D world assuming that the robots operate on a flat
floor. Moreover, although the algorithm can operate in a completely unknown
environment, it is not concerned with the visibility of the objective.

[1, 2, and 3] describe a path planning approach for Unmanned Aerial Vehicle
(UAV). The approach relies on genetic algorithm for path optimization. Genetic
Algorithm (HOLLAND, 1975) is a search heuristics that imitates evolution in na-
ture. Although the algorithm presented in [1, 2, and 3] does not handle the early
visibility of the objective, the virtual camera and the UAV have some similari-
ties on their behaviours: finding a collision free pathway in a three-dimensional
environment.

While most of the available paths planning algorithms focus on determining
the shortest path, their applicability in scientific visualization is narrow. We
are proposing an algorithm that takes into consideration, not only the length
of the path, but also an early visibility of the objective of the camera, into
consideration. In the following lines, objective refers to a point of interest in the
virtual environment, which the camera should focus on at destination. The goal
of our intelligent camera is to reach and set focus on the objective as early as
possible.
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2 Problem Statement

Manual navigation (using mouse, keyboard, joystick ) is the most commonly used
mode of navigation for virtual scene exploration. Although manual navigation
gives user the freedom to explore the scene and learn, it has a lot of shortcomings:

– In a relatively complex scene, exploring the scene becomes difficult. Users
may find it difficult to locate particular point of the scene (containing mul-
tiple obstacles).

– Manual navigation may distract users and take their attention away from
the point of study.

Besides manual navigation, autonomous agents are also used to improve navi-
gation within a virtual scene (intelligent camera control). However, those agents
are more concerned about finding the shortest path rather than putting a par-
ticular interest on some areas of the virtual scene: which is one characteristic of
scientific visualization. Figure 1 depicts two possible path ways for an intelligent
camera. The upper path way is longer and allows the camera to view the objec-
tive at a time T1. The lower pathway is shorter but allows the camera to view
the objective only at time T2 greater than T1. This example shows that finding
the shortest path for a virtual camera is not enough to fulfill the requirements
for the scientific visualization.

Fig. 1. Comparison of optimal path against shortest path

3 Objective

The objective of this research is to develop an algorithm capable of:
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– Finding a collision free pathway from a virtual camera’s current position to
a destination.

– Ensure the pathway has an acceptable length and should be computed within
an acceptable time frame.

– Keeping track of the destination point by ensuring that it is kept on the
camera’s field of view throughout the simulation.

4 Design and Implementation

4.1 Path planning

As a ‘flying agent’, our intelligent camera shares some similarities with a UAV.
Therefore, the genetic algorithm based approach to path planning fits our al-
gorithm better. The algorithm takes as parameters the camera’s characteristics
(position, orientation), the position of the objective, and the geometry of the
scene (models and obstacles). The obstacles are created using triangle meshes.
The path way is a B-Spline curve. The coordinates of the control points of the
curve are passed to the GA as genes of a chromosome.

4.2 B-Spline

The phenotype of each individual is a B-Spline curve. A B-Spline curve is defined
by a set of a few control points. The modification of the control points influence
the shape of the curve. Those characteristics of the curve justify its choice over
other curves’definitions which require more points, and therefore, require more
memory space for computation. B-Spline curve is a parametric curve. The po-
sition of a point of the curve at a time t, in 3D space, is given by the following
parametric function described [7]:

X(t) =
n∑

i=0

xiBi,k(t), Y (t) =
n∑

i=0

yiBi,k(t), Z(t) =
n∑

i=0

ziBi,k(t), (1)

where Bi,k is the blending function of the curve and k is the order. K represents
the smoothness of the curve. A higher value of k provides a smoother curve. The
curve representing the path of the camera is computed using a finite number,
n+1, of control points . The value of t ranges from 0 to n-k-2 and is incremented
at constant step. The definition of Bi,k(t) is done recursively in term of knots
value. Each knot is represented by the following function described in [1, 2, 9]:

Knot(i) =

⎧⎪⎨
⎪⎩

0, if i < K

i − K + 1 if K ≤ i ≤ n

n − K + 2 if n < i
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The definition of Bi, k (t) in term of the knot values is given by [1, 2, 9] as:

Bi,1(t) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1, if Knot(i) ≤ t < Knot(i + 1)

1, if

⎧⎪⎨
⎪⎩

Knot(i) ≤ t ≤ Knot(i + 1)
and
t = n − K + 2

0, otherwise

Bi,k(t) =
(t − Knot(i)) × Bi,K−1(t)

(Knot(i + K − 1) − Knot(i)
+

(Knot(i + K) − t) × Bi+1,k−1

Knot(i + K) − Knot(i + 1)
, (2)

4.3 Genetic Algorithm

Genetic algorithm is a search heuristic that imitates evolution in nature. A po-
tential solution, or individual, is represented by a chromosome. Each chromo-
some may contain several genes representing the characteristic of the individual.
Starting from a couple of potential solutions, the individuals go through some
transformations to generate a new and fitter individual. The transformations
include reproduction, crossover and mutation. Reproduction involves making a
copy of a chromosome. Crossover changes the content of individual by swapping
the values of genes between two chromosomes. This approach mimics ‘mating’ of
the individuals involved [12]. Mutation, on the other hand, alters the value of a
gene to generate a new individual. If an individual is judged unfit in the process,
it is simply discarded. The judgement on fitness of the individuals is based on
a value (fitness value) computed using a fitness function. The fitness function is
defined based on characteristics of the chromosome, or genes’ values.

While obstacles in [1, 2, and 3] are represented by a specific function, in our
testing ground, they are represented by triangle meshes. Ray casting is used to
determine the position of the obstacles and test the validity of the control points.
The coordinates of the control points represent the genes of chromosomes or
individuals. Chromosomes are evaluated using a fitness function f . The fitness
function is inversely dependant on a sum of terms fi. Each term fi represents a
penalty, or the extent to which the virtual camera is far from meeting a particular
constraint. The following formula is a representation of the fitness f :

f = 1/

c∑
i=1

aifi (3)

where c is the number of constraints, ai is the weight of the term fi. An individual
with lower fi values has higher fitness values; therefore, a camera following a
pathway derived from such individual is closer to meet the constraints.
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Two fixed points represent the camera’s initial position and the objective
respectively. Because of the static nature of the geometry of the scene and the
objective, it is possible to determine one optimal path for the camera using a
fixed number of control points. When the objective is static, four constraints
apply to the optimization problem.

– f1 penalizes all segments of the curve that cross the obstacles. The fitter
curves are those with less penalties. f1 is the most important constraint be-
cause it validates all the feasible points of the path. The penalty is computed
using two successive points, P(t) and P(t+1) determined by (1). A ray, orig-
inated at P(t) is casted towards P(t+1). If there is no feedback, than there is
no obstacle insight. If there is a feedback and the distance between the P(t)
and the obstacle is greater than the distance between P(t) and P(t+1), no
penalty is given. That is because the segment delimited by P(t) and P(t+1)
is not crossing the triangle hit by the ray. On the other hand, if the distance is
smaller, a penalty is given by incrementing the term f1. The smaller distance
indicates that the triangle of the obstacle hit by the ray is located between
P(t) and P(t+1); in other words, the segment is crossing the obstacle.

– f2 penalizes all points from which the objective is not visible. In other words,
f2 help getting a clear line of sight with the objective and strives to kept it.
f2 determines the early visibility of the objective.

– f3 is a special penalty related to the length of the path way. A bigger value
of f3 reflects a longer path from the camera’s position to the destination.

– f4 ensures that a premature convergence of the control points does not occur.
In order to avoid the accumulation of the control points in a location, a safe
distance is maintained between two consecutive control points. f4 indirectly
penalizes local optima.

4.3.1 Genes
In our problem, the coordinates of the control points represent the genes. Since
all the control points should be taken into consideration for the curve definition,
the expected solution is a set of the same number of control points. If we have
n+1 control points, then they are represented by genes indexed by 0 through n
as depicted in the Figure 2.

Fig. 2. Representation of a chromosome with a series of coordinates as its genes

Xi, Yi, and Zi, in Figure 2, represent the coordinates of the control points in
3D space coordinates.
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5 Results

Our testing ground is a virtual environment with models. The models, repre-
senting the obstacles, are made of triangle meshes. Figure 3 shows a the virtual
environment with buildings. The starting point and destination of the virtual
camera are on either sides of the group of buildings.

(a) Profile view (b) Bird-eye view

Fig. 3. A two-perspective view of the virtual environment

With the default value of f1 kept to 1, the maximum possible fitness that
can be (logically) obtained is 1 (1/(1)). That is (logically) possible if and only
if the penalties from all the terms f2, f3 and f4 are null; in other words, there
is no obstacle between the start point and the destination of the camera. A
simple test is conducted to observe the phenotypic change of the pathway. With
a crossover rate of 50 percent, a mutation rate of 20 percent, and the population
size of ten (10), the fitness value of the fittest individual,after one hundred (100)
generations, is 0.3264.

(a) Profile view (b) Bird-eye view

Fig. 4. Profile and Bird-eye views of a pathway with a fitness value of 0.3264

The relatively low fitness value can be justified by the length of the generated
pathway as well as the obstraction of the objective from each discrete point
of the curve. We can observe that the pathway links the start point to the
destination without touching or crossing the models (buildings). However, The
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pathway sometimes presents unessary curves, which increases its lengths, and
consequently, decreases its fitness. On the otherhand, from most discrete points
of the pathway, it is impossible for the camera to perceive the objective, which
also has a negative effect on the fitness.

Fig. 5. Variation of fitness value with respect to the population size

6 Conclusion and Observation

There has been a lot of debate on what is the appropriate values for the crossover
or mutation rates to have an optimal individual. Some experts suggest that,
because those values may vary according to the problem in hand, tuning can
be used to determine them. However, empirical studies conducted in our test
case are inconclusive. First, the probabilistic characteristic of genetic algorithm
and the random generation of genes during mutation or the creation of the
population makes it hard to anticipate the impact of those values for the next test
case. Dumitrescu et. al [13] states that a higher propulation size provides larger
variety, and consequently, a bigger chance of exploiting the different individuals
to determine a more reliable result. That statement is verified only when the
individuals of the initial population are scattered and occupy a large space within
the search space. But, if the initial population is generated randomly, there is
guarantee that the individuals will be scattered within the search space. A series
of tests, conducted to depict a relationship between the population size and the
fitness values, is shown at Figure 2.

A general view of the graph shows that the fitness value increases as the size
of the population rises. However, the sudden drops of the fitness at 30, 45 and
55 proves the assumption wrong. This issue might be solved if the population is
systematically scattered in the search space. In order to maintain consistancy,
it is imperative to consider modifying the selection procedure. In a traditional
genetic algorithm, the individuals that are subjected to genetic transformations
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are selected randomly. This may give the perception that the final result is
not predictable. The main question remains if the radom characteristics of the
selection procedure and the population creation is necessary. In a typical video
games, it is important that the agents’ behaviors are unpredictable. However,
the same cannot be said about path planning as users would not mind if the
camera uses the same pathway at different test cases as long as the fitness of the
pathway is acceptable.
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Abstract. Software risk assessment is a process of identifying, analyz-
ing, and prioritizing risks. In general, there are large, medium, and small
software projects that each of them can be influenced by a risk. There-
fore, it needs a unique assessment process of the possible risks that may
cause failure or loss of the project if they occur. In the literature, there
are wide range of risk assessment researches conducted toward software
projects. But there is at least view researches focusing on risk assess-
ment of small and medium software projects. This creates a gap for the
risk assessment research field which can cause most of small and medium
project without having risk assessment. Therefore, the main focus of the
paper is to give researchers an insight of the current level of risk assess-
ment for small and medium software development projects. Finally, some
future directions will be discussed hoping to insight the gap of the risk
assessment field for small and medium software development projects.

Keywords: Small and Medium Software Development Projects, Soft-
ware Risk Assessment.

1 Introduction

Risks are important factor for the development of software projects in this world
and by its effects a lot of projects failed. In [5], risk is defined as ”the possibil-
ity of suffering loss that describes the impact on the project which could be in
the form of poor quality of software solution, increased costs, failure, or delayed
completion”. Moreover, all projects share some degree of risk, and most Infor-
mation Technology (IT) projects have considerable risks [6]. Risk can, however,
be reduced [6], stewarded [7], and managed according to tight planning and
assessment.

Moreover, according to [8], risk management is divided into risk assessment
and risk control. The risk assessment is divided into three sub levels which are
risk identification, risk analysis, and risk prioritization. The second part of risk
management, risk control, is also divided into risk management planning, risk
resolution, and risk monitoring.
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On the other hand, software development projects are divided into large,
medium, and small projects which their definition is based on the number of
Lines of Code (LOC), duration of the project, and number of developers of
the project. In the context of software development projects, small and medium
software development projects (SMSDP) are defined as projects that have 50000-
100000 LOC [2], 6-12 months, and ten or fewer programmers [3]. Small and
medium projects are growing fast in the world as they are taking part in the
economic growth of each country. According to [4], “Small projects typically
carry the same or more risk as do large projects. [While] many customers and
millions of dollars are lost each year on small projects in product and service
organizations”.

From that perspective of risk management and software development classi-
fication, we will focus our paper particularly on risk assessment level for small
and medium software development projects. On the other hand, The main ob-
jective of this review is to give researchers an insight of the current level of
risk assessment for SMSDP. Additionally, the paper provides information about
the different types of risk assessment models and methods that found in the
literature based on the context of risk assessment for SMSDP.

In this paper, research was organized as follows: section 2 gives overview of the
review process, section 3 explains current risk assessments in SMSDPs, section
4 presents comprehensive analysis, and finally section 5 summarizes the review.

2 The Review

We have taken different Internet searches to get information on researches toward
SMSDP risk assessment. We divided the search into two stages. In the first stage,
we have searched risk assessment for SMSDPs only, and the second stage, we have
searched software risk assessment without focusing whether its toward small,
medium, or large projects. We found a quite number of researches those their
focal point was on this domain, but most of them toward large software projects.
However, after adept research, we ended up a total of 12 researches on the domain
of software risk assessment for both aforementioned stages. Therefore, we have
combined the two stage results as we analyzed both of them in their components
of SMSDP’s focus.

Fig. 1. SMSDP Risk Assesmsnet Timeline
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Moreover, the explored researches are in the time span of the last decade.
As shown in figure 1, only 3 researches were their center of attention toward
software risk assessment in the first half of last decade. Despite the fact that 9
researches are in the direction of software risk assessment consideration in the
second half of last decade. That means, as its clear in the picture, the research
toward software risk assessment is rising leisurely.

On the other hand, the founded researches was divided based on their pro-
posed outcome into two categories:

– Models category: are those researches provide a process model to assess risk.
– Methods category: are those researches their outcome is method e.g. fuzzy

logic method, etc.

Finally, the studied researches with their information of inputs, methods, and
outcome will be analyzed and discussed deeply in the following sections.

3 Current Risk Assessments in SMSDP

In this section we divide and analyze each of the aforementioned assessment
ways for SMSDPs based on the following models and methods categories.

3.1 Models Category

There is a quite number of models in the literature, which used different pro-
cedures or algorithms to assess software risks in general. While some of them
prototyped a tool as a proof of concept utilization.

In this section, we summarize the literature of 6 models with their explana-
tion. The explanation includes the model focus, proposes of the model, a brief
description of the model, inputs of the proposed model, risk ranking approach
of the model, decision analysis taking types of the model, and if the model im-
plements a proof of concept prototype tool. The detailed information for the
contribution of each model is summarized in below

Model [1]

– Focus: Assessment, treatment, and monitoring automatically risks related
in project time management for small and medium software development
projects, such as errors in estimating time

– Proposes: Risk Assessment Tool (RAT) model
– Description: RAT model consists 5 interconnected phases: users, project plan

input, risk rules which contains risk ranking matrix, risk conditions, and
risk scenarios, risk fetching processes, and risk report. The risk assessment
is taken in the early phases of the project

– Inputs: Project plan (e.g. Work Breakdown Structure (WBS)) and resources
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– Risk Ranking: Risks are ranked based on risk rank matrix which contains risk
category (1-Unknown, 2-Low, 3-Medium, 4-High, 5-Fatal), probability of oc-
currence, and risk impact (1-Low, 2-Medium, 3-High). The matrix produces
45 ranks for risk.

– Decision Taking Types: Hybrid assessment
– Prototype: Implemented a web application prototype.

Model [9]

– Focus: Risk assessment and estimation of software projects
– Proposes: Software Risk Assessment And Estimation Model (SRAEM)
– Description: The model takes inputs to estimate efforts, cost, and risk ex-

posures. Then the risk prioritization and ranking is taken after applying
Mission Critical Requirements Stability Risk Metrics (MCRSRM) if there is
no changes in the requirements after requirement analysis

– Inputs: Measurement, model, and assumption errors using the concept of
Function point

– Risk Ranking: The estimation and ranking risks is done by using two meth-
ods: probability by using risk exposure, and software metrics of risk man-
agement based on MCRSRM

– Decision Taking Types: Quantitative assessment
– Prototype: —

Model [10]

– Focus: Risk assessment of software projects
– Proposes: Software risk assessment model
– Description: The model is based on Grey Theory using Analytic Hierarchy

Process (AHP) method and entropy method. In the result of the assessment,
the author suggests to study further to determine the major software risk
factors

– Inputs: Risk of demand analysis, project quality, project schedule, project
circumstance, technology and project personnel.

– Risk Ranking: In weighting of risk index, the research uses a combination
of two methods: subjective method (e.g. AHP), and objective method (e.g.
entropy method)

– Decision Taking Types: Quantitative assessment
– Prototype: —

Model [11]

– Focus: Software project risk assessment especially evolutionary prototype
software’s

– Proposes: Risk Assessment Model for Software Prototyping Projects



218 A.M. Sharif and S. Basri

– Description: Addresses the risk assessment issue, introducing metrics and
a model that can be integrated with prototyping development processes.
The proposed model which uses causal analysis to find the primitive threat
factors, provides a way to structure and automate the assessment of risk.

– Inputs: Requirements, personal, and complexity metrics
– Risk Ranking: —
– Decision Taking Types: Quantitative assessment
– Prototype: —

Model [12]

– Focus: Risk assessment for software projects
– Proposes: Software Risk Assessment Model (SRAM)
– Description: The model makes use of a comprehensive questionnaire, where

a set of questions is carefully chosen with three choices of answers each. The
answers are arranged in increasing order of risk.

– Inputs: Complexity of software, staff, targeted reliability, product require-
ments, method of estimation, method of monitoring, development process
adopted, usability of software, and tools used for development

– Risk Ranking: Assigning different weights to the probabilities level of risk
of the project according to the impact of the associated risk elements on
quality, schedule and cost respectively

– Decision Taking Types: Quantitative assessment
– Prototype: —

Model [13]

– Focus: Software project risk assessment
– Proposes: Software project risk assessment model
– Description: The model contains risk probability assessment model and risk

impact assessment model which includes assessment of loss and comprehen-
sive assessment of risk impact.

– Inputs: Risk factor nodes
– Risk Ranking: Using conditional probability distribution table (CPT) with

risk semantic reduction matrix
– Decision Taking Types: Hybrid assessment
– Prototype: —

3.2 Methods Category

Common software project risk assessment methods are AHP, fuzzy math method,
Delphi method, etc. In details, we summarized below the literature of 6 method
with the explanation. The explanation includes the method focus, proposes of the
method, a brief description of the method, inputs of the proposed method, risk
ranking approach of the method, decision analysis taking types of the method,
and if the method implemented a proof of concept prototype. The detailed in-
formation for the contribution of each method is summarized in below.
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Method [14]

– Focus: Cost and quality of software projects
– Proposes: Expectation-Maximization (EM) algorithm
– Description: the algorithm enhances the ability in producing hidden nodes

caused by variant software projects
– Inputs: The probability vector of the top-level nodes
– Risk Ranking: —
– Decision Taking Types: Quantitative assessment
– Prototype: Assessment Tool

Method [15]

– Focus: Software risk assessment
– Proposes: Source-based software risk assessment method
– Description: The method takes into account primary facts based on work-

shop and secondary facts which a framework is developed.
– Inputs: Secondary fact retrieval taken from organization through interviews

with stakeholders, and primary fact retrieval which is analyzed from the
source of the system

– Risk Ranking: —
– Decision Taking Types: Quantitative assessment
– Prototype: —

Method [16]

– Focus: General software development but its only for risk identification
– Proposes: A concrete implementation method of risk identification based on

the improved Kepner-Tregoe Program
– Description: Kepner-Tregoe program uses 4 analysis methods: Problem anal-

ysis (PA), Decision analysis (DA), Potential Problem analysis (PPA), and
Situation analysis (SA). Each of them differs in objectives and also in appli-
cation procedure respectively. Therefore, the authors’ selected PPA for their
risk identification as it’s a kind of checklist method.

– Inputs: Checking vulnerable areas of the project along the extended vulner-
able areas

– Risk Ranking: —
– Decision Taking Types: Quantitative assessment
– Prototype: —

Method [17]

– Focus: Risk assessment of software projects
– Proposes: Fuzzy expert system
– Description: The system includes expertise to evaluate risk of softwareprojects

in all respects by using Fuzzy inference
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– Inputs: Corporate environment, sponsorship/ownership, relation ship man-
agement, project management, scope, requirements, funding, scheduling &
planning, development process, personnel & staffing, technology, and exter-
nal dependencies variables

– Risk Ranking: Risk matrix based on probability and severity measurements
– Decision Taking Types: Quantitative assessment
– Prototype: Risk assessment fuzzy expert system

Method [18]

– Focus: Software project risk assessment
– Proposes: Fuzzy linguistic multiple attribute decision making method
– Description: The method estimates risk criteria values using linguistic terms

based on triangular fuzzy number, and aggregates risk criteria values by
multiple attributes decision making

– Inputs: Information from experts
– Risk Ranking: Risk assessment criterion is used which contains probability,

loss, not controllability, and occurrence time. So the risks which have high
in all criterion have high priority

– Decision Taking Types: Quantitative assessment
– Prototype: Case study application for historic data of completed similar

projects

Method [19]

– Focus: Software risk assessment
– Proposes: Risk assessment method
– Description: Develops software risk assessment tool using probabilistic in-

terface model based on water fall model
– Inputs: Interview-based risk assessment
– Risk Ranking: Increasing order of risk by only providing 3 choices. The first

choice will contribute 1 mark, 2 marks for the second choice and 3 marks for
the last choice

– Decision Taking Types: Quantitative assessment
– Prototype: Risk Assessment Visualization Tool (RAVT)

4 Analysis of SMSDP Risk Assessments

4.1 Analysis Based on Assessment Parameters

In the previous section, we have grouped different models and methods according
to 7 parameters. these parameter are focus, proposes, description, inputs, risk
ranking, decision taking types, and prototype. The description parameter, which
summarizes the article and decision taking types parameter, which analyzed in
section 4.3, will not be analyzed in this section. In this section we will analyze
the aforementioned models and methods based on each parameter.
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Focus: All articles are focused on risk assessment for software development
projects in general. There are some of the articles specified certain scopes under
project management areas or under software development methodology. Also
there is an article focused on one part of risk assessment branches. on the other
hand, there is an article focused on software risk assessment with additional
area.

For those focused on software risk assessment with specific scope under project
management are article [1] and [14]. Risk related in project time management
such as errors in estimating time is focused by [1], while [14] focuses on risks re-
lated on cost and quality of software projects. On the other hand, [11] specifically
focuses on risk related on evolutionary prototype software’s.

More over, article [16] focuses on one of the three branches of risk assessment,
that is, risk identification. The estimation of software projects is also focused
additionally in article [9].

Proposes: For articles under model’s category, they all of them propose models
for their risk assessment procedure. While for method’s category, they proposed
also different methods based on different algorithms. Some of these articles used
fuzzy for their proposed methods like [17] and [18], Expectation-Maximization
(EM) algorithm like [14], source code based analysis like [15], and concrete im-
plementation method of risk identification based on the improved Kepner-Tregoe
Program such as in [16].

Inputs: All articles used different inputs for their risk identification, analyza-
tion, and prioritization process. For models they used different inputs for their
risk assessment model, and for methods, they created different methods based
on their followed algorithm to assess risks. For detailed information, please refer
section 3.1 for models category and 3.2 for methods category inputs.

Risk ranking: Every model or methods has declared specific ranking procedure
for the risk, while some does not. For detailed information, please refer section
3.1 for models category and 3.2 for methods category risk rankings.

Prototype: For model category, only one article has developed proof of concept
prototype for their risk assessment model. Article [1] provides web application
prototype using Oracle Application Express (Apex) 3.2 as web tool and Oracle
Database 11g as a database tool.

On the other hand, articles [14], [17], and [19] have developed tools or expert
systems for their risk assessment methods in the method’s category. While [18]
takes case study application for historic data of completed similar projects.

4.2 Level of Risk Awareness

There is few researches taken toward small and medium software development
project (SMSDP) risk assessment, but most of them is based on a specific aspect
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of risks, for example, assessing risk in time management of the project [1], or
assessing quality risks of the project [14].

In the aforementioned methods and models, almost all risk assessment for
software development projects are based on software projects in general without
referring whether its small, medium, or large project. As shown in figure 2,
level of risk assessment awareness for large and medium software projects in
large enterprises have enough assessment by using different commercial tools and
framework. While small software projects does not have enough risk awareness.
The more the software project size increases the more risk awareness is taken
by the enterprises, and the more the software project size decreases the less risk
awareness is applied.

Fig. 2. Software vs. Enterprise Risk Assessment

4.3 Risk Assessment Decision Taking Types

Taking decision on a risk is based on qualitative assessment, quantitative assess-
ment, or hybrid assessment results. Qualitative assessment means the informa-
tion are in verbal form rather than in a number or quantity form as in the case
of quantitative analysis. Hybrid analysis is combination of both quantitative and
qualitative analysis. On the other hand, a survey done by [20] for 10 risk assess-
ment methods, only one method is used qualitative assessment, and another one
for hybrid assessment, while the remaining used quantitative assessment.

Based on the aforementioned models and methods in the literature, the de-
cision taking types of them is illustrated in table 1. The main summary that
can be made from the table is that the most common type of information that
the software risk assessment use is quantitative and in only two cases are used
hybrid assessment.

Table 1. DecsionTaking Types

Decision Taking Types Model/Method Total

Quantitative Assessment [9], [10], [11], [12], [14], [15],
[16], [17], [18], [13]

10

Qualitative Assessment — 0

Hybrid Assessment [1], [13] 2

Total 12



A Review on Small and Medium Software Risk Assessment 223

4.4 Some of the Limitations

The different models and methods mentioned above have some limitations in-
cluding:

1. The parameters and inputs that each model or method takes are not all of
them available in SMSDPs

2. While SMSDPs are rapid development projects and they run from cost, they
do not have time to fill all the conditions that methods or models defines

5 Conclusion and Future Directions

We have discussed and analyzed the existing software risk assessment in the
literature for the last decades. A total of 12 articles were studied in this paper
based on two categories: models and methods. With each category, we examined
the articles according into 7 parameters. As we also discussed these parameter
in each, based on their different models and methods.

On the other hand, we spotlighted the gap of SMSDP risk assessment in
the research field, while we are encouraging other researchers to make their fo-
cal point in the direction of SMSDP risk assessment. By the way, solving the
abovementioned problems needs different directions. Firstly, this field needs deep
research to find the needs and requirement of SMSDPs. Doing brain storming
researches are not only enough to fill the gab of the SMSDP needs and require-
ments, therefore researchers should also focus on the real SMSDP projects to
know exactly what those projects requires. Secondly, apart of finding the needs
and requirements of SMSDPs, researchers should find also and categories risk
factors for SMSDPs locally and globally. This will help to know risk factor of
different projects globally. Thirdly, finding factors and requirements of SMSDPs
will make easy for other researchers to prepare methods, models, or frameworks
that provide suitable approaches for risk assessment of SMSDPs.

Finally, the review taken in this paper is hopefully could give the overall
benefits to all researchers in the field of risk assessment for software development
projects.

Acknowledgments. The authors would like to thank Universiti Teknologi
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this paper.
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Abstract. The rapid growth of digital data and users’ information needs have 
made the demands for automatic indexing to become more important than be-
fore.  Indexing based on keyword has proven to be unsuccessful to cater for the 
current needs. Thus, this paper presents a new approach in creating semantic 
skolem indexing for multiple documents that automatically index all the docu-
ments into single knowledge representation. The skolem indexing matrix will 
then be incorporated in question answering system to retrieve the answer for 
users query.   

Keywords: skolem clauses; skolem indexing; semantic indexing; question  
answering. 

1   Introduction 

Document representation is key point in any IR/QA system. The goal of every infor-
mation retrieval system is to obtain the most accurate result. In achieving this goal, 
the system has to solely depend on the knowledge representation that represents the 
knowledge from each of the documents and have integrated it successfully.  It has 
been proven that good knowledge representation will deliver good retrieval results.   

Since we are facing with incredible rate of growing corpus and knowledge re-
sources in digital form, the demands for automatic indexing of these knowledge re-
sources has become very crucial. In dealing with multiple documents, many questions 
arise on how to deal with the inconsistencies issues of the knowledge base and how to 
integrate these documents into single representation.  Thus, this research has focused 
on how to create a semantic matrix index that represents multiple documents. This 
indexing will then be used in retrieving the result for users query and also gives proof 
on which document the answer has been extracted.  

2   Literature Review 

Creating single knowledge representation from multiple documents research is not 
something new. There are many researches that have been conducted in dealing with 
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multiple documents [1]. Initial IR methods were based on keywords and Boolean 
queries.  Existing indexing techniques that is widely used by search engine is vector 
space model in which the indexing is done using keywords.   

It is doubtful that these IR methods will be useful in semantic indexing due to lack 
of precision.  The main reason for this drawback is that these systems focused on bare 
lexical skeleton and leaves out all the linguistically relevant information [2,3]. The 
consequence of using keyword based indexing is that the irrelevant information that 
uses certain word but in different context might be retrieved or relevant information 
which has been represented in a different way might be missed [3,4,5].  

User’s information needs will not be satisfied with indexing which is based on 
keywords alone. An alternative way to go beyond bag of words is to organize index-
ing terms into a more complex structure. With more semantic information about the 
document captured, it enhances the performance automatically in which higher preci-
sion can be achieved by indexing semantic representation rather than keywords [5].  
Many researchers currently have and continue to work on semantic representation of 
documents [6]. There are researches in which text had been indexed by using seman-
tic relation between concepts that reflect the meaning rather than just words [7]. As 
for [8], has proved that utilizing semantic relation by using wordnet has improved the 
effectiveness of IR systems. Besides that, thematic relationship between parts of text 
using a linguistic theory called Rhetorical Structure Theory(RST) have also being 
indexed and used as a knowledge representation for effective information retrieval 
[5].  As for [9], they have used the logical structure of a document by utilizing the 
hierarchy of titles and paragraphs to extract the semantic relations between terms.  
Meanwhile, [10] has used first order logic representation in performing document 
indexing for its logical linguistic document retrieval system. On the other hand, [11] 
has extended [10] and translated the first order logic representation to skolem repre-
sentation and used skolem representation in indexing single document in their  
retrieval system. As for our research, we have extended [11] to cater for multiple 
documents to be indexed as a single knowledge representation. 

3   Semantic Skolem Index Creation 

Indexing has been an important element that determines the success of text retrieval.  
In IR, each document is characterized as a set of index terms that exist in the docu-
ment [12]. And these index terms represents the keywords of the documents. Thus, 
this representation does not take into account semantics of text documents during the 
indexing process. In our research, we no longer use keyword to represent as index 
terms. Instead, we are using skolem clauses to represent the index terms.  This skolem 
indexing managed to tie the associations that exist between the skolem representation 
and these associations becomes the ultimate information that helps in the retrieval 
process. Knowing the importance of association, this research will basically show 
how we have stored the association that lies between the skolem representations.  In 
this section we propose a framework on the semantic skolem index creation as shown 
in figure 1. 
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Fig. 1. Semantic Skolem Indexing Framework 

We have made used [11] in creating skolem representation for each of the document 
and have expanded their research to accommodate multiple documents. This frame-
work shows the flow of a document and how it is being represented before the unifica-
tion of fact process begins. The unification process incorporates WordNet and data 
which in existence in the semantic matrix database. These data have been incorporated 
in order to deal with the common problem that exist in indexing multiple documents in 
which we have to handle similar sentences with more or less the same meaning but 
have been constructed by using different sets of words. In this kind of circumstances, 
information needs to be filtered before it gets loaded into the semantic index matrix. 
For an example, “Marry is a beautiful girl”, and “Marry is a pretty girl”.  If “Mary is a 
beautiful girl” has been represented as skolem representation in semantic index matrix, 
then the second statement “Mary is a pretty girl” will not be added as new skolem 
representation in the matrix. But, the frequency of skolem that has been represented 
earlier will be increased. Thus, the final representation will only have the skolem rep-
resentation value of “Mary is a beautiful girl” with frequency of existence=2. 
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The semantic index matrix that has been created is scalable in parallel with the 
growth of the documents. This scalability feature of the semantic matrix enable the 
real time environment data in document form to be integrated automatically to it.   
 
Example 

Here is an example of small text documents that have been used for illustrative pur-
pose. In this example, each document consists of 1 or 2 sentences. The sentences are 
represented in natural language. 
 
Document1: Chris has written two famous books.  
Document 2: A man named Noah wrote this book. 
Document 3: Noah works in school. Noah starts to write this book to give the right 
spelling. 
Document 4: Winnie the Pooh was written in 1925. 
Document 5: The process of writing book is very tedious. 
Document 6: The author wrote books. The author writes these books to share his 
views on politics. 
Document 7: The author writes books in English. 

Table 1. The skolem representation for document 1 to document 7 

Document 1: Document 2: Document 3: Document 4: 
two(g48). 
famous(g48). 
book(g48). 
writes(chris,g48). 

man(g119). 
book(g116). 
writes(names(g119,no
ah),g116). 

school(g14). 
works(noah,g14). 
book(g15). 
writes(starts(noah),
g15). 
right(g18). 
gives(writes(starts(n
oah),g15),g18). 
spelling(g19). 
gives(writes(starts(n
oah),g15),g19). 

writes(r(winnie & 
pooh),1925). 
 

Document 5: Document 6: Document 7:  
process(g5). 
writes(g2). 
of(g5,g2). 
book(g6). 
tedious(g7). 
isa(g6,g7). 

author(g40). 
book(g41). 
writes(g40,g41). 
 
author(g40). 
book(g41). 
writes(g40,g41). 
his(g46). 
view(g46). 
politic(g47). 
on(g46,g47). 
shares(writes(g40,g
41),g46). 
 

author(g30). 
book(g31). 
writes(g30,g31). 
in(writes(g30,g31
), english). 
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The skolem representation for each of the documents have to be unified and inte-
grated into single knowledge representation in order to be used in semantic retrieval 
process. We assume that S={s1,s2….sn} is the set of all unified skolems used in index-
ing the documents form D={d1,d2,…..dn}. A document can be seen as a set of skolem 
representation, that is, di={s1,s2,….sk} where sj denotes the skolem j in document di.   

The knowledge representation that has been proposed in this paper has a single 
knowledge representation that represents the whole documents that will be generated 
instead of using sub knowledge representation from each of the documents.  For in-
dexing purpose, we have build a skolem-document matrix in which the rows represent 
the number of occurrences of all the unified skolem constants in the corpus and the 
column represents the document numbers.   

4   Experimental System Development 

The translation process that translated text documents to first order logic is being done 
by using prolog.  We have used pragmatic skolemization technique by using prolog as 
a tool in translating first order logic to skolem representation. The process of indexing 
the skolem clauses has been done using php and the index has been stored in mysql 
database. In retrieving the answer for users query, resolution theorem proving ap-
proach has been used [13]. The question will be used as a theorem to be proven in 
order to derive to the answer which has been stored in the skolem-document index 
matrix.  Skolem clause binding approach as in [11, 14] have been used to bind all the 
interrelated skolems together that is bound by the answer key. 

5   Experimental Result and Discussion 

The result in figure 2 shows the skolem-document matrix where rows represent all the 
possible skolem clauses and the column represents all the documents. The unified 
skolem that has 2 arguments are listed in the figure as shown above. We took advan-
tage of the association between each of the skolem representation from multiple 
documents in retrieving accurate answer for our question answering system. 

As for [15] has dealt with matching the query content with available documents to-
gether with the most appropriate fragments of this document. On the other hand, [14] 
managed to retrieve the exact answer in logic representation from single documents.  
But we have gone a step ahead in which providing the user with the answer for his/her 
queries from multiple documents and retrieving the documents in which the answer 
contains as proof for the respected queries posed [13]. 

 
Here is an example of query posed by the user.  

 
Query: Who writes book? 
writes(chris,a1)    Doc no 1=1  
writes(names(f4,noah),f1)  Doc no 2=1 
writes(starts(noah),f1)   Doc no 3=1 
writes(f11,f1)    Doc no 6=2, Doc no 7=1 
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Fig. 2. Skolem-Document Indexing Matrix 

Set of Skolem Clauses(Answer): 
chris 
names(man,noah) 
noah  
author  
 
Answers have been retrieved together with the proof in which document the answer 
contains and the frequency of occurrence of each of the semantic relation has been 
successfully retrieved from the semantic index matrix that we have created.   

6   Conclusion 

The information capturing, semantic generation and semantic integration could in-
volve some preprocessing time during indexing. However these tediousness have 
been compensated with higher precision in terms of retrieval. The indexing and re-
trieval technique described in this paper is under development for huge collection of 
documents, thus we have used small experiments to prove that the method and the 
retrieval harvested good result.  
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Abstract. Synchronous replication is the ideal solution for organizations: 
search for the fastest possible data recovery, minimal data loss and protection 
against the problems of database integrity. This ensures that the remote copy of 
data that is identical to the primary copy is created at the same time the primary 
copy is updated. However, most of the synchronous replication does not con-
sider the heterogeneous system. In this paper, a software persistence layer for 
heterogeneous synchronous replication has been designed and developed based 
on multi-threading known as PLSR. The main objective of this strategy is to 
make the persistence layer adaptive and make the synchronous replication proc-
ess reliable and faster than other existing replication processes concerning cost 
minimization. In the proposed PLSR replication technique, the replication serv-
ers are OS independent and the entire replication process is not inter dependent 
nevertheless on the main server. Adding a new replication server is easier than 
other processes. The technique also introduces the modification of replication 
servers without making impairment to the entire process. The comparative Re-
sults with SQL server data replication show the PLSR is more acceptable in 
terms of transactional insertions and sync time. The result shows that PLSR 
outstanding performs 88.5 % faster than SQL server for transactional insert.  

Keywords: Data replication, Synchronous, Heterogeneous replication, Multi-
threading technique, Software persistence layer. 

1   Introduction 

Data replication is the process that maintains multiple copies of data, called replicas, 
on separate computer. It can improve the availability by allowing access to the data 
even when some of the replicas are unavailable. Replication also can improve the 
performance by the following: i) reduce latency, since users can access nearby repli-
cas. Therefore, avoiding remote network access, ii) increasing throughput, since the 
multiple computer is potential to serve the data simultaneously [1]. Replication can be 
used to enhance availability and performance in distributed systems. In the data-
centric distributed system, replica consistency and data integrity (constraint consis-
tency) are used as correctness criteria [2]. 



 Synchronous Replication: Novel Strategy of Software Persistence Layer 233 

The main objective of replicas is to increase the system reliability and application 
performance. In the grid community, distributed and clustering system lot of work has 
focused on providing efficient and safe replication management services through 
designing of algorithms and systems. Businesses or specially Enterprise business or 
industrial business use replication for many reasons. Replication technology creates 
data replication on the right node from where the data transmission becomes faster. 
Like a network is in some remote location separated from the main server, and the 
data transmission rate is too high. Thus a replication server can be created on that 
remote location which in terms helps the remote system reduce data transmission 
impediments and improve visit delay, bandwidth consumption and system reliability 
[3]. 

In the grid environment, Hitoshi Sato et al. [4] proposed an approach for the clus-
tering base replication algorithm. The goal is to create a technique to automatically 
determine optimal file replication strategies. Their approach outperformed groups file 
stored in a grid file system according to the relationship of simultaneous file access 
and determines locations and movement of replicas of file clusters from the observed 
performance data of file access and implementation specification was in Linux 
2.6.1.8. The authors do not consider the heterogeneous system and also the replication 
in the grid environment needs a lot of inter connection speed (gigabyte). Ali Elghirani 
et al. [5] proposed an approach in an intelligent replication framework for data grid. 
The main goal of their approach is to create a replica management service that inter-
rogates replica placement optimization mechanisms and dynamic replication tech-
niques, coupled with computation and job scheduling algorithms for better perform-
ance in data grids. They use dynamic ordinary replication strategies and replica 
placement schemes. Their result shows that their approach improves the job execution 
time by 10-23%. Their work, however, replica management is only coupled with 
computational job scheduling, which actually better performs in Symmetric Multi-
Processors Server (SMP). 

Yuan - sheng Lou et al. [6] studied a reflected persistence data layer framework 
based on O/R mapping was designed and implemented. Persistence data layer is the 
most important part in the information system design. It is the foundation of the per-
formance of the system and its migration ability. In this paper, they presented five 
modules: data loadable module, data write a module, database services module, pri-
mary key cache module and paging cache module for persistence layer. However, 
reflection is not native to the OS. A lot of execution handling mechanisms should be 
included into the system. Besides replication using the reflection mechanism is a very 
slow process and takes a lot of memory and might cause the buffer overflow. 

In the peer-to-peer network using dynamic replication proposed a load sharing 
technique [7] providing and improving access performance there has been proposed 
two load sharing techniques, which use data replication. At the first technique there 
has been used a periodic push-based replication (PPR) to reduce the hop count (the 
number of legs traversed by a packet) and at the second technique it uses on demand 
replication (ODR) that performs and improves access frequency. However, they pro-
posed two algorithms: improve access performance on a P2P network.  
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In the current enterprise software system, there used a persistence layer which per-
sists in different current objects, which in terms help the application to avoid fault 
tolerance. Data replications used in the different field, such as the bank, insurance; 
group of industries to help protects their secure data to avoid any unwanted crashes. 
Data replication in terms of duplication of data creates a backup copy of the data on 
the different server. So basically, on an enterprise system replication helps to avoid 
fault of the data server system. When data insertion, deletion or any modifications 
happens to the main database server it in term reflexes to the replicated server. Cur-
rently, data replication system and software development practice have the following 
dependencies and/or impediments: 

 
i.  Usually replication process depends on the main server. 
ii.  It is hard to make a decision when a replicated database server crash. 
iii.  Introducing the up gradation of the replication process usually mutes or 

pause the system for a routine of time.  
iv.  Fail or cashes of the main server usually make the entire system stop work-

ing (For a database driven system) 
v.  Managing replication servers are cost effective. 
 

The main contribution of this work is to design and development of software persis-
tence layer for synchronous replication that support the heterogeneous system. The 
proposed layer used as a multi-threaded application and which also provides an inter-
face between the database and the main system. The persistence layer has a single 
thread which is responsible for making communication with the main server and has 
another thread running to manage the replicated databases. So it helps the entire sys-
tem to reduce dependency of the replicated server on the main server. Replication 
server also used as a main server in the case of the crashing or fail of main server. So 
adding more replicated servers are alike plug and play features. Finally, in the result 
section, results and discussion of the proposed replication system (PLSR) compares 
with the replication process of SQL Server (transactional and merge insert time). 

2   Background 

Replicated database and a distributed database sound the same. However, in a distrib-
uted database, data is available at many locations, but a particular table resides at only 
one location [8]. For example, the employee's table resides at only the pah.employee 
database in a distributed database system that also includes the kl.employee  
and kn.world databases. Nevertheless, replication means that the 100% same data at 
another location [9]. Replication balances the data transaction, and it provides fast, 
local access to shared data over multiple sites [10]. So replication works as a load 
balancing. 

Data replication can be drives by programs which transport data to some other lo-
cation and then loaded at the receiving location. Data may be filtered and transformed 
during replication. Replication must not interfere with existing applications and 
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should have the minimal impact on production systems. The replication processes to 
need to be managed and monitored [11]. Therefore, data replication improves data 
access time, transaction time and provides fault tolerance by maintaining and manag-
ing multiple copies of data (e.g. files, objects, databases or parts of databases) at  
different locations [12]. A replication environment can use either asynchronous or 
synchronous to copy data. With asynchronous replication, changes are made one after 
a certain time with a lot of data from the master site to the different other site. With 
synchronous replication, changes made immediately once some data transaction oc-
curs to the mater site. Using synchronous replication, an update of transaction results 
eventually replication of the update at all other sites [13].  

The main benefit of synchronous replication is that data can be retrieved quickly. 
Operations on the remote mirror site may begin immediately when the primary site 
should be stopped working on the primary site to be disturbed. Few actions in the 
process at the time of failure may be lost. Because neither primary nor the remote 
sites have a record of these transactions, the database rolls back to the last state con-
firmed [14]. 

2.1   Heterogeneous System 

A distributed heterogeneous computing system is a collection of autonomous dissimi-
lar computing machines that are linked by a network and are coordinated with soft-
ware functioning as a single powerful computing facility. Heterogeneous system can 
provide low cost and high performance computing whenever computational applica-
tions can be broken into tasks that can be distributed the various machines for parallel 
execution. A Distributed Heterogeneous Computing system has potential advantages 
than the homogenous system because some tasks run faster on one type of machine 
while other types of tasks may run faster on the different machine [15]. 

The heterogeneous computing system is the very talented platform because the 
single parallel architecture based system might not be sufficient for running applica-
tion to exploit the parallelism. Sometimes, heterogeneous distributed computing  
systems can achieve higher performance than single super computer systems; fur-
thermore, it puts the lower cost than the super computer. Conversely, the HDC system 
is more exceptions oriented so it might put the negative impact on the running appli-
cation [16]. The homogenous computing is the system is easier to control because the 
processing time is independent and identically with an arbitrary identical distribution 
[17]. The heterogeneous Computing systems can achieve both capability and capacity 
based jobs where capability based (aimed at minimization of the completion time of 
one big job) and capacity based (aimed at maximization the number of completions of 
small jobs within a given time) [18]. 

2.2   Persistence Layer 

Persistence layer (Layer Architecture) provides an abstract interface for data access 
layer that is part of a storage mechanism (s). This type of interface is abstract and 
independent of storage technology. Typical features include: 
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i. Store and/or Retrieve of the whole database objects  
ii. Abstraction of the database cursor with all instances of a given type 
iii. All available transaction support, including open, commit, abort and rollback 
iv. Data session management 
v. Data Querying support. 

 
Normally, the persistence layer is the construction of at least two inner layers of an 
application: the first includes an abstract interface and the second is a set of binding to 
each target database. The implementation may have more than two internal divisions 
between the logic layer and the storage mechanism layer [19]. 

2.3   Transactions 

A transaction is a group containing a set of tasks which inherent part of any applica-
tion that collects or manipulates data. SQL server has to make sure the data integrity. 
That means two users should not modify the same piece of data at the same time. In 
the SQL server, a transaction is a single statement or multiple data modification lan-
guage (DML) statements executed together. In a transaction, all statements are treated 
as a group of works. If one of the statements fails then the transaction treated as a fail 
transaction and the whole transaction roll back. As a result none of the changes are 
saved. On the other hand, if all the statements are succeeding the transaction treated 
as a succeed transaction and committed [20, 21]. 

3   Complete Flow Chart 

In this technique, the system promotes a GUI which facilitates users to insert data to 
the system. From the GUI, data send to the persistence layer. To configure the servers 
i.e. to populate the server’s information persistence layer check the configuration and 
connection string file either, which is existed and readable. Exception handler gener-
ates messages to send to the user. Alike with configuration file Exception handler 
covers connection string weather the connection string is readable or not. An unread-
able connection string shows a message to the user, other than that the system read 
connection string where the database connection URL stored as a XML file. The 
persistence layer creates multithread based on the configuration file, i. e. the defini-
tion of main server and the replication servers along with the numbers (number of 
replication servers). For the main server, persistence layer creates a high priority 
thread. The high priority thread is responsible for the transactions to the main server. 
Along with this, for the X number of replication server, persistence layer creates X 
number of low priority threads, which provide service for the transaction to the repli-
cation servers. A notification is sent to the end user/ administrator when the entire 
process is finished. Fig.1 shows the flow chart of the Persistence layer replication 
process.  
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Fig. 1. Flow chart of Persistence layer replication process 

4   Proposed PLSR Algorithm 

To execute the proposed architecture has been developed different algorithms for 
different function, which are described below: 
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4.1   Persistence Layer Algorithm 

The persistence layer algorithm parse configuration file and establish the connection 
among all the replication database servers and the main server. It queues all database 
transactions for the replication server and the main server.  
 

Algorithm persistence_init(XMLFile:FILE) 
 

1:   BEGIN 
2:  Try LOAD XMLfile 
3:  EXCEPTION: Send “FILE NOT FOUND” 
4: LET NS as string = NULL 
5:  LET NL as string = NULL 
6: WHILE not EOF (XMLFile) 
7:   BEGIN 
8:       READ REP→Serv→MS→Name 
9:       ASSIGN Name to the NS 
10:        READ REP→Serv→MS→Loc  
11:      ASSIGN Loc to the NL 
12:   END 
13:  LET RN = {} as empty set where RN represents the name of the replication 

server 
14: LET RL = {} as empty set where RL represents the location of the replication 

server 
15:  WHILE not EOF (XMLfile) 
16:  BEGIN 
17:   PARSE XMLfile 
18:  IF LINE not starts with is “MS” 
19:  ASSIGN value in Rep→Serv→ServerName into RN 
20:  ASSIGN value in Rep→Serv→Location into the RL  
21:  END 
22:   END 

4.2   Connection String Algorithm 

As the name suggests, the connection string basically stores the way to connection  
to the server. In this system, the connection strings are located into an XML  
file. Thus, the connection string algorithm parses the connection string from the  
XML file and sends the string value to the Persistence layer algorithm to establish the 
connectivity. 

 
Algorithm persistence_read_connection_string(XMLFile:FILE) 
 
1:   BEGIN 
2:  Try LOAD XMLfile 
3:  EXCEPTION: Send “FILE NOT FOUND” 
4: LET Cs as string = NULL 
5:  LET CL as string = NULL 
6: WHILE not EOF (XMLFile) 
7:   BEGIN 
8:       READ REP→Serv→ConnectionString 
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9:       ASSIGN ConnectionString to the CS 
10:        READ REP→Serv→OSInfo  
11:      ASSIGN OSInfo to the CL 
12:   END 
13:  LET SN = {} as empty set where SN represents the ConnectionString of the 

replication server 
14: LET SL = {} as empty set where SL represents the OSInfo of the replication 

server 
15:  WHILE not EOF (XMLfile) 
16:  BEGIN 
17:   PARSE XMLfile 
18:  IF LINE starts with is “RepServ” 
19:  ASSIGN value in Rep→RepServ→ConnectionString into SN 
20:  ASSIGN value in Rep→RepServ→OSInfo into the SL  
21:  END 
22:   END 

4.3   Lookup Service Algorithm 

In this system, lookup service is the special layer from where lots of synchronization 
occurred. The system keeps track of lowest traffic information into the database and 
done a routine check that at when it can make synchronization. Synchronization is 
necessary if the config file got changed or if the new replication server added.  

 
Algorithm Data_Synchronization(XMLFile:FILE)  
 
1:  BEGIN 
2:  LET T= Empty where T represents the Main server DATETIME 
3: LET TF = Empty where TF represents the LOW TRAFFIC info from the server 
4:    IF T=TF Then 
5: CALL Utility Function start_data_synchronization() 
6:     EXIT 
7:    END IF 
8:  LOAD XMLFile 
9:   LET TC = NULL where TC represents the config file created date 
10:  LET TM = NULL where TM represents the config file modification date  
11:   LET TLM = Empty where TLM represents the config file’s last modification 

date 
12:   IF (TC =TM or TC TM =TLM ) Then 
13:  CALL Function start_data_synchronization() 
14:    ELSE 
15: LOAD XML file 
16:  PARSE XML file 
17:  CALL Function persistence_init(XMLFile) 
18:    END 

4.4   Utility Algorithm (Add Previous Record) 

The utility functions show how synchronization happened between the main server 
and a newly added replication server. The system creates a log.txt file which stores all 
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the SQL commands for all tables and data. After that it executes those SQL com-
mands to the newly added replication server. 
 

Algorithm  Add_previous_record(Rep_ServerName) 
 
1:    BEGIN 
2:  CREATE file log.txt 
3:  LET d = {} is a empty set represents all the db tables of the main server 
4:     BEGIN 
5:   READ table names from the d 
6:   WRITE table names into log.txt 
7:  CREATE SQL command to CREATE tables into Rep_Server_Name 
8:   WRITE into log.txt 
9:     END 
10:  WHILE table names is not End 
11:     BEGIN 
12:   READ data from main server table 
13:    WRITE data into rep server table 
14:     END 
15:    END while 
16:   END 

4.5   Utility Algorithm (Synchronize Data) 

This is another utility function to synchronous data between the main server and rep-
lication servers. When any data couldn’t replicate to the replication server then it 
stores to an XML file as a SQL command. After that at the lowest traffic time it 
parses all the SQL command and executes to the replication server.  
 

Algorithm synchronization_data(commandxmlfile:File ) 
 
1:   BEGIN 
2:  PARSE command XMLfile 
3:  LET PC= {} empty set represents all the SQL command 
4:  WHILE command XMLfile is not EOF 
5:     BEGIN 
6:   PARSE command from commandXMLfile  
7:    ASSIGN command into PC 
8:     END 
9: END while 
10:  WHILE PC is not end 
11:     BEGIN 
12:    EXECUTE SQL command 
13:    END 
14:  END while 
15: END 

4.6   Notation of PLSR Algorithm 

Various notions have been used in the PLSR algorithm. The definition of the notation 
has been described in the Table 1.  
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Table 1. PLSR Notation and Definition 

 
 
Variable      Definition 

NS   Main Server Name 
NL Main server Location 
MS Main server in the XML tag 
Rep Replication server in the XML tag 
Loc  Location of the replication server in the XML tag 
RN   The list of replication server name 
RL The list of replication server location which has been read from XML file 
Name  Name represents the name of the server 
Location Location represents the network location of the server 
Serv Serv represent the server 
CS  Main server’s connection string 
CL Main Server operating information 
SN  Replication server’s connection string 
SL Replication server’s operating information 
T The current data time of the main server 
TF The lowest traffic information from the database 
TC From the config it can find the information that when the file  created then  it  

represented by Tc 
TM From the config file, when the file has been modified then it represented by  

TM 
TLM The last modifications date represented by TLM 
Pc Pc represent as the set of SQL comamnd 

 

5   Result and Discussion 

This paper compares the execution time with the SQL Server merge and transaction 
insertion with the PLSR replication. Table 2 shows the comparative result.  

Table 2. Comparison between SQL Server and PLSR 

No. of 
Rows 

SQL Server 
Transaction  
Insert 

SQL Server 
Transaction  
Synchronization 

PLSR 
Transaction 
Insert 

100 0 0 0.659 
500 1 1 0.432
1000 2 1 0.768 
5000 7 2 1.987 
10000 26 5 2.967 

 

Table 2 demonstrates that, for 500, 1000, 5000 and 10000 data insertions (transac-
tional insertion) SQL Server replication takes 1, 2, 7 and 26 seconds. Conversely, the 
PLSR replication takes 0.659, 0.432, 0.768 and 2.967 respectively.  
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The total replication time (RT) has been calculated using equation (1) 
 

RT = ∑ (TT+ST)                                                        (1) 
 

Here, RT represents Replication Time; TT represents Transactional Time and ST 
represents Synchronous Time. 
 

For 500 rows of data insertion in SQL server,  
RT = (1+1) Seconds 
  = 2 Seconds 
 

For 500 rows of data insertion in PLSR,  
 
RT = (0.432+0) Seconds  [ST=0, Because PLSR completed TT and ST 

= 0.432 Seconds   at the same time] 
 

From the replication time, it shows that PLSR replication time is lower than SQL 
Server replication. As the number of data goes higher, SQL replication time getting 
much higher in compared to the PLSR replication.  

The motivation to compare the result with SQL Server replication is, merge, and 
transaction insertions can alter using several trigger, which is similar with our strat-
egy, as the algorithm can perform rollback command from the persistence layer which 
can alter the result. From this above result and the execution point of view, PLSR is 
more acceptable.   

6   Conclusion 

This paper has been designed and developed a persistence layer for synchronous rep-
lication (PLSR) that supports heterogeneous system. It can help the enterprise appli-
cation more secure and reliable data transmission. One of the main goals is to make 
the database replication more and easier to handle thus make it vastly configurable 
and also the whole architecture is the service oriented means; it used latest technology 
trends and the replication will be from the persistence layer. Persistence layer is a part 
of the software engine, and it used the latest customizable fourth generation language 
like c# or Java. Therefore, a new era can begin related to networking and as well as 
database programming. The comparative result between the SQL server replication 
and PLSR replication shows that PLSR replication is more acceptable in terms of 
transactional insertions and sync time. Further work of this paper will include the 
implementation of the algorithm which supports synchronous replication and as well 
as creating a distributed application. 
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Abstract. In modern distributed systems, replication receives particular aware-
ness to provide high data availability, reliability and enhance the performance 
of the system. Replication becomes as significant mechanism since it enables 
organizations to provide users with admission to current data where and when 
they need it. Integrated VSFTPD with Read-One-Write-All Monitoring Syn-
chronization Transaction System (ROWA-MSTS) has been developed to moni-
tor data replication and transaction performs in distributed system environment. 
This paper presents the ROWA-MSTS framework and process flow in order to 
preserve the data replication consistency. The implementation shows that 
ROWA-MSTS able to monitor the replicated data distribution while maintain-
ing the data consistency over multiple sites. 

1   Introduction 

The beginning of amazing advance in the growth of computer and hardware in com-
puter world enables user to access information anytime and anywhere regardless of 
the geography factor. In modern distributed systems, replication receives particular 
awareness to provide high data availability, reliability and enhance the performance 
of the system [1, 2, 3, 4, 5]. Nowadays, the interest in distributed system environment 
has increasingly demanded due organization needs and the availability of the latest 
technology. Ensuring efficient access to such a huge network and widely distributed 
data is a challenge to those who plan, maintain and handle replication and transaction 
performance in network [1, 2, 4]. The need of replicated data in distributed systems 
environment is to ensure that any data is backed up whenever emergency occurs. The 
replicated data will be imitative in different server(s) in the distributed environment. 
These advantages of replication are vital since it enables organizations to supply users 
with admission to current data anytime or anywhere even if the users are physically 
remote [6]. Moreover, it also can reduce access delay, bandwidth consumption [6], 
fault tolerance [1, 5, 7, 8, 9, 10] and load balancing [9]. 

Preserving consistency and availability of a certain data at a huge network becomes 
the issues that still unsolved. Data organization through replication introduces low data 
consistency and data coherency as more than one replicated copies need to be updated. 
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Expensive synchronization mechanisms are needed to maintain the consistency and 
integrity of data among replicas when changes are made by the transactions [3]. There 
are many examples of replication schemes in distributed systems [1, 3, 5, 6, 7, 8]. Syn-
chronous replication model deploys quorum to execute the operations with high degree 
of consistency and ensure serializability. It can be categorized into several schemes, 
i.e., all-data-to-all-sites (full replication) and some-data-items-to-all-sites and some-
data-items-to-some-sites. One of the simplest techniques for managing replicated data 
through all-data-to-all-sites scheme is Read-One Write-All (ROWA) technique. Read 
operations on an object are allowed to read any copy, and write operations are required 
to write all copies of the object [3, 6]. An available copies technique proposed by 
Bernstein et al. [11] is an enhance version of ROWA technique, in terms of an avail-
ability of the write operations. Every read is translated into read of any replica of the 
data object. Meanwhile, every write is translated into write of all available copies of 
that data object. Branch Replication Scheme (BRS) goals are to increase the scalabil-
ity, performance, and fault tolerance [1]. In this model, each replica is collected of a 
different set of subreplicas structured using a hierarchical topology. BRS deploys 
some-data-items-to-all-sites replication scheme. Meanwhile, Neighbour Replication 
Grid Daemon using some-data-items-to-some-sites replication scheme. Data item has 
been replicated from primary to adjacent neighbours replica [12].  

In our previous work, we present the development of Read-One-Write-All Moni-
toring Synchronization Transaction System (ROWA-MSTS) [13]. It has been devel-
oped to monitor data replication and transaction performs in distributed system  
environment. However, the paper not discusses the framework and process flow of 
ROWA-MSTS in order to preserve the data consistency. 

In this paper, we review replication concept and recall ROWA-MSTS in Section 2. 
In addition, we also present existing application related to ROWA-MSTS. Section 3 
proposed ROWA-MSTS framework and process flow. In Section 4, we implement 
proposed framework by deploying real time application in distributed systems envi-
ronment. The conclusion of this paper is presented in the last section. 

2   Related Work 

2.1    Concept of Replication 

Replication is an act of reproducing. It also addresses the management of the com-
plete copying process [17]. In addition, this process involves the sharing information 
to ensure consistency between redundant resources, as such the software or hardware 
components. Data replication may take place if the same data is stored in various 
storage devices. Meanwhile, computation replication occurs when the same comput-
ing task is executed many times [5]. For example, a replicated service might be used 
to control a telephone switch, with the objective of ensure that even if the main con-
troller fails, the backup can take over its functions. 

2.2    ROWA-MSTS 

Read-One-Write- All Monitoring Synchronization Transaction System (ROWA-
MSTS) [16] has been developed by using ROWA Read-One-Write-All (ROWA) for 
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implementation of data replication management. A read action is allowed to read any 
copy of data, while a write action is needed to write all copies of data. All of the rep-
licas have the same data when an update transaction commits. All operational sites 
can communicate with each other. Hence, each operational site can be independently 
determined which sites are down, simply by attempting to communicate with them. If 
a site does not respond to a message within the timeout period, then it is assume to be 
down or unknown status.  

ROWA-MSTS integrates with FTP server as an agent communication between rep-
licated servers. From a networking perspective, two main types of FTP includes ac-
tive and passive. The FTP server initiates a data transfer connection back to the client 
in active FTP. Meanwhile, the connection is initiated from the FTP client for the pas-
sive FTP server. In addition, from a user management perspective also involves two 
types of FTP. This include  regular FTP in which the files are transferred using the 
username and password of a regular user FTP server, and anonymous FTP in which 
general access is provided to the FTP server using a well known universal login 
method. In regular FTP, the VSFTPD package allows regular Linux users to copy 
files to and from their home directories with an FTP client using their Linux user-
names and passwords as their login credentials. VSFTPD also has the option of allow-
ing this type of access to only a group of Linux users, enabling to restrict the addition 
of new files to system to authorized personnel. ROWA-MSTS integrates with 
VSFTPD Server. This is because it is fast and stable server. Despite being small for 
purposes of speed and security, many more complicated FTP setups are achievable 
with VSFTPD. It is necessary to have a FTP Server install in the entire server since 
the FTP will make sure the file transfer can be done. After installation of the VSFTPD 
Server, the server also needs to be configured. ROWA-MSTS was done in shell pro-
gramming and Bourne Again Shell for the command line editing and jobs control 
facilities. The job control includes great flexibility in handling the background proc-
ess. Ubuntu 9.04 Jaunty distribution has been used as the platform for the replicated 
servers. 

2.3   Existing Application Related to ROWA-MSTS 

According to Budiarto et. al [5], mobile infrastructure has enabled the introduction of 
new applications. From business and technology perspectives, data management tech-
nology that can support easy access to and from mobile devices is among the main 
concerns in mobile computing. In implementing the replication strategies, Budiarto et. 
al assumes that each mobile user holds database which is considered as the master 
database. A portion of master database on each mobile user is to be shared with other 
users and therefore become the subject of replication. The replication strategies work 
in the read-one-write-all (ROWA) context to ensure one-copy serializability.  

A.Noraziah et. al [12] developed NRG daemon based on Neighbor Replication on 
Grid (NRG) Transaction Model. It is one of the tools being used currently where the 
smart program behaves as agents in distributed systems environment. NRG daemon 
resolves the timeliness in synchronization by alleviates the lock with small quorum 
size before capturing updates and commit transaction synchronously to the sites that 
requires the same update data value. NRG daemon applies the serializability concept 
during the replication and transaction management. Fig. 1 depicts NRG daemon moni-
tor the activities of the system during the propagation phase. 



 Preserving Data Replication Consistency through ROWA-MSTS 247 

 

Fig. 1. NRG daemon monitor propagation phases [12] 

Yair Amir [18] proposed Postgres as transparent replication structural design. The 
replication server consists of several autonomous modules that together provide the 
database integration and consistency services. This includes the Replication Engine, 
Semantics Optimizer and Postgres specific interceptor. Replication Engine includes all 
replication logic such as the synchronizer algorithm. It can be applied to any database 
or application. The engine maintains a consistent state and can recover from a wide 
range of network and server failures. A Semantics Optimizer that can decide whether 
to replicate transactions and when to apply them based on application semantics if such 
is available, the actual content of the transaction, and whether the replica is in a pri-
mary component or not. Postgres specific interceptor is the interfaces of the replication 
engine with the DBMS client-server protocol. Existing applications can transparently 
use interceptor layer to provide interface identical to the Postgres interface, while the 
Postgres database server sees interceptor as a regular client. The database itself does 
not need to be modified nor do the applications. Fig. 2 shows Postgres replication 
structural design. 

 
 

Fig. 2. Postgres replication structural design [18] 
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3   ROWA-MSTS Framework and Process Flow 

Five phases involve in ROWA-MSTS process flow in order to preserve the replicated 
data consistency. This includes initiate lock; propagate lock; obtain a quorum;, update 
data and commit. Fig.3 shows the process flow of ROWA-MSTS in order to preserve 
replicate data consistency.  

 
 
 
 
 
 
 
 
 
 
                                                                       No 
 
                                                    Yes 
 
 
 
 
 
 
 

 
 
\ 

Fig. 3. Process flow of ROWA-MSTS to preserve replicated data consistency 

Meanwhile, ROWA-MSTS becomes as the medium application that handle the 
replication consistency. Fig. 4 shows the framework of ROWA-MSTS in distributed 
environment. 

To get intuitive ideas on how ROWA-MSTS function, let say we consider the fol-
lowing case. A replicated data exists namely data x with 3 servers in distributed envi-
ronment. Each server is communicated with one another.  The following notations are 
defined: 
 

• PC A, PC B, PC C are the servers. 
• y is transmitted data. 
• p, q are the given locations. 
• Tp and Tq are synchronous transaction at given locations. 
• t is a specific time. 

Initiate lock 

Quorum=3? 

Propagate lock 

Obtain Quorum Update Data Commit 

Display Result
Unlock 

End 

Start 
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Let say at time t=1, Tp request to update y=2 at server B. and Tq also request to up-
date y=3 at server C at the same time where t=1. The situation makes conflicts oc-
curred since the concurrent update transactions have been invoked for the particular 
data X. If there is no concurrency control for this situation, Tp will update data y=2 at 
server B and Tq will update the value of y=3 at server C at the same time, t=1. At time 
t=2, y=2 at server B, y=3 at server C and X=1 at server A. Thus, at time, t=2 data is 
not at consistent state. An issue arises, how we maintain coherency and consistently 
transaction between all replicas in different servers at one time. In addition, we also 
need to make sure that synchronize replicated data can be transferred correctly.  

 

Fig. 4. The framework of ROWA-MSTS 

4   Implementation and Result 

In this experiment, no failures are considered during the transaction execution. The 
experiment aims to preserve the file consistency of during the execution. Three (3) 
replication servers are deployed in this implementation. Each of the servers was con-
nected to each other via fast Ethernet router. Table 1 shows the coordination between 
master and neighbour coordination. Meanwhile, Table 2 shows the status lock set in 
ROWA-MSTS. 

Table 1. ROWA-MSTS Master-Neighbour Coordination 

Primary Neighbour 

A : 172.21.140.223 B : 172.21.140.137 C: 172.21.140.192 
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Table 2. ROWA-MSTS Lock Status 

Lock 
Status Description 

 
0 

Server ready to accept any transaction from other server. 

 
1 

Server is not available for any transaction or might probably 
busy with other transaction. 

      
    -1 

Server initiates the transaction or become the primary server.  

 
ROWA-MSTS is developed in a distributed system environment. Therefore it is 

necessary to gradually check the connection between all of the servers. To check the 
connection, the ROWA-MSTS scripting programming ping each of the connected 
servers. The experiment of ROWA-MSTS program was done in shell integrated with 
File Transfer Protocol (FTP) for the communications agent. Meanwhile, an VSFTPD is 
used in shell programming for receiving and sending agents. All applications for users 
are available to these Linux platforms. As such, the applications for users include gedit 
and vim editor. Before the program is executed, it is very vital to examine the FTP 
connection successful between all servers. Fig. 5 shows the test FTP connection suc-
cessful for neighbour C and neighbour B with IP address 172.21.140.192 and IP ad-
dress 172.21.140.137 respectively.  

 

Fig. 5. FTP connection successful 

 
The scripting has been auto configured at /etc.rc.d so that it will be run automati-

cally when booting process. During the execution, ROWA-MSTS generates log file to 
see the current status of replication job. Figure 6 and Figure 7 show the log file report 
of ROWA-MSTS during the propagate lock  and commit data respectively.  
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Fig. 6. ROWA-MSTS during propagate lock phase 

 

Fig. 7. ROWA-MSTS during commit phase 

Table 3. ROWA-MSTS Handle The Transaction 
 

Replica  
Time 

A 
 

B 
 

C 
 

t1 

Begin transaction 
Initiate lock: 
Write_lock(y) 
Count_write(y) = 1 
Wait  

  

t2  Propagate lock y to server B  Propagate lock y to server C 

t3  Lock (y) from A Lock (y) from A 

t4 

Get lock y from B 
Check quorum: 
Count_write(y) =2 
Get lock y from C 
Check quorum: 
Count_write(y) = 3 

  

t5 
Obtain quorum:  
Quorum =3 

  

t6 
Acknowledged client 
Update y 

  

t7 Commit T  Commit T  Commit T  
t8 Unlock(y) Unlock(y) Unlock(y) 
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Consider a case where a transaction comes to update data file y at server A. The 
ROWA-MSTS implement the proposed process flow and framework during the file 
replication. Initiate lock occurs at Server A since invoking transaction at server A and 
data y has free lock. Thus, the write counter is increased 1. ROWA-MSTS propagates 
lock to server B and server C. Next, it checks either successful obtains quorum or not. 
Since the quorum is equivalent to three and issued from server A to get quorum, 
ROWA-MSTS acknowledges client that request to update data y. After client finished 
updating the data, ROWA-MSTS commits data at all servers, then unlock the data y. 
Table 3 shows the experiment result of how ROWA-MSTS handle the replication 
during the transaction execution. 

5   Conclusion 

A novel contribution of this paper is a new process flow and framework to manage 
replication and transaction using ROWA-MSTS. The proposed framework through 
ROWA-MSTS deploys real time application in distributed systems environment. 
Implementation shows that ROWA-MSTS able to maintain and preserved the repli-
cated data consistency over multiple sites.  
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Abstract. Local Halal small and medium enterprises (SMEs) play an important 
role in Malaysia’s future economy. Currently the popularity of their products is 
still low compare to those of the large and multinational companies. A Halal 
Product Price Indicator Portal is proposed to help promote and improve the 
condition of the SMEs. The portal involves Malaysia Department of Islamic 
Development (JAKIM) and local Halal SMEs in Malaysia. The main feature of 
the portal is Halal products price information and comparison functionality. It is 
believed that the establishment of the portal will encourage people to view it, 
and in time, will help promote local Halal SMEs and made their products more 
accessible to customers and eventually contribute to national development. 

Keywords: Halal Product, Price Indicator Portal, Halal SME, JAKIM.  

1   Introduction 

Halal is a supreme term for all Muslims across the globe. “Halal” in Arabic means 
permissible according to Islamic law. It is a term designated to any products or ser-
vices. Halal today is a global industry. Companies all over the world have amplified 
their income from food exports by indulging the growing Muslim consumer market. 
The annual global market value for the entire Halal trade is USD2.1 trillion [1].  

As stated in the Third Industrial Master Plan, Malaysia is aiming to become a 
global hub for the production and trade of Halal products and services. Therefore, the 
government encourages the establishment and the development of Halal small and 
medium enterprise (SME). Currently, there are approximately 2000 halal certified 
industries and more than 177 thousand certified products [2]. 

Although the Malaysian government has tried many efforts in helping the local 
halal SMEs, the popularity of the products is still low compared to those of big or 
multinational companies. Many websites have been developed to boost the popularity 
of Halal industry, but unfortunately only few have been built specifically to help pro-
mote the local Halal SMEs’ products. This paper proposes a portal concept to help 
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promote the local Halal SMEs. This paper also briefly discusses Halal definition, 
business, certification, and current issues in Malaysia. Finally, the Halal Product Price 
Indicator Portal model and its benefits is illustrated and explained. 

2   Literature Review 

2.1   Definition of Halal 

In Arabic, Halal generally means permissible or authorized according to Islamic law. 
It refers to things or actions that will not imposed punishment to the doer [3]. A gen-
eral rule in Islamic law is that everything is Halal, except if stated otherwise. Halal is 
paramount for every Muslim across the globe. A Muslim should be able to determine 
which is Halal and which is not. Nowadays, the area of Halal covers not merely food, 
but has extended to cosmetics, pharmaceutical, and even services such as finance. The 
opposite of Halal is Haram; it is defined as what is forbidden according to Islamic 
law. However, the term non-Halal is often used in preference of Haram. In Malaysia 
for example, non-Muslims restaurants and food are signed non-Halal [4].   

2.2   Halal Business 

Halal today has been included in the area of business and trade. It has even become a 
new benchmark for safety and quality assurance [5]. Certified Halal products are gen-
erally acceptable by both Muslim and non-Muslim consumers [6]. This acceptance is 
due to the wholesomeness concept of Halal, which covers not only the Islamic law 
requirements, but also the requirements for good food, in terms of hygiene, sanitation 
and safety factors [5].  

The global Halal industry has become enormous. According to HDC [1] The an-
nual global market value for the entire Halal trade reach USD2.1 trillion. In UK 
alone, the retail sales of Halal meat grasp USD90 million. In Asia, with a Muslim 
population of approximately 1 billion, the prospect is even bigger. Knowing the po-
tential of Halal industry, the Malaysian government focused on making the country an 
international Halal hub. In the Ninth Malaysia Plan, Malaysia is aiming to be a stop 
center for Halal certification worldwide and positioned as the knowledge center for 
trade and investment promotion of Halal products. For that reason, the government 
established the Halal Industry Development Corporation (HDC) and organize annual 
international event such as the Malaysia International Halal Showcase (MIHAS) and 
World Halal Forum (WHF) [2]. SMEs involved in activities such as food processing, 
pharmaceuticals, and other consumables are encouraged to obtain Halal certification 
to leverage the country’s competitive edge in becoming the Halal hub. The govern-
ment even provides assistance to companies in a form of grant as much as 
RM150,000 per company for the development and promotion of Halal products, and 
another RM250,000 for productivity and quality improvement (Third Industrial Mas-
ter Plan). As a result, the number of Halal-certified enterprises started to grow and in 



256 A.K. Machfud et al. 

2010, it grew significantly by 20 percent, from 1,399 companies in 2009 to 1,679 
companies. 65 percent of these industries are from food clusters [7]. 

2.3   Halal Certification in Malaysia and Its Benefits 

Unlike other countries around the world that have private Islamic organizations is-
suing Halal certificates, Malaysia’s Halal certificate is issued by the government, par-
ticularly by the Malaysia Department of Islamic Development (JAKIM). Having the 
government controlling and monitoring the Halal certificate made Malaysia’s Halal 
brand much stronger than others [6]. According to Yusoff [8] Halal food certification 
refers to “the examination of food processes in its preparation, slaughtering, clean-
ing, processing, handling, disinfecting, storing, transportation and management prac-
tices.” The Halal concept, specifically in terms of food, should apply to all stages of 
its processes. In short, “from farm to table.”  

The benefits of Halal certification are clear: (1) It provides confidence to consumer 
in consuming the products, (2) it can be used as a marketing tool and provides the 
competitive advantage for the manufacturers, (3) it indicates that not only the product 
satisfy Islamic law requirements, but also adheres to stringent hygiene and sanitation 
practices, and (4) it also provides a mechanism for the authority to audit and monitor 
Halal food [8]. A study of consumer behavior in Malaysia by Danesh et.al. [6] shows 
that both Muslims and non-Muslims accept and consume Halal products, and they 
also satisfied with the quality. For manufacturers, the impact is more evident. In 2007, 
since the United Arab Emirates recognition of MUIS’ (Islamic Religious Council of 
Singapore) Halal certification system, the country’s food exports to UAE rocketed by 
67% in just one year [9].   

2.4   Web Portal 

A web portal is a term for a website that derived information from various resources 
and presented in an integrated form. It can accommodate large audiences, which can 
be translated to a large number of advertising viewers. Murray [10] expresses that 
information portal has the ability to organize large context based information and 
connects people with it. According to White [11] The basic architecture of an infor-
mation portal mainly comprise of the business information directory, the search en-
gine, the metadata crawler, the publishing and subscription facilities, and the import 
and export interfaces, all integrated in a web server.  

According to Dias [12], portals can be classified according to their type of envi-
ronment (public or corporate) and their functions (decision support and/or collabora-
tive processing). The portal discussed in this paper should fit the category of public in 
terms of its environment, and collaborative processing in terms of its functions. 

2.5   Price Indicator Information System 

Halal product price indicator in this paper is defined as a range of prices of Halal  
certified products produced by local SMEs in Malaysia. The objective of the price 
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indicator is to make price information more widely available for consumers as well as 
businesses in order to improve the campaign of Halal products. 

The price indicator information system in this paper refers to a specific feature that 
presents comprehensive information about Malaysia’s local Halal product prices. The 
idea was inspired by the price indicator information system found in the website of 
Ministry of Trade and Industry of Saudi Arabia (http://www.cpi.mci.gov.sa) and also 
in the website of Ministry of Business and Trade of Qatar (http://market.mbt.gov.qa/). 
According to Al-Abosh [13], in early 2010, The Ministry of Trade and Industry of 
Saudi Arabia launched the consumer price indicator information system. The system 
provides consumers information on various types of products and commodities, and 
also the price levels and comparison between products. The prices are updated on a 
daily basis. With this system consumers are able to choose suitable product that fits 
their level of income and they can also decide from which outlet or store they want to 
buy. In addition, the system also provides information to researchers and analyst on 
the movement of commodity prices through a series of time. Similar system can be 
found in Qatar’s Ministry of Business and Trade website, but with additional English 
language and more variety of goods. Everyday the people of these two countries 
viewed and use this portal as they get many benefits from it. 

Regarding the notion to promote local Halal products in Malaysia, by having the 
price indicator feature similar to the ones in Saudi and Qatar above, but built specific 
for local Halal products, customers will be encouraged to view the portal on a regular 
basis according to their needs. Therefore, the popularity of the local Halal products in 
the market will be increased gradually over time. It is believed that the more popular 
the product, the more the demand by the market, which will result in the growth of the 
local Halal SMEs. 

3   Current Issues 

Malaysia is a potential growth place for Halal SMEs as the government fully supports 
the establishment and development of Halal product and industry. Many efforts have 
been done to accomplish the country’s goal on becoming the world’s Halal hub. From 
policies written in the third industrial master plan, grants and annual events, to the 
establishment of relevant organization such as Halal Industry Development Corpora-
tion (HDC). However, as stated by Sobian [14], the awareness of the consumers to-
wards local or domestic product is still low. Lack of information on most of the Halal 
products in the market is the main factor that contributes to this situation. Another 
issue is that even though 85% of the Halal certified companies are SMEs and 68% of 
certified Halal products also come from SMEs [2], most of the Halal products well-
known in the market are those from the big or multinational companies. This situation 
maybe due to their large capital and marketing experience in the business industry. 

In terms of promotion, currently there are several websites that promote Halal 
SMEs in Malaysia. However, according to our observation, these websites merely 
provide general information, news and company profile. There is no specific website 
that provide local Halal products price information and at the same time, distinguishes 
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appropriate to categorize the local Halal SMEs to manufacturers and stores, as they 
may sell the same product but with different prices. Generally, stores will be selling 
Halal products with retail price while manufacturers with wholesale price. 

As can be seen from Figure 2, manufacturers and stores interact with the system by 
providing registration details, their products and its prices. In return, the system will 
provide them with subscription approval. The companies can also update their pro-
files and product prices on a regular basis. The system provides potential customer 
with local Halal SMEs’ profiles including their products and prices. JAKIM has  
the role of giving the portal Halal product and manufacturers details together  
with their ownership status, as it will differentiate between local or non-local Halal 
SMEs.  

 

 

Fig. 2. Relationships between the portal and its components 

 
Figure 3 illustrates the functionality of the portal by defining its users, functions 

and relationship between them. Manufacturers and shops have a general term local 
Halal SME. A local Halal SME can subscribe for a membership where after being 
approved, has a choice to update its profile. Product prices can also be updated. The 
local Halal SME will then have to update the prices on a regular basis. A potential 
customer can view manufacturers or shops profiles, view their products’ prices, and 
also able to compare prices between products in the same category. He or she can also 
view product price history or movement of a certain product. JAKIM will upload the 
Halal certification database and it will also include the SME ownership profile (e.g. 
whether it is local or not). This action will filter the local Halal SMEs. 
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Fig. 3. Portal functionality and its components 
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they cannot reach within their current capabilities. Customers are the direct beneficia-
ries of the portal as they can browse through a variety of local Halal products made by 
manufacturers from a reliable source. At the same time, they can compare between 
them in terms of prices and specifications before deciding to purchase from a certain 
physical store or even directly to the manufacturer. A feature of product price history 
and prediction in the portal will tell customers the direction of prices depending on 
their movement. As a result, customers can decide to purchase now or delay the pur-
chase according to product price prediction. JAKIM as the one who maintain and 
manage the portal will benefit indirectly from it by promoting themselves as trusted 
major regulators in the Halal product market.  

In terms of social and economic value, the establishment of the portal promotes 
price transparency and fairness, helping local Halal SMEs to find their roots in a very 
competitive market. The portal will also allows middle-class customers to compare 
between prices in order to decide what and where they should purchase the Halal 
product suitable for them.  

6   Challenges in Implementation 

Several challenges may arise in implementing the Halal Product Price Indicator Por-
tal. First, identifying local and Muslim owned manufacturers and suppliers can be 
quite difficult. Some manufacturers are built as a joint stock company, which means it 
has more than one owner (e.g. part of the company is owned by a non-local or a non-
Muslim); making the ownership status of the manufacturer ambiguous. The second 
challenge is to enforce the local Halal SMEs to update their product prices on a regu-
lar basis, as they may not comply to update their products. In addition, there is also a 
chance that the companies submit false prices. Thus, an appropriate policy must be 
constructed and actively enforced by JAKIM to establish and ensure customers’ trust 
on the portal. 

7   Concluding Remarks 

The proposed Halal Product Price Indicator Portal concept can provide a place for 
local Halal SMEs in Malaysia to promote their products in the market. It is believed 
that the involvement of relevant government institution will add value to the portal 
and nurture trust from customers. The future concept of the portal can be extended to 
provide more features and functionalities such as e-commerce or marketplace where 
customers or businesses can interact and purchase products directly from the portal. 
However, more research on this issue is definitely needed.  
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Abstract. Enterprise Architecture (EA) is an approach which aims to align IT 
and business strategy to help organizations invest wisely in IT and make the 
most of their current IT facilities. In fact, EA is a conceptual framework which 
defines the structure of an enterprise, its components and their relationships. It 
is considered to be a massive and also complicated job which if proper methods 
and approaches are not used, a huge amount of chaos and overheads will be 
caused. This paper aims to introduce a structure for organizing EA tasks. This 
structure provides guidelines on how to organize and document business ser-
vices. Therefore, a more organized EA process will be carried out and both time 
and effort are saved. A case study is used to elaborate and explain the structure 
accompanied by the evaluation and discussion. 

Keywords: Enterprise Architecture, Service Oriented Architecture, EA, SOA, 
BAITS, Information System Architecture. 

1   Introduction 

Organizations face an increased level of competitiveness nowadays. IT plays an im-
portant role to help organizations stay competitive and moving forward. The align-
ment of IT with business is one of the main issues. Enterprise Architecture (EA) helps 
to align Business strategy with IT. As mentioned by Kaisler et al. (2005) “Organiza-
tions need to have clear, but concise, strategic plans for business and IT. The business 
strategic plan becomes the driver for the EA” [12]. Therefore, the main purpose of 
EA is to create a unique IT environment within an enterprise. EA is sometimes ac-
companied by the term Service –Oriented Architecture (SOA). Bell (2007), one of the 
leading Enterprise architects, defines EA as a city planner, “one who oversees how 
the entire landscape comes together” [2]. In fact, when entire city is considered  and  
how different sections fit into the city. Conversely, he believes SOA focuses on the 
“delivery of city services and facilitating communication within the city” [2].  

There are a vast majority of frameworks and guidelines on how to do EA and  
how to align business and IT. However, there is still not a common solution. Frame-
works are short of architectural parts definition. Moreover, it is quite difficult to 
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communicate the outcome of EA to the whole organization since connections are not 
well understood or documented [11]. 

BAITS (Business-Aligned IT Strategy) is a set of well-defined methods and tools 
towards IT-business alignment. BAITS helps organization to achieve a holistic view 
of their organizations and different sections. All core services, their relationships and 
stakeholders’ interactions with those services will be clarified.  

As a result, a map will be produced and each individual can point out the section 
they are working on. Thus, it will facilitate coordination. This approach helps to align 
IT and business more efficient and effective. 

This paper provides an introduction on BAITS approach. The main objective is to 
show how BAITS is different from other EA frameworks and how it adds value to 
organizations. Section two provides some backgrounds on EA and SOA along with 
related work and the concept of business-IT alignment. Third section defines BAITS, 
its structure and phases. Section four shows a case study with the results of BAITS 
being applied in a particular domain; followed by section five which provides valida-
tion and discussion on the outcome of BAITS application. Finally, a brief conclusion 
of the whole paper is provided in section six. 

2   EA and SOA 

Enterprise Architecture (EA) can be defined as a representation of all enterprise com-
ponents with their interactions and relationships. “It is a complete expression of the 
enterprise” [24]. Rood (1994) defines EA as the representation of components and 
their interactions within an enterprise. He believes that “EA is a conceptual frame-
work that  describes how an enterprise is constructed by defining its primary  
components and the relationships among these components” [23]. EA helps to have 
centralized and consistent information within an enterprise. Thus, duplication and 
inconsistencies will be reduced. This brings some benefits for the enterprise. First, 
this information is of high quality and available whenever and wherever needed to 
make better decisions. Second, it helps to invest wisely in IT and, in fact; it improves 
Return on Investment (ROI) for future IT implementation” [15]. Therefore, EA can 
reduce cost and keep enterprises competitive. The EA deliverables includes models, 
graphics, representation and description/documentation for future roadmap and IT 
strategy.  

2.1   Service Oriented Architecture (SOA) 

There is no commonly agreed definition for SOA. IBM defines it as “an enterprise-
scale IT architecture for linking resources on demand. The primary structuring  
element for SOA applications is a service as opposed to subsystems, systems, or com-
ponents" [10]. Therefore, SOA simply identifies services, stakeholders and their inter-
actions by considering whole enterprise. Jones (2006) introduces some guidelines to 
carry out SOA [11]. A brief explanation is provided below; each phase answers a 
particular question: 
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1. What (What does the company do): the services which a particular organization 
provides will be determined (Project Scope). 

2. Who (Who does it): all stakeholders who are interacting with services are identi-
fied. 

3. Why: the relationships and interactions within services and between services and 
stakeholders are identified. 

4. How: how a particular service operates inside and organization is determined. For 
this purpose, a brief description may be written or separate diagram (could be Use-
Case, Activity, Process or Sequence Diagram according to UML guidelines) may 
be drawn.  

2.2   Related Work 

Many frameworks have been developed to structure the EA implementation. They 
provide guidelines for and list of things that must be captured, analyzed and imple-
mented. Zachman framework (1987) is the earliest framework. John Zachman first 
introduced this framework in 1987 [31] and, then, with Sowa collaboration extended 
it in 1992 [26]. It is well defined and considered to be “the most referenced frame-
work that is also a basis for evaluating, establishing and customizing other enterprise 
architecture frameworks, methods and tools” [8]. Zachman introduced a matrix and 
guides through generating each cell to do the EA job. His website provides a practical 
foundation through EA implementation [30] as well as series of his workshops, semi-
nars and conferences. According to Schekkerman, 25 percent of organizations use 
Zachman framework [25]. 

Another framework is called EAP (Enterprise Architecture Planning) which was 
first published by Steven H. Spewak in 1990s. He was a professional practitioner in 
the area of System Architecture and developed EAP as “the process of defining archi-
tectures for the use of information in support of the business and the plan for imple-
menting those architectures” [27]. EAP adopts a business data-driven approach which 
intends to make sure that Information Systems are of high quality. For this purpose, it 
emphasizes on a developing stable business model, defining dependencies before 
implementing system and ordering implementation activities based on the data de-
pendencies. The other well-known framework is, TOGAF (The Open Group Archi-
tecture Framework) has been developed by the Open Group in mid-1990. The latest 
version, TOGAF 9.0, was released on February 2009 [29]. The main emphasis is to 
produce Business, Application, Data and Technology architecture through a well 
defined circular structure. 

Apart from well-known framework, many organizations use their own-developed 
EA framework to align business and IT. Kamogawa and Okada introduce a frame-
work for EA which enhances adaptability and stability [13]. However, there is no 
proof that their work would increase the adaptability by hundred percent. Further-
more, Capgemini Company developed an Integrated Architecture framework (IAF) 
[5]. According to a survey in 2005 [25], three percent of the organizations used their 
framework for implementing EA. This framework provides a unique approach 
throughout the architecture design and also deployed Oracle E-Business suite. In 
addition, other frameworks such as APS (Application Portfolio Strategy) have been 



266 S. Ketabchi, N.K. Sani, and K. Liu 

developed in this company which helps to align business and IT [6] [7]. This frame-
work is further worked out with collaboration of a research group in the University of 
Reading and a new framework called BAITS (Business-Aligned IT Strategy) has been 
developed. 

3   The Alignment of Business and IT Architectures  

The critical component of every organization is an IT strategy which drives and facili-
tates business objectives. IT and business alignment, in fact, is an opportunity to ob-
tain greater value from current and future IT investments [28]. ”The challenge of 
aligning Information Technology (IT) to business has often been cited as a key issue 
by IT executives” [14]. Some papers suggest different instrument to measure the 
alignment between IT and business. For instance, Khaiata and Zualkernan (2009) 
present a tool to identify maturity alignment and existing gaps [14]. This instrument 
“is based on Luftman’s “Strategy Alignment Maturity Model” (SAMM) [19]; it di-
rectly encodes all attributes of SAMM alignment areas using a unidimensional 
framework” [14].Different documents are talking about different aspect of IT to be 
aligned with business; however, we believe if IT architecture is aligned, other parts 
will be aligned automatically or by a little effort. 

The BAITS approach helps to understand where and identify where business value 
created by IT. First, all core business services and their relationships inside an organi-
zation will be determined. Then, stakeholders’ interactions with them, business norms 
and rules will be identified. The same knowledge will be acquired about IT estate, 
applications and infrastructure. Afterwards, IT strategy and roadmap will be produced 
to provide insights into future business vision for the organization (figure 1) [3]. 

 

Fig. 1. Key concepts of BAITS [6] 

Quite a few factors hinder the alignment of IT and business. First, there are few 
experts in this field that can be trusted. Second, organizational culture may hold back 
this process. Gregor et al. (2007) considers the social aspects of alignment [9], such as 
management support [22], corporate planning styles [19], and the communication of 
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business plans to stakeholder groups [4]. Nonetheless, using a well-defined frame-
work may solve these problems [1]. 

4   BAITS 

4.1   BAITS in General 

BAITS is an Enterprise Architecture framework which is developed by the CEAR 
(Capgemini Enterprise Architecture Research) group; shared group between the  
Informatics Research Center (IRC) in the University of Reading and the Capgemini 
Company. It consists of a number of analysis and modeling techniques which help to 
align business needs with IT efficiencies and investments. BAITS is benefited from 
other successful framework and methods; such as TOGAF (the Open Group Architec-
ture Framework) and Organizational Semiotics concept and principles. 

The BAITS architecture is shown in figure 2. It is composed of 4 main stages; 
Business Service Architecture, Portfolio Value Analysis, Portfolio Investment Analy-
sis and Transformation Roadmap. Each stage presents several techniques to achieve 
corresponding goals. 

 

 

Fig. 2. BAITS Architecture [17] 

The ‘business service architecture’ phase provides the foundation for other stages. In 
fact, the higher quality output from this phase will improve other phases which are more 
focused on qualitative and quantitative (monetary) value of services. In other words, as 
in any EA framework, apart from identifying service, there should be valuation and 
analysis about those services as is in other phases, explained in [20][21]. Explaining all 
stages is beyond this paper; therefore, we focus on the first phase and represent how it 
provides effective input for other phases in terms of quality and efficiency. 
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4.2   Business Service Architecture 

The architecture of all services in an organization will be portrayed by accomplishing 
five main analysis efforts. Each analysis in this stage makes an effort to investigate a 
particular aspect of the system.  

 
• Business Domain Analysis (BDA) 

The main purpose is to determine the goals, mission, market condition, business 
processes, structure of a particular organization and also related stakeholders. It pro-
vides a holistic view of the organization and verifies the scope which analysts should 
work on. It is of a great importance since further analysis is based on the knowledge 
gained through this stage. Therefore, to align business and IT successfully, a complete 
knowledge of the business and its related issues must be acquired [17].  
• Business Service Analysis (BSA)  

It is done as the extended analysis of BDA. All core and support services within an 
organization will be identified, refined and combined. During this stage the question 
“what the company does” will be illuminated and related models will be drawn to 
clarify it. 
• Stakeholder Analysis (SA)  

All the main groups of stakeholders will be determined along with their roles, re-
sponsibilities and their impact on the organization. This phase attempts to answer the 
“who” question; “who does it”. A comprehensive analysis will be done to determine 
all relevant stakeholders according to the stakeholder onion model [18] from Organ-
izational Semiotics approach [17].  
• Business Activity Analysis (BAA)  

All activities, functions, and processes which realize a particular business service 
and also those which operate across business services will be identified.  
• Business Rule Analysis (BRA)  

All norms and rules which govern the whole business operations of an organization 
will be specified. The agent (subject) along with conditions and impediments in which 
a norm should or should not be realized will also be determined. 

Different question pronouns will be answered for this purpose. The main focal 
point of this section is the ‘Business Service Analysis’; however, it embraces the 
other two analysis (‘Stakeholder Analysis’ and ‘Business Activity Analysis’). In fact, 
four main question pronoun will be asked and answered; ‘what’, ’who’, ’why’, ’how’.  
• What: determines all business services  
• Who: identifies all related stakeholders 
• Why: finds out about the relations and connection between different service and 

their stakeholders as well. 
• How: defines all processes and activities which implement a particular service and 

also organize services. 
 

The outcomes of this section are input for other phases. Following section shows how 
these principles are applied in practice and what the outputs which act as inputs to 
other phases are. 
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5   Case Study (Part of BAITS to Help with Alignment) 

The case study is a port-operator company which manages all exports and imports 
regarding to a particular port. This company has many services; such as Cargo Hold-
ing Equipments, Container Operation, General Cargo Operation, Sale, Finance and 
etc. In this paper, the high level architecture of the company is presented (Figure 3). 

 

Fig. 3. Enterprise Level 0 SOA 

Terminology: a vessel is a ship and consignee is a legal entity who owns the goods 
(stuff).   

Table 1. Structure for organizing Business Service Architecture 

Business Service 

ID:002 Type: core service Service name: Private 
Terminal Services Business Value:  Date:  

Description: all stuff should be stored here after imported or before export. 
Stakeholders: consignee 
Service Capabilities: storing stuff, issuing storage bill, verifying custom declaration of 
stuff. 

Process/activity Models: Private Terminal Service - activity diagram 

Relationships: Enterprise Level 0 SOA 

IT Applications: Private Terminal system  IT Application Value to  
Business Service:  

Recommendations:  
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Table 1 represents all information about the ‘private terminal service’. Each field in 
the table1 provides a set of related information, which is gathered from different 
analysis and modeling techniques all across the organisation, for its related audience. 
Each field in table1 is explained here. 

• Service name: The name of a business service.  
• ID: The numbering system is used for each service.  
• Type: The type of the service can be “core business service” or “support service”. 
• Business Value: A business value represents a level of the strategic role of this 

business service to the business operation from the stakeholders view points and is 
calculated based on stakeholders’ feedback. 

• Date: when service is documented to keep track of changes to the business service.  
• Description: A brief description of what this business service is capable of doing 

in the business domain. 
• Stakeholders: A list of stakeholders who have the input to and/or output from the 

business service.  
• Service Capabilities: A detailed description of the service capabilities.  
• Process/activity models: The models to show how the business service operates. It 

could be process models or activity diagram (based on UML notations [8]) to clar-
ify the set of processes and activities that collaborate to a particular service. For 
example, the activity diagram in figure4 shows the series of activities needed to 
carry out the when a container is loaded and needs to exit from Private.  

 

Fig. 4. loading and send out container from private Terminal Service – activity diagram 

• Relationships: interactions with other business services 
• IT Applications: A list of all IT applications which support the service.  
• IT Application Value to the Business Service: The importance of an IT application 

to the business service is assessed some valuation technique. 
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• Recommendations: It represents the decisions having been made over the service, 
recommendations for future strategy decisions, etc.  For example, if a business 
service has a high business value but a relatively low IT application value, it may 
indicate that the IT investment in this service should be re-considered.  

6   Evaluation and Discussion 

Enterprise architecture considered being complicated enough even if everything is 
done perfectly; however, lack of good documentation and referencing methods makes 
it more complicated specially in large scale projects. Service oriented architecture 
(SOA) is one of the successful methods for enterprise architecture. Nonetheless, like 
most other methods, it does not suggest any methodical approach for documentation 
and cross-referencing system. Lack of a documentation system in SOA can lead to 
chaos especially when the results (service models, process Models and etc.) are ar-
chived for future use.  

BAITS as an EA framework seek to enhance SOA by suggesting patterns and ap-
proaches to document services, their process models and the relation between sub-
services and super-services. This structured documentation of services can be reused 
more easily even by another team of analysts, without spending too much time on 
finding relations between documents and their process models. In other words, struc-
tured documenting improves the overall performance of BAITS as an EA framework. 
This feature is missing in almost all other EA frameworks.  

Moreover, the BAITS framework offers a simple and familiar set of understand-
able and applicable techniques and methods to reduce the complexity and enhance the 
overall affectivity of EA projects. The first phase as described in this paper follows a 
simple and precise structure to document services which are identified as a result of 
applying these set of techniques and methods. For example, the ‘Relationships’ field 
in table1 shows the relationships between that particular service with other services. 
This information is scattered across the enterprise. Applying the BAITS framework 
helps to gather all this information in one place to reduce further effort for under-
standing basic information about a particular service, including its capabilities and 
relationships with other services. This is crucial in any EA framework and BAITS 
leverage the EA potential and competency and deliver a more effective project and 
outcome as a result.  

7   Conclusion 

This paper describes the concept of enterprise architecture (EA) and service oriented 
architecture (SOA) in addition to methods and approaches developed for this purpose 
so far. A customized method for EA, BAITS, is also introduced and explained. 
BAITS is a framework which attempts to guide through EA process and help with 
analysis and also documentation. The main focus is on introducing a structure for 
documenting services so that all information about a service is collected in one place 
and, therefore, there is an integrated view of a service with all of its sub-services, 
processes, stakeholders, IT systems and related decisions and recommendation in one 
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place. This has advantages both during development and also afterwards during main-
tenance either by the same development team or completely different one. 

Future work includes further development of the structure and providing guidelines 
on how to calculate values field. A more formalized approach for stakeholder analysis 
will also be desirable. 

Acknowledgments. The authors would like to thank Dr. Sam Chong for his valuable 
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Abstract. A real-time system is one in which the temporal aspects of its beha-
viour are part of their specification. The problem with traditional real-time spe-
cification is no guarantees on when and how many deadlines may be missed can 
be given to the tasks because their specification is focused on met all the dead-
lines and cannot missed it, otherwise the tasks is totally failed. Thus, the weakly 
hard specification solve this problem with define a gradation on how the dead-
lines can be missed while still guaranteeing the tasks meets their deadlines. In 
this paper, a review has been made on the three specifications of real-time sys-
tems which is losses or missed of the deadlines can be permitted occasionally. 
Three criteria used in the evaluation are the process model, temporal specifica-
tions and predictability. These three criteria were chosen because the tasks in 
real-time systems are usually periodic in nature, have timing constraints like 
deadlines and the behaviour of the systems must be predictable. The three  
specifications we reviewed in this paper are the skip constraints known as skip 
factor s, (m,k)-firm deadlines and the weakly hard constraints. The objective of 
review is to find which specification is better in order to predict the behaviour 
of a task based on those three criteria. Based on our review, it is concluded 
that the weakly hard constraints outperforms the two conventional specifica-
tions of weakly hard real-time systems using that three criteria based on our 
evaluation by using a mobile robot case study due to its capability to specify in 
a clear of the distribution of deadlines met and missed. 

Keywords: Weakly-hard real-time systems, the process model, temporal speci-
fications, predictability, weakly-hard specifications. 

1   Introduction 

Real-time systems are computer systems that based on which the correctness of the 
results of a task is not only related to the computations performed, but also on the 
time factors at which the results are produced or outputs are generated. The traditional 
real-time systems are classified into two categories, one is hard real-time system and 
another is soft real-time system [1]. In applications of real-time, for hard real-time 
system, no deadline miss is tolerated or in other words, its deadline must meet  
successfully otherwise the task easy to face a failure. Meanwhile, for soft real-time 
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system, deadline miss is tolerated but minimized and occasionally, however, the term 
occasional is not precise with meaningful. Nevertheless, it is still acceptable even 
though the task is delayed because missing a deadline usually happens in a non-
predictable way. The new generation for a real-time system is weakly hard real-time 
system which is provides a mechanism that can tolerate some deadlines with specifies 
in a clear, predictable and bounded way where the deadlines can be missed [2]. 

The problem with traditional real-time specification is in hard real-time systems, it 
is very restrictive because all the tasks must meet their deadlines. Meanwhile, in soft 
real-time systems, it is too relaxed because no guarantees can be given to the dead-
lines either it is met or missed. As hard real-time and soft real-time systems are miss 
restriction and miss tolerate respectively, the weakly hard real-time system can inte-
grate both of this requirements by distributed the way of missed and met deadlines 
accurately. In weakly hard real-time systems, missing some of the deadlines is al-
lowed occasionally, however it is still necessary and crucial to finish the tasks within 
a given deadlines. Likewise, it is concerns the specification of real-time systems 
where a specified number of deadlines can be missed is more precisely defined. 

There have been three available and well-known approaches for specifying real-
time systems that can let some deadlines to be missed occasionally. Firstly, the skip 
factor, s which a task has a skip factor of s it will have one invocations skipped out of 
s [3], secondly, the notion of (m,k)-firm deadlines which is to specify tasks that are 
required to meet m deadlines in any k consecutive invocations [4] and lastly, the 
weakly hard constraints with the simplest one is the  constraint that a task meets 
any n in m deadlines, at least n invocations that meet the deadlines [5]. The criterion 
for reviewing the specification is based on the process model, temporal specifications 
and predictability. These three criteria were chosen because in [3], [4] and [5], those 
criteria were mentioned and used in order to evaluate their method. 

The reason to review these three specifications it is because they are known as 
most widely used in the sense of weakly hard real-time systems. Therefore, from the 
review, we want to identify most suitable specification based on the three criteria we 
used in this paper. The objective of this review is to find which specification is per-
forming well due to be used in a scheduling analysis framework in order to predict the 
tasks performance. 

This paper is organized as follows. In section 2 we review the related work. After 
that, the evaluation of the strategy and the criteria are in section 3. In section 4, three 
specifications of real-time systems that can tolerate losses and missed of deadlines 
occasionally are evaluated, which involve the skip factor, s, (m,k)-firm deadlines and 
weakly hard constraints. Section 5 and 6 will be discussing and concluding the result 
of the evaluation. 

2   Related Work 

There have been some grateful efforts were proposed by other researchers as previous 
works to the specification of the weakly hard real-time systems in different approaches.  

The first work is done by [3], who introduced the skip over scheduling algorithms 
do skip some task invocations according to the notion of skip factor, s. If a task has a 
skip factor of s it will have one invocation skipped out of s consecutive invocations. 
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That means, the distance between two consecutive skips must be at least s periods (it 
can be specified as a (s – 1, s)-constraint). When s = infinity (∞), no skips are permit-
ted. The advantage of using this specification is skipping a task instance has no effect 
on the release time of the next instance [3]. However, the disadvantage is a selected 
number of task invocations are discarded (or skipped) even though the tasks could 
meet their deadline or there may be available computation resources to finish on time. 

Further, the notion of (m,k)-firm deadlines is a scheduling algorithm was initially 
introduced by [4]. It is characterized by two parameters: m and k which means at least 
m invocations meet their deadline in any k consecutive invocations of the task. The 
priority of a task is raised if it is close to not meeting m deadlines on the last k invoca-
tions. The advantage of using this specification is the requirements of real-time appli-
cation can be more precisely expressed using the proposed deadline model [4].  
However, the disadvantage is it does not provide any guarantees on the number of 
deadlines a task can be missed. 

Recently, the  constraint which is equivalent to the (m,k)-constraint was intro-

duced by [5] with the other three constraints: , ,  and they called as weakly 
hard temporal constraint. The advantage of using this specification is it clearly speci-
fied bounds on the number of deadlines a task may miss and on the pattern how these 
deadlines can be missed. They summarize the temporal properties of specifications 
available of weakly hard real-time systems; point out the relations between various 
specifications. Furthermore, they point out that specification should be considered 
from two aspects [5]: 

 
1) A task maybe is sensitive to the consecutiveness of deadline met while another is 

only sensitive to the number of deadline missed. 
2) A task maybe is sensitive to the consecutiveness of deadline missed while another 

is only sensitive to the number of deadline missed. 
 
Furthermore, the evaluation of (m,k)-firm deadlines is done by [7] with compared 

their work with (k,k)-firm constraint (or equivalently hard real-time) in order to show 
(m,k)-firm deadlines is more relaxed in terms of deadline concept. By using case 
study, they concluded that the (m,k)-firm deadlines outperforms the (k,k)-firm con-
straints in terms of relaxing the resource requirements.  

These previous works have introduced the idea of systems which tolerate some 
missed deadlines and this makes it easy for us to generalise their ideas and therefore 
to be able to apply their work in a more general framework. 

3   Evaluation of the Strategy and the Criteria for Weakly Hard 
Real-Time Systems 

In this paper, we apply three criteria namely the process model, temporal specifica-
tions and predictability from [2] to evaluate the systems that may tolerate some degree 
of missed or losses deadlines, through the adoption of a real-time concepts. Figure 1 
shows the process flow for our review about the criteria that we identified for weakly 
hard specifications. 
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Fig. 1. The process flow of the review 

In order to show the benefits of using these three criteria into the weakly hard spe-
cifications, a suitable task set was used. A Mobile robot case study was chosen be-
cause this case study consist two types of tasks, hard tasks and soft tasks [6]. Thus, it 
can be clarified as unnecessary to meet the entire task and message deadlines as long 
as the misses (or deadlines) are spaced distantly/evenly. The followings are descrip-
tions and the importance on each of the criteria: 

 
1) The process model is described as a periodic operation consists of a computation 

that is executed repeatedly, in a regular and cyclic pattern. These operations are 
usually called tasks and the tasks are independent. Formally, τ denotes a periodic 
task. The period of periodic tasks is denoted by Ti, the relative deadline of the task 
is denoted by Di and N is the number of tasks. The process model is important in 
weakly hard real-time systems because in order to know a method is useful or not, 
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we should have a task and the task must have period and deadline. Additionally, 
the values of period and deadline of the tasks are used to predict the behaviour of 
the tasks. Furthermore, we can know what types of each task and it make an easy 
to analyse the tasks. 

2) The temporal specifications of the system are set by means of temporal con-
straints. The most widely used temporal constraint is the deadline. The importance 
of temporal specifications in weakly hard real-time systems is as guidance to the 
tasks because how we could define missing some deadlines is tolerated if we not 
put timing constraints into a task. So, we need to specify temporal constraints in 
order to ensure the task not exceeds the deadlines. The requirements of real-time 
applications can be more precisely expressed using the temporal specifications. 

3) The predictability has the property required to meet the timing requirements. Pre-
dictability requires that information about the system is known. The most impor-
tant information needed is the worst case computation time of the tasks and it is 
denoted by Ci. The predictability is important due to guarantee the tasks meet all 
the deadlines and on the other hand, to ensure the tasks meet the temporal con-
straints. In weakly hard real-time systems, even though some deadlines can be 
missed, the tasks still can be guaranteed predictable because it is still be able to 
meet the timing requirements by specify in clear such a met and missed deadlines 
of the tasks. 

 
These three criteria were chosen to reviewed in this paper because the tasks in real-

time systems are usually periodic in nature, has deadlines and real-time systems 
commonly control systems. In control systems, the behaviour must be predictable. In 
fact, the notion of predictability and timing constraints like deadlines is very impor-
tant to real-time systems.  

Furthermore, each instance of a task has a deadline constraint by which it is ex-
pected to complete its computation [4]. In order to identify a most suitable specifica-
tion, these three criteria are important where the process model that consists period 
and deadline allows an easy verification of the satisfaction of temporal specifications. 
Then, it is important to guarantee the systems meeting all the deadlines due to be 
make the systems be predictable properly. 

4   Evaluation of the Result 

After we discussed about the strategy and the criteria, each specification is evaluated 
in order to generate the results. The followings are the evaluation result of skip factor, 
s, (m,k)-firm deadlines and weakly hard constraints based on each criteria. 

4.1   Skip Factor, s 

The notion of skip factor, s is a task which has a skip factor of s it will have one invo-
cation skipped out of s consecutive invocations [3]. That means that the distance  
between two consecutive skips must be at least s periods. That is, after missing a 
deadline at least s – 1 task instances must meet their deadlines [3]. When s equals to 
infinity (s = ∞), no skips are allowed.  
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4.1.1   The Process Model 
The process model for skip factor s is represented by a task and each task is characte-
rised by its period (Ti) and the deadline (Di). We specifies the relative deadline of a 
task equals to its period (Di = Ti). The worst case computation time Ci will be neces-
sary for used in the schedulability tests. In additionally, each task is divided into in-
stances where each instance occurs during a single period of the task. Every instance 
of a task can be red or blue [3]. A red task instance must complete before its deadline; 
a blue task instance can aborted at any time or in other words, task instance miss its 
deadline.  

Therefore, the reader should realise the skip factor, s can fulfill the basic of the 
process model with additional information. Table 2 shows evaluation of skip factor, s, 
based on the first criteria, the process model. 

Table 1. Evaluation based on the process model for skip factor, s 

Task Period (Ti) 
(ms) 

Deadline (Di) 
(ms) 

Ci 
(ms) 

MobileRobot 50 50 1 
motorctrl_left 50 50 20 
motorctrl_right 50 50 20 
Subsumption 80 80 1 
Avoid 100 100 17 
Cruise 100 100 1 
manrobotintf 500 500 16 

 
From the table above, we specified motorctrl_left, motorctrl_right, Subsumption 

and Avoid task as a red task equivalent to a hard periodic task. In other words, no 
skips are allowed for these four tasks and the tasks must finish within its deadline.  
Meanwhile, for MobileRobot, Cruise and manrobotintf task, these three tasks can 
have red and blue task instance in each task depends on how this instance executed 
during a period of time. A blue instance has been rejected if its fail to complete before 
its deadline in order to satisfied a red instance to finish before its deadline. It is be-
cause the priority is given to red task instance.  

4.1.2   Temporal Specifications 
The possible skips of a task is characterised by its skip parameter 2 ≤ s ≤ ∞, which 
represents the tolerance of this task to missing deadlines [3]. That means this parame-
ters gives the distance between two consecutive skips must be at least s periods. The 
skip constraint is used to make spare time in order to ensure all tasks complete or 
finish within a given deadline.  

Table 2 shows evaluation of skip factor, s, based on the second criteria, temporal 
specifications. 
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Table 2. Evaluation based on temporal specifications for skip factor, s 

 
Task Period (Ti) 

(ms) 
Deadline (Di) 

(ms) 
Skip factor s 

MobileRobot 50 50 2 
motorctrl_left 50 50 ∞ 
motorctrl_right 50 50 ∞ 
Subsumption 80 80 ∞ 
Avoid 100 100 ∞ 
Cruise 100 100 2 
manrobotintf 500 500 2 

 
From the table above, consider as example, for motorctrl_left task until Avoid task, 

s is equal to infinity, that means these four tasks are not allowed to skip. For Mobile-
Robot, Cruise and manrobotintf task, we specify that three tasks have the same skip 
parameters, s = 2. Hence, the tasks are permitted to skip one instance every 50, 100 
and 500 periods but just for two times. The value of s can be any number depends on 
how many times we want each task to skip.  

4.1.3   Predictability 
Basically, two scheduling algorithms were used in the skip-over model. Firstly, the 
Red Tasks Only (RTO) algorithm is used to schedule red tasks instances according to 
Earliest Deadline First (EDF) algorithm. Secondly, the Blue When Possible (BWP) 
algorithm is used to schedule blue tasks instances without bother any red task from 
completing their execution within its deadlines.  

In order to show the benefits of using the skip factor, s on the third criteria, predic-
tability, a suitable task set was used. The following case study, based on the one de-
scribed by [6] will be useful to illustrate that evaluation. Table 3 shows the task para-
meters of the task set. 

Table 3. Evaluation based on predictability for skip factor, s 

Task Period (Ti) 
(ms) 

Deadline (Di) 
(ms) 

Ci 
(ms) 

Skip factor 
s 

MobileRobot 50 50 1 2 
motorctrl_left 50 50 20 ∞ 
motorctrl_right 50 50 20 ∞ 
Subsumption 80 80 1 ∞ 
Avoid 100 100 17 ∞ 
Cruise 100 100 1 2 
manrobotintf 500 500 16 2 
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From the table above, we note that the seven tasks cannot be scheduled, because 
this task set have the processor utilization factor, U = 1/50 + 20/50 + 20/50 + 1/80 + 
17/80 + 1/100 = 16/500 = 1.08 > 1 and consequently some instances will necessary 
miss their deadlines in order to guarantee all tasks complete or finish within a given 
deadline. We note that motorctrl_left, motorctrl_right, Subsumption and Avoid task 
are red instance and indeed are not allowed to skips. On the other hand, definitely no 
blue instance in these four tasks.  Meanwhile, for MobileRobot, Cruise and manrobo-
tintf task, it is possible to have red and blue task instance.  

Figure 2 shows MobileRobot task is skip one instance at second execution in order 
to give spare time to other tasks to execute during a period of time due to guaranteed 
the task complete before their deadline. The reader should realise, motorctrl_left and 
motorctrl_right task succeed to finish before its deadlines.   

On the other hand, the first occurrence for MobileRobot task is red, thus according 
to BWP algorithm, a higher priority is always assigns to red tasks instances, that 
means the first occurrence of MobileRobot task namely red instance must completed 
within its deadlines. However, the second occurrence for that task is blue instance, so 
missing its deadlines is allowed due to give the second occurrence for motorctrl_left 
task namely red instance to execute and completed within its deadlines. 

 

 
Fig. 2. Skipping a task 

4.2   (m,k)-Firm Deadlines 

The notion of (m,k)-firm deadlines is expand from the notion of skip factor whereas to 
specify tasks (or message) which are desired meets at least m deadlines in any win-
dow of k consecutive invocations [4]. Also, have the same m and k parameters for all 
tasks where it is declared as if the task is fully finish before or at the end of deadline, 
the task is successfully met its deadline. Otherwise, the task is missed it or dynamic 
failure occurs.  
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4.2.1   The Process Model 
The process model for (m,k)-firm deadlines is represented by a task and each task is 
characterised by its period (Ti) and the deadline (Di). We specifies the relative dead-
line of a task equals to its period (Di = Ti).  

Therefore, the reader should realise the (m,k)-firm deadlines can fulfill the basic of 
the process model. 

4.2.2   Temporal Specifications 
A task has two parameters m and k such as that a dynamic failure occurs if less than m 
out of k consecutive tasks meets their deadlines [4]. A task is said to have a (m,k)-firm 
guarantee if it is adequate to meet the deadlines of m out of k consecutive invocations 
of the task. In other words, task should meet m deadlines for every k consecutive in-
vocations. The numbers m and k are integers such that m ≤ k. The deadline model has 
two parameters m and k is used to better characterise the timing constraints. Table 4 
shows evaluation of (m,k)-firm deadlines, based on the second criteria, temporal spe-
cifications. 

Table 4. Evaluation based on temporal specifications for (m,k)-firm deadlines 

Task Period (Ti) 
(ms) 

Deadline (Di) 
(ms) 

(m,k) 

MobileRobot 50 50 (1,5) 
motorctrl_left 50 50 (1,1) 
motorctrl_right 50 50 (1,1) 
Subsumption 80 80 (1,1) 
Avoid 100 100 (1,1) 
Cruise 100 100 (1,5) 
manrobotintf 500 500 (2,5) 

 
From the table above, it shows four from seven tasks has (1,1)-firm deadlines, 

namely motorctrl_left, motorctrl_right, Subsumption and Avoid which means those 
four tasks indeed must meet their deadlines.  In a MobileRobot and Cruise task with 
(1,5)-firm deadlines, that means at least one invocations in any window of five task 
must meet their deadlines. Meanwhile, a manrobotintf task have (2,5)-firm deadlines 
corresponds to the constraint that no four consecutive invocations of the task should 
miss their deadlines.  

4.2.3   Predictability 
The prediction for the (m,k)-firm deadlines is using the Distance-Based Priority 
(DBP) scheme, by assign a priority to each task based on the recent of missed dead-
lines. Hence, a task that a closer to will not meeting its deadlines is assign higher 
priority in order to avoid tasks from dynamic failure and as consequently can raise its 
chances of meeting its deadlines.  
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In order to show the benefits of using the (m,k)-firm deadlines on the third criteria, 
predictability, a suitable task set was used. The following case study [6], will be use-
ful to illustrate that evaluation. Table 5 shows the task parameters of the task set. 

Table 5. Evaluation based on predictability for (m,k)-firm deadlines 
 

Task Period (Ti) 
(ms) 

Deadline (Di) 
(ms) 

(m,k) Sequence 

MobileRobot 50 50 (1,5) {00001} 
motorctrl_left 50 50 (1,1) {1} 
motorctrl_right 50 50 (1,1) {1} 
Subsumption 80 80 (1,1) {1} 
Avoid 100 100 (1,1) {1} 
Cruise 100 100 (1,5) {00010} 
manrobotintf 500 500 (2,5) {11000} 

 
From the table above, under DBP scheme, manrobotintf task with (2,5)-firm dead-

lines is given a higher priority than MobileRobot and Cruise task with (1,5)-firm 
deadlines because it will closer to not meeting m deadlines on the last k invocations. 
Thus, to avoid manrobotintf  task from failure, by using DBP scheme, we need to left 
shift the sequence and adding in the right side whether 1’s which represent a deadline 
met or 0’s which represent a deadline miss depends on the task missed or met its 
deadline. The following is the result after we left shifted the manrobotintf sequence 
and added with 1’s in the right: 

 
11000 = 10001                                                              (1)  

 
By assign priorities to tasks based on the recent of missed deadlines, its chances of 

meeting its deadlines are raised and the probability of dynamic failure and probability 
of a task missing its deadline can be reduced. 

4.3   Weakly Hard Constraints 

The  constraint is equivalent to the -firm deadlines and known as weakly hard 
constraints. The consecutiveness of lost deadlines is very sensitive for some systems 
while others are only sensitive to the number of deadlines missed.  

The merge of the two judgments, (a) consecutiveness vs. non-consecutiveness, and 
(b) missed vs. met deadlines concretely guides to four basic constraints (n ≥ 1, n ≤ m) 
[5]: 

 
1) A task ґ “meets any n in m deadlines”, denoted , if, in any window of m con-

secutive invocations of the task, there are at least n invocations in any order that 
meet the deadline. 

2) A task ґ “meets row n in m deadlines”, denoted , if, in any window of m con-
secutive invocations of the task, there are at least n consecutive invocations that 
meet the deadline. 
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3) A task ґ “misses any n in m deadlines”, denoted , if, in any window of m con-
secutive invocations of the task, no more of n deadlines are missed. 

4) A task ґ “misses row n in m deadlines”, denoted , if, in any window of m con-
secutive invocations of the task, it is never the case that n consecutive invocations 
miss their deadline.  

4.3.1   The Process Model 
The process model for the weakly hard constraints is represented by a task. Each task 
is characterised by the period of the task, Ti, the deadline of the task, Di and a weakly 
hard constraints, λ. We assume that Di = Ti. The worst case computation time Ci will 
be necessary for used in the schedulability tests.  

Therefore, the reader should realise the weakly hard constraints can fulfill the basic 
of the process model. 

4.3.2   Temporal Specifications 
The weakly hard constraints have four temporal constraints in order to model the 
tasks. One of them defined as a task has two parameters n and m such as that a task 
meets any n in m deadlines if in any window of m consecutive invocations of the task, 
there are at least n invocations that meet the deadline.  

Table 6 shows evaluation of weakly hard constraints, based on the second criteria, 
temporal specifications. 

 
Table 6. Evaluation based on temporal specifications for the weakly hard constraints 

 
Task Period (Ti) 

(ms) 
Deadline (Di) 

(ms) 
λ 

MobileRobot 50 50 <2,5> 
motorctrl_left 50 50 (1,1) 
motorctrl_right 50 50 (1,1) 
Subsumption 80 80 (1,1) 
Avoid 100 100 (1,1) 
Cruise 100 100 (1,5) 
manrobotintf 500 500 (1,5) 

 
From the table above, the traditional assumptions that a task must meet its deadline 

can be represented as (1,1)-firm deadlines and it shows four from seven tasks has it.  
A MobileRobot task have <2,5>-firm deadlines corresponds to the constraint that the 
task has to meet at least two consecutive deadlines in any five consecutive invoca-
tions. Meanwhile, in a Cruise and manrobotintf task with (1,5)-firm deadlines ex-
presses, no more one deadlines are missed in any five consecutive invocations.  

4.3.3 Predictability 
In order to guarantee all tasks meets its deadlines and satisfied their weakly hard con-
straints, additional information is needed as a way to make the tasks predictable. In 
order to shows an exact number of deadlines met and can be missed, response times 
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and hyperperiod analysis are used. The following formula is the equation for the re-
sponse times, Ri [5]: 
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The higher order period or the hyperperiod, hi consist the number of invocations of 

a task in the hyperperiod, Ai =  and the number of invocations of a task in the hyper-

period at level i, ai =  [5].  

The values of the hyperperiod are getting by using least common multiple tool. The 
equation for the calculation of the hyperperiod hi is given by [5]: 

 
hi = lcm{Tj | ∈ hep(ґi)}                                                    (3) 

 
Table 7 shows evaluation of weakly hard constraints, based on the third criteria, 

predictability. 

Table 7. Evaluation based on predictability for the weakly hard constraints 

Task Ti 
 

Di 
 

Ci 
 

Ri hi ai Ai λ 

MobileRobot 50 50 1 1 50 1 40 (1,1) 
motorctrl_left 50 50 20 21 50 1 40 (1,1) 
motorctrl_right 50 50 20 41 50 1 40 (1,1) 
Subsumption 80 80 1 42 400 5 25 (5,5) 
Avoid 100 100 17 100 400 4 20 (5,5) 
Cruise 100 100 1 160 400 4 20 (2,4) 
manrobotintf 500 500 16 236 2000 4 4 (2,2) 

     ∑ 20 189  

 
From the table above, for Cruise task, it is means the task is invoked α6 = 4 times 

within the hyperperiod at level 6. In the worst case only two invocations out of four 
will miss the deadline. Thus, the weakly hard constraint for Cruise task is defined as 

 constraint.  
From the result, using weakly hard constraints, allow us to model tasks like this 

one with specify bounds on the number of deadlines a task may miss and on the pat-
tern of how these deadlines can be missed with find the hyperperiod for each task. 
Therefore, we can know how many times each task is invoked within the hyperperiod 
and from the invocations, we can get the number of deadlines missed and met for 
each task. Most importantly, the tasks still guaranteed to finish within a given dead-
lines although there have one task miss its deadlines in the worst case because the task 
satisfies its temporal constraints and indeed missed some of the deadlines is accepta-
ble in weakly hard real-time systems.  
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5   Discussion and Summary of Evaluation 

The evaluation of specifications of real-time systems based on their criteria is summa-
rized in Table 8. In this paper, comparisons have been made on the three specifica-
tions, with respect to those three criteria.  

Table 8. Summary of evaluation 

     Specification 
 

Criteria 

Skip factor, s (m,k)-firm 
deadline 

Weakly hard 
constraints 

The Process 
Model 

Task, period, 
deadline, red 
or blue task 

instance 

Task, period 
and deadline 

 

Task, period 
and deadline 

Temporal  
Specifications 

Skip  
constraint 

Deadline 
model 

Four temporal 
constraints 

Predictability The value of s Sequence  
denoted by ones 

and zeroes 

Ri, The  
hyperperiod  
hi, Ai and ai 

 
The following discussion and conclusion are based on each criterion. For the 

process model, the skip factor, s have task, period, deadline and each task can be ei-
ther red or blue. For the notion (m,k)-firm deadlines and the weakly hard constraints, 
both methods have the same basic process model due to its had a task and each task is 
characterised by period and deadline. Thus, it makes skip factor, s is different and 
good from another two methods in this criteria because by specifies a task to be red or 
blue instance, can makes it easy to determine which task is allowed to skip and which 
is not because each task was identified at first. 

For temporal specifications, the skip factor, s have been used skip constraints 
which means, some skip is allowed to certain task in order to ensure all tasks com-
plete or finish within a given deadlines. For the notion (m,k)-firm deadlines, the dead-
line model is used in order to express the number of  deadline met and missed  by 
define a task with two parameters, m and k. Meanwhile, for the weakly hard con-
straints, this constraint have two parameters n and m and it is improvement and equiv-
alent from the (m,k)-firm deadlines and that constraint can define how many deadlines 
can be missed in a single task with precisely and clearly. It is because those methods 
have four different temporal constraints in order to specify the tasks. Also, those tem-
poral constraints can model the tasks such as the met or missed deadline is happens in 
consecutive or non-consecutive. As conclusion, the skip constraints is useful only in 
order to guarantee all tasks meets their deadlines, by gives skips to some task. Never-
theless, this method does not provides any guarantees for the tasks to meet its tempor-
al constraints but only to do skips based on the value of skip factor, s. While, another 
two methods are concerns on to guarantee all the tasks meets its deadlines and also to 
satisfy its temporal constraints. The similarity between both specifications is because 
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the expression for one of the weakly hard temporal constraint namely -constraints 
is an approximately same with (m,k)-firm deadlines. However, the weakly hard con-
straints is better than the (m,k)-firm deadlines due to the fact it have four temporal 
constraints and definitely four constraints is much better and detailed compared with 
one constraint in order to specify the tasks.  

For predictability, the skip factor, s can be used to guarantee the tasks meet its 
deadlines by allowed skips for a task. Nevertheless, it does not make any sense in 
order to know exactly the amount of deadlines met and missed. It is because skip con-
straint is used only to allow some task to skip in order to ensure the tasks finish before 
the deadlines. The value of s is helpful as guidance (or limitation) to the task because 
it consist the number of times that the task can be skipped within a given period. For 
the notion (m,k)-firm deadlines, the prediction is based on assign priorities to tasks. In 
order to satisfy their temporal constraints, a task that is closer to not meeting its dead-
line is given a higher priority due to avoid dynamic failure. Meanwhile, for the weak-
ly hard constraints, it can predict much better from other two because this method 
specified in clear on the number of deadlines met and can be missed with define 
whether the task met and missed its deadlines consecutive or non-consecutive. With 
known in a clear where these deadlines are met and missed can be ruled for the tasks 
to meet its temporal constraints. 

As conclusion, we can say that the weakly hard constraints fulfill all three criteria 
with high expectations because based on our discussion above, the basic process 
model is used as well as to give enough information to that method. Instead of tem-
poral specifications, the weakly hard constraints can model the tasks with specifies in 
a clear and precise about the consecutiveness of deadline met and missed. In order to 
guarantee the tasks are predictable, the satisfaction of temporal constraints should 
taken importantly and indeed all the tasks must meet their deadlines by not finish over 
a given deadlines. 

6   Conclusion 

In conclusion, we can conclude that the weakly hard constraint is useful to be a bene-
ficial specification because it allows us to predict what the behaviour of a task if a 
deadline is missed. This is due to the fact that from the comparison, it shows the 
weakly hard constraints outperforms the skip factor, s and the (m,k)-firm deadlines 
because the method can fulfill those three criteria namely the process model, temporal 
specifications and predictability very well after we illustrated with a mobile robot 
case study. A weakly hard constraint is valuable on how to model tasks with met and 
missed deadlines whenever happen to the tasks. Likewise, this method concerned 
about a met and a miss the deadlines of a task whether as consecutive or non-
consecutive and also on how many deadlines met and missed for each task. Thus, the 
weakly hard constraints appear as most suitable specifications based on the three cri-
teria we mentioned before. 

For future work, our aim is to integrate the weakly hard requirements with 
MARTE modeling language in order to support our scheduling analysis framework. 
After working with the specifications, our continued work is on the analysis of weak-
ly hard real-time systems. As additional information for the reader, the weakly hard 
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constraint have a µ-patterns, in which this pattern is based on to characterise a met 
and missed deadlines of task by a binary sequence and we want to know is it this pat-
tern can be used into (m,k)-firm deadlines because both of specifications has some 
similarities. 
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Abstract. In this paper, we report our work on a Finite State Transducer-based 
entity extractor, which applies named-entity extraction techniques to identify 
useful entities from prophetic narrations texts. A Finite State Transducer has 
been implemented in order to capture different types of named entities. For de-
velopment and testing purposes, we collected a set of prophetic narrations texts 
from “Sahîh Al-Bukhari” corpus. Preliminary evaluation results demonstrated 
that our approach is feasible. Our system achieved encouraging precision and 
recall rates, the overall precision and recall are 71% and 39% respectively. Our 
future work includes conducting larger-scale evaluation studies and enhancing 
the system to capture named entities from chains of transmitters (Salasil Al-
Assanid) and biographical texts of narrators (Tarajims). 

Keywords: Text Mining, Information Extraction, Named entity Extraction, 
Prophetic Narrations Texts, Finite State Transducer. 

1   Introduction 

The information age has made it easy for us to store large amounts of texts. The pro-
liferation of documents available on the Web, on corporate intranets, on news wires, 
and elsewhere is overwhelming. However, while the amount of information available 
to us is constantly increasing, our ability to absorb and process this information re-
mains constant.  

The areas of information retrieval (IR) and information extraction (IE) are the sub-
ject of active research for several years in the community of Artificial Intelligence and 
Text Mining. With the appearance of large textual corpora in the recent years, we felt 
the need to integrate modules for information extraction in the existing information 
retrieval systems. The processing of large textual corpora leads needs that are situated 
at the border of information extraction and information retrieval areas. [10]. 

Information Extraction is perhaps the most prominent technique currently  
used in text mining pre-processing operations. Without IE (Information Extraction) 
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techniques, text mining systems would have much more limited knowledge discovery 
capabilities [5].  

As a first step in tagging documents for text mining systems, each document is 
processed to find (i.e., extract) entities and relationships that are likely to be meaning-
ful and content-bearing. With respect to relationships, what are referred to here are 
facts or events involving certain entities. The extracted information provides more 
concise and precise data for the mining process than the more naive word-based ap-
proaches such as those used for text categorization, and tends to represent concepts 
and relationships that are more meaningful and relate directly to the examined docu-
ment's domain. 

This remainder of the paper is organized as follows: Section 2 presents related 
works on named entity extraction. In Section 3, we present definition of the finite-
state transducers and their application in the domain of natural language processing. 
In Section 4, we present our approach for the named entity extraction in the corpus of 
“Sahih of Bukhari”. Experiences and Evaluation results are reported in Section 5 and 
finally Section 6 concludes this paper. 

2   Related Works on Named Entity Extraction 

Named Entity Extraction (NEE) task consists of detecting lexical units in a word 
sequence, referring to concrete entities and of determining which kind of entity the 
unit is referring to (persons, locations, organizations, etc.). This information is used in 
many NLP applications such as Question Answering, Information Retrieval, Summa-
rization, Machine Translation, Topic Detection and Tracking, etc., and the more accu-
rate the extraction of Named Entities (NE) is, the better the performance of the system 
will be [14]. The Message Understanding Conference (MUC) series has been the 
major forum for researchers in this area, where they meet and compare the perform-
ance of their entity extraction approaches. 

Several successful systems for large-scale, accurate named entity recognition have 
been built. The majority of the systems operates on English text and follows a rule 
based and/or probabilistic approach, with hybrid processing being the most popular 
[6]. 

NEs in Arabic are particularly challenging as Arabic is a morphologically-rich and 
case-insensitive language. NE Recognition in many other languages relies heavily on 
capital letters as an important feature of proper names. In Arabic there is no such 
distinction. Most of the literature on Arabic NEs concentrates on NE recognition; NE 
Extraction is viewed largely as a subset of the task of NE Recognition. Benajiba et al., 
[4] presented ANERsys system built for Arabic texts, based on n-grams and maxi-
mum entropy. Their results showed that the used approach allows tackling the prob-
lem of NER for the Arabic language. Traboulsi [17] discussed the use of corpus  
linguistics methods, in conjunction with the local grammar formalism, to identify 
patterns of person names in Arabic news texts. The results show that the consideration 
of all the expectations related to the universal grammars could save a lot of time and  
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effort needed. Elsebai et al., [9] described the implementation of a person name 
named entity recognition system for the Arabic Language. They adopted a rule based 
approach and used a set of keywords to reach the phrases that probably include person 
names. Their system achieved an F-measure of 89%. Attia et al., [3] adapted a Multi-
lingual Named Entity Lexicon approach to Arabic, using Arabic WordNet (AWN) 
and Arabic Wikipedia (AWK). They achieved precision scores from 95.83% (with 
66.13% recall) to 99.31% (with 61.45% recall) according to different values of a 
threshold. Shaalan et al., [16] developed the system, Name Entity Recognition for 
Arabic (NERA), using a rule-based approach. NERA is evaluated using semi-tagged 
corpora and the performance results achieved were satisfactory in terms of precision, 
recall, and f-measure. 

3   Finite-State Transducers  

Finite-State Transducers have been developed for a few years to parse natural lan-
guage. The advantages of transducers are their robustness, precision and speed.  

A transducer is a synchronous sequential machine with output; it is defined as fol-
lows: a synchronous sequential machine M is a 5-tuple, with M = (I, O, S, fs, fo), 
where: 

• I, O are finite non-empty input and output sets, 
• S is a non-empty set of states, 
• The function fs: I × S  → S is a state transition mapping function which  

describes the transitions from state to state on given inputs, 
• The function fo: S  → S is an output function. 

 
While a finite state automaton is a system that either accepts or rejects a specific se-
quence, a transducer on the other hand transforms or “transduces” the sequence into a 
different output representation.  

For some time, FST technology has been successfully used in morphological 
analysis and surface oriented syntactic natural language processing (NLP). Various 
models and formalisms have been proposed and implemented. Indeed, lots of soft-
ware packages for FSTs exist, but the field is fragmented and partitioned which slows 
down the progress and the reuse of existing results. 

Finite state techniques have been utilized on various tasks of computational lin-
guistics before they have not been used in the domain of entity recognition. The NYU 
system for MUC-6 [8][15] uses sets of regular expressions which are efficiently ap-
plied with finite state techniques. The F-measure is 80%. The NERC system devel-
oped in DFKI [13] for German text processing is based on FST’s and performance 
ranges between 66% and 87% for different NE types. Abney [1] presents a syntactic 
parser for texts in English or German language (Cass System). The system is based on 
a sequence of transducer to find the reliable patterns in the first stage and the uncer-
tain patterns in the second stage. In the same way [12] presented a finite-state  
 



292 F. Harrag, E. El-Qawasmeh, and A.M.S. Al-Salman 

Transducers to parse Swedish, which is very close to Abney’s one. The IFSP System 
(Incremental Finite State Parser [2], created at Xerox Research Center) is another 
system of Finite transducers which has been used for a syntax analysis of Spanish 
language [7]. Fastus [11] is a very famous system for information extraction from 
texts in English or Japanese. This system parses texts into larger phrases to find loca-
tions, dates and proper names. Fastus is based on the use of Finite state transducer.  

4   Our Approach for Named Entity Extraction  

Our work in this paper, focus on the extraction of the surface information, i.e. infor-
mation that not requires complex linguistic processing to be categorized. The goal is 
to detect and extract passages or sequences of words containing relevant information 
from the prophetic narrations texts. We propose Finite state transducers-based system 
to solve successively the problem of texts comprehension. 

4.1   Corpus of "Sahîh of Bukhari"  

Prophetic narrations texts or Hadith are considered as a very important source of Is-
lamic legislation. Despite the importance of these collections, no reference corpus has 
been developed for research purposes. In our work, we opted for the use of a selection 
of prophetic narration texts from the "Sahîh of Bukhari" collection. “Sahîh of Bukhari, 
 .is compiled by Bukhari scholar; it represents his most famous work ”( صحيح البخاري)
This book covers almost all aspects of life in providing proper guidance of Islam such 
as the method of performing prayers and other actions of worship directly from the 
Islamic prophet Muhammad. Bukhari organized his book as taxonomy of prophetic 
narration concepts which consists of three hierarchical levels. The first level is the one 
of the books; the number of books in "Sahîh of Bukhari" is 91. The second level is the 
one of the chapters, the number of chapters is 3882 and the third level is the one of the 
prophetic narration texts. Bukhari habitually took a portion of the Hadith for the head-
ing of the chapter. Also he repeated the hadiths time after time according to their legal 
deductions. The number of hadiths in his book is 9,082 but without repetition it goes 
down to 2,602 [18]. 

4.2   Entity Extraction Task  

The corpus on which we conducted our tests is the collection "Sahîh of Bukhari". The 
task consists of extracting the relevant conceptual information from the global text 
file of this corpus. More specifically, the system must detect the relevant text areas 
and assign a conceptual label among a finite set of labels: (Num-Kitab, Title-Kitab, 
Num-Bab, Title-Bab, Num-Hadith, Saned, Matn, Taalik, and Atraf). For each detected 
concept, the goal is to fill a pattern that contains a description of the event. The 
adopted approach allows us; first, to eliminate as soon as possible the not relevant  
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information, and second, to successively refine the selection of variables (or terms) 
needed to detect the relevant information. 

4.3   Finite Transducer Model  

The extraction of the structural information from the prophetic text requires a dy-
namic treatment of the words in a passage and taking into account its context. For this 
purpose, we used a model of finite state transducer in the form of an automaton as 
described in Figure 1. This automaton convert a sequence of vectors (here: word 
code’s) to a sequence of symbols (here: concepts that we want to extract), which cor-
respond for example to the most likely set of labels for this sequence. The automatic 
model of the entity extraction is defined by a set of states and transitions between 
these states, and a coding text is associated to each state. In our model, the different 
states of the automaton encode the concepts, the transitions structure codes the 
automaton of concepts i.e. transitions between acceptable concepts.  

 

 

Fig. 1. Automaton of concepts for the sequences production in our named entity extraction 

The entity extraction is the first step in the process of text mining in the corpus of 
prophetic narration texts. This operation will allow us to convert the unstructured text 
file of the ‘Sahîh of Bukhari’ into a semi-structured text file. The extracted informa-
tion will be used to annotate the prophetic narration texts of our corpus. The annotated 
corpus is considered as an initial source for the process of text mining. The extraction  
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of the surface information will allow distinguishing the different parts (fields) of a 
Hadith (Kitab, Bab, Saned, Matn ... etc.). The main steps of the named entity extrac-
tion algorithm are detailed in algorithm 1.  

 
Algorithm 1. Named entity extraction in the corpus of "Sahîh of Bukhari." 

// 1. Initial state: 
If character is digit {Car = 0…9} then  
   Recognition of the entity: 
     Book Number: {Num-Kitab}|  
     Chapter number: {Num-Bab}|  
     Hadith number: {Num-Had}; 
// 2. Extraction of the entity Book “Kitab-Title”: 
If character = "ك" then  
   Recognition of the entity:  
     Book Title: {Title-Kitab}; 
// 3. Extraction of the entity Chapter “Bab”: 
If character = "ب" then  
   Recognition of the entity: 
     Chapter Title: {Title-Bab}; 
// 4. Hadith Global State: 
If character • " "ك" and character • " "ب" then 
   // 5. Extraction of the entity “Saned”: 
   If character = '(' then  
      Recognition of the entity: {Saned}; 
   // 6. Extraction of the entity “Matn”: 
   If character = ')' then  
      Recognition of the entity: {Matn}; 
   // 7. Extraction of the entity “Taalik”: 
   If character = '[' then  
      Recognition of the entity: {Taalik}; 
   // 8. Extraction of the entity “Atraf”: 
   If character = ']' then  
      Recognition of the entity: {Atraf}; 

5   Experiments and Results 

We used precision, recall and F1 rates to measure the performance of our system. 
They were calculated as follows: 

Precision = Number of correct entities extracted by system / Number of all 
entities extracted by system 

(1) 

Recall = Number of correct entities extracted by system / Number of total 
entities extracted by human 

(2) 

F1-Measure = (2 * Recall * Precision)  / (Recall + Precision) (3) 
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The results obtained by our system are summarized in table 1. 

 
Table 1. Experimental results 

NE Type Precision Recall F1 
Num-Kitab 1.00 0.50 0.67 
Title-Kitab 1.00 0.50 0.67 
Num-Bab 0.81 0.57 0.67 
Title-Bab 0.94 0.65 0.77 
Num-Had 0.76 0.42 0.54 
Saned 0.44 0.26 0.33 
Matn 0.61 0.35 0.45 
Taalik 0.00 0.00 0.00 
Atraf 0.82 0.48 0.61 
Total 0.71 0.39 0.52 

 
The performances of the system for each NE type are shown in Figure 2.  

 

 

Fig. 2. Performance of “Hadith” named entity extraction 
 
In general, the results indicate that our entity extractor performs well in identifying 

number entities like Num-Kitab, Num-Bab and Num-Hadith from our data set. We 
were satisfied considering that the prophetic narration texts were much noisier than 
the news articles used in MUC evaluation. However, the entity extractor’s perform-
ance for “Taalik” entity was not as good as we expected. After examining the test 
data, we found that the system was unable to distinguish the “Taalik” information 
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from the “Matn” information due to the textual nature of the two entities. We believed 
that the performance could be improved if this error were fixed.  

6   Conclusion 

In this paper, we report our work on applying named-entity extraction techniques to 
identifying useful entities from prophetic narration texts. We implemented finite state 
techniques favoring efficient text processing allowing fast customization to the needs 
and particularities of our specific application. Preliminary evaluation results have 
demonstrated the feasibility and the potential values of our approach. We observed 
the best results for the named entities Num-Kitab, Num-Bab and Num-Had with an F-
measure of 0.67, 0.67 and 0.54 respectively, and explained this result by a relatively 
high ability of our system to detect digit entities. Our future work includes conducting 
larger-scale evaluation studies and enhancing the system to capture named entities 
from chains of transmitters (Salasil Al-Assanid) and biographical texts of narrators 
(Tarajims). We plan to improve our Finite state transducers-system by fixing some 
noted errors, and we are also interested by the use and the comparison of some others 
machine learning techniques for the task of named entity extraction. 
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Abstract. Some of Internet services require users to provide their sensitive 
information such as credit card number, and an ID-password pair. In these 
services, the manner in which the provided information is used is solely 
determined by the service providers. As a result, even when the manner in 
which information is used by a service provider appears vulnerable, users have 
no choice but to allow such usage. In this paper, we propose a framework that 
enables users to select the manner in which their sensitive information is 
protected. In our framework, a policy, which defines the type of information 
protection, is offered as a Security as a Service. According to the policy, users 
can incorporate the type of information protection into a program. By allowing 
a service provider to use their sensitive information through this program, users 
can protect their sensitive information according to the manner chosen by them. 

1   Introduction 

Nowadays, we use various Internet services in our business and daily life. Some of 
these services require users to furnish sensitive information such as their name, 
address, credit card number, and an ID-password pair when they use these services. 
For example, an online shopping site may request a user’s address and credit card 
number for the shipping and the payment of an item. Further, cases of information 
leakage, such as those involving Yahoo! BB and CardSystems Solutions, have been 
reported and information leakage has now become a serious problem. For example, a 
leaked credit card number may lead to the loss of money and a leaked name may lead 
to privacy issues. Therefore, it is imperative that we exercise caution when providing 
sensitive information to Internet services. Therefore, a framework is required that will 
enable users to determine the manner in which sensitive information is protected. 



 Security as a Service for User Customized Data Protection 299 

We use a number of techniques such as encryptions, digital signatures and public 
key infrastructure (PKI) to secure sensitive information. These techniques are 
effective in protecting sensitive information from malicious third parties. However, 
they are not effective against the misuse of the information provided by users to 
legitimate service providers. Once service providers obtains sensitive information 
from users, there is a possibility that this information can be misused (e.g., leak, 
abuse, or accident), thus, resulting in information leakage. These are caused by a theft 
of the notebook PC, carelessness of the employees, illegal information carrying with a 
USB storage, and so on [1]. These problems may be solved by sufficiently educating 
employees, denying PCs access to external storage devices, and so on. However, even 
if the service providers take severe countermeasures, there is no way for the users to 
verify whether these countermeasures have been applied. 

Security solutions using cloud computing technologies are attracting considerable 
attention. Because a number of services are expected to be implemented using cloud 
computing, all these services are collectively called everything as a service (XaaS). In 
XaaS, if X stands for security, then it implies that security services are offered by 
cloud service providers. A malware detection service and a Web/URL filtering 
service offered by Mcafee[2] and Panda Security[3], respectively, are example of 
Security as a Service (SaaS)1. These services carry out malware detection and URL 
filtering on the cloud instead of using softwares installed on the client machine. Thus, 
users do not need to update the malware signatures and the URL blacklist. In addition, 
Yahoo! Japan and Rakuten Ichiba offer anonymous trading services [4, 5]2 that a 
buyer (user) can use to buy an item from a seller (service provider) without providing 
a name, an address, and a phone number to the seller, and vice versa. The 
buyers/sellers, however, have to provide sensitive information about themselves to an 
anonymous trading service provider instead of to the sellers/buyers. Therefore, it is 
still required that we confirm whether the anonymous trading service providers are 
enforcing strict measures to protect the information being provided to them, but there 
is no effective way to do this. 

In this paper, we propose a framework that enables users to select the manner in 
which their sensitive information is protected. In this framework, a policy, which 
defines the type of information protection, is offered as a SaaS. The policies are 
availabe in the form of text-based information and open to the public. Because anyone 
can view and verify the policies, those policies that are used frequently can be 
considered to be reliable. A policy contains rules for replacing a part of a program in 
a manner so as to enable the protection of information. The user selects a policy that 
defines the manner in which his/her information is to be protected and the type of 
information protection defined by this policy is incorporated into a program. We call 
such a program a customized program. By allowing a service provider to the sensitive 
information provided by a user through the customized program, the user can protect 
his/her sensitive information in a manner selected by him/her. Consequently, both the 
service provider and the user can determine the manner in which information is used 
so as to protect the user’s information. Moreover, this reduces the responsibility of  
 
                                                           
1 SaaS usually means Software as a Service, but this paper uses SaaS for Security as a Service. 
2 They are not called as SaaS, but they are actually a kind of SaaS. 
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service providers as far as information protection is concerned, because user would 
also be involved in determining the manner in which his/her information is protected. 

The remainder of this paper is structured as follows. Section 2 describes the related 
studies. Section 3 presents our framework. Then, we describe an application scenario 
in Section 4. Finally, Section 5 concludes the paper. 

2   Related Studies 

Cryptographic algorithms such as symmetric and public-key algorithms as well as 
techniques based on them such as digital signatures and public key infrastructure 
(PKI) have been proposed [6]. These algorithms and techniques aim at preventing 
message interception or identification of communication partners. Thus, they  
ensure message confidentiality, integrity, and availability of the message against 
malicious exploitation by third parties. Such techniques, however, do not prevent 
communication partners from abusing sensitive information released to them. 

We often find a link on certain websites that points to the privacy policy adopted 
by that websites; this is termed as Privacy Policy on Yahoo!, Privacy on IBM, and so 
on. The privacy policy describes how the company treats sensitive information 
collected from users. The Platform for Private Preferences (P3P) [7] enables Web 
sites to express their privacy policies in a standard format that can be interpreted 
automatically by user agents. Thus, user agents can automate decision-making by 
comparing a company-defined privacy policy and user-specified privacy preferences. 
P3P, however, does not provide technical assurance that the sites will adhere to their 
respective privacy policies. 

The Enterprise Privacy Authorization Language (EPAL) [8] provides fine-grained 
enterprise privacy policies, which employees within an organization are required to 
comply with. Whereas compliance to EPAL prevents the abuse of information by 
employees within an organization; it cannot, however, provide an assurance to users that 
the methods used by the organization to manage their personal information are secure. 

Various researchers have attempted to provide users with the right of information 
access or services based on trustworthiness [9, 10]. Their researches were aimed to 
developing trust relationships among users. However, it is difficult to define a general 
method for developing trust relationships. This is because trustworthiness depends on 
user conditions and/or situations. Moreover, trust relationships are not directly 
connected to the prevention of information abuse. 

Some researchers have proposed the use of mediator support to protect user 
information [11, 12]. Mediators could be considered as a cloud computing service. It 
might be difficult to prepare such a mediator because the mediator should be trusted 
by both the sides involved in the communication. 

Chow et al [13] says that the lack of control in the cloud is a major concern and 
that sufficient transparency and auditability would be required in the operations of the 
cloud service provider. Wang et al [14] and Benaloh et al [15] propose a mechanism 
for storing encrypted data on the cloud while preventing the cloud service provider 
from reading the data, but allowing only those users who have the right of data access 
to retrieve the data. However, the goal of these researches is to prevent the access to 
data by cloud service providers; and not from those who have the right of data access. 
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Inada et al [16] and Miyamoto et al [17] propose methods to preserve privacy by 
forbidding the disclosure of the combination of information that may lead to the  
loss of anonymity. However, these methods cannot preserve privacy nor protect 
information when the loss of only a single piece of information (e.g., credit card 
number or password) cause a problem. 

Encapsulated Mobile Agent-based Privacy Protection (EMAPP) [18] is a model in 
which a user’s sensitive information is protected by not allowing service providers to 
access the information directly. In EMAPP, each user is assigned an encapsulated 
space that manages his/her information. A service provider has a mobile agent that 
checks the user’s information. When a user requests a service, a mobile agent 
migrates into the user’s encapsulated space, checks the user’s information, and then 
sends only its result back to the service provider. Because sensitive information is not 
released outside the encapsulated space, the information is protected. However, it is 
matter to verify the security of the mobile agent because the mobile agent may be 
malicious. Moreover, a service provider may not be able to trust the result received 
from a mobile agent, because a user could potentially alter the result sent back by it. 

Further, the proposed methods do not allow users to determine how their 
information is protected. However, he/she should also be able to determine the 
manner in which his/her information is protected, because the owner of information is 
a user. In this paper, we propose a framework that enables users to select the manner 
in which their information is protected. 

3   User Customized Data Protection Framework 

Typically, a service provider provides a service only to those users, who pos- sess 
specific information such as an ID-password pair, a name, and an address. Thus, a 
user is required to provide such information to the service provider. Subsequently, the 
user no longer has control over the information released to the service provider. We 
propose a framework that would enable users to cus- tomize the manner in which 
their information is protected; this framework will be provided as a kind of an SaaS. 

3.1   Security as a Service 

Cloud computing is a model for enabling convenient, on-demand network access to a 
shared pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction [19]. It is a major concern for users 
that data and processes are entrusted to cloud service providers [20, 21]. 

Security as a Service (SaaS) is a type of cloud computing service. Such ser- vices 
are provided by McAfee [2], Panda Security [3], Yahoo! Japan [4], Rakuten Ichiba 
[5], etc. These companies provide various security services such as malware 
detection, URL filtering, and anonymous trading services, which work on the cloud 
instead of on client-installed software. Such services require users to entrust the 
management of their information to the cloud service providers. This is one of major 
concerns for users when using cloud services. If we can confirm and verify that data 
and processes in the cloud are secure, then such concerns could be deminished. 
However, this is very difficult to achieve because of reasons such as security, privacy, 
and company regulation. 
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In our framework, policies for the protection of sensitive information are pro- vided 
as a SaaS service. Policies are available in the form of text-based information and are 
open to the public. Because anyone can view and verify the policies, the one used 
frequently can be considered to be reliable. When a user wishes to protect his/her 
information in a particular manner, he/she can select a policy that defines such type of 
information protection. The manner defined in the policy selected by the user can be 
embedded into a program. The service provider makes use of the user’s information 
through this program. Consequently, our framework allows users to select the manner 
to protect their sensitive information by using the appropriate policies. 

3.2   An Overview of Our Framework 

A service provider has a program for offering services after verifying the infor- 
mation provided by users. We call this program the original program. To protect user 
information from the service provider in a manner selected by the user, the part of the 
original program that processes user information is replaced with operations for the 
realization of the policy chosen by the user. We call this program the customized 
program. By allowing a service provider to use the user’s sensitive information 
through a customized program, the user can protect his/her information in a manner 
selected by him/her. The overview of our framework is illustrated in Figure 1. 

The framework consists of users, service providers, a rule repository, and program 
conversion services. A user has sensitive information and requests a particular service 
to a service provider. The service provider has an original program, which provides 
the service to the users after verifying the user information and the usage policy, 
which defines what information the service provider requires, the purpose for which 
the information is used, and what operations are applied to the information. A rule 
repository and program conversion services are on the cloud as an SaaS. A rule 
repository stores protection policies, which defines the type of information protection. 
Program conversion services provide a service for creating a customized program 
from an original program according to the protection policy. 
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Fig. 1. An Overview of Our Proposed Framework 
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When a user uses a service, he/she receives a usage policy from the service 
provider. The usage policy describes the information required by the service provider, 
the purpose for which the information is used, and the operations applied to the 
information. Here, the operations applied to the user’s information are fixed solely by 
the service provider. If the user does not trust the reliability of these operations, 
he/she selects a protection policy that satisfies the purpose of information use defined 
in the usage policy from the rule repository. Subsequently, the user asks a program 
conversion service to create a customized program according to his/her selected 
protection policy. By allowing the service provider to use his/her information through 
the customized program, the user can protect his/her information in a manner chosen 
by him/her. Thus, the user, along with the service provider, can take up the 
responsibility of his/her information protection. 

3.3   Rule Repository 

A rule repository stores protection policies that define the manner in which 
information is protected. Anyone can obtain any protection policy from the rule 
repository, and thus, anyone can verify any protection policy. Therefore, protection 
policies that are used frequently can be considered to be reliable. Therefore, users 
who have the ability to verify a protection policy can make sure that the protection 
policy surely protects information. However, almost users have no ability to verify a 
policy. For such a user, a rule repository should provide some criteria that users judge 
a protection policy reliable or not. The criteria would be possible, for example, to be 
given as a score calculated from a number of uses, troubles and the policy verified. 
Further, if the administrator of a rule repository has the burden to verify a protection 
policy when the policy is registered in, protection policies registered in would be 
considered to be reliable for users. Thus, almost users are not required to have no 
burden to verify a protection policy by themselves. 

A protection policy is registered by volunteers. A volunteer could be a company or 
an individual. For example, a credit card company could register a protection policy 
for protecting a credit card number and recommends it to credit card users. Users can 
then use the recommended protection policy. In this case, users may not need to pay 
attention to whether the protection policy is reliable or not. Of course, if users are 
aware of a better policy to protect their information, they may/can choose that policy 
instead. In the case of using the recommended policy from the credit card company, 
the credit card company has to take the responsibility of the miuse case of a credit 
card number, while the user chooses a policy by himself, he has to take its 
responsibility. 

A protection policy consists of an objective usage, the explanation of the policy, 
and the program conversion rules to realize the protection. Program conversion rules 
consist of the rules to convert an operation and a value of the original program to 
other operations and values, respectively. Thus, the program conversion rules enable 
the creation of a customized program from the original program. 

3.4   Program Conversion Service 

A program conversion service provides a service for creating a customized program 
from an original program according to a protection policy. Program conversion 
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services are basically available on the cloud, and a large number of such program 
conversion services exist. The program conversion service is selected by the service 
providers. Because the program conversion service is selected by the service 
providers, only the most reliable program conversion service for the service providers 
will be selected. If there are no reliable program conversion services available to a 
service provider, the service provider can itself perform the task of a program 
conversion service. Thus, the customized program created by the program conversion 
service would be relied on by the service provider. 

A user cannot, however, rely on the program conversion service, because it is 
selected by a service provider. Therefore, it is necessary for the user to verify the 
customized program is generated exactly as per the a protection policy selected by 
him/her. 

Thus, we need 1) to show the service provider that the customized program was 
created by the program conversion service chosen by the service provider, and 2) to 
show the user that the customized program was exactly as per the pro- tection policy 
selected by the user. We solve the former issue by using the digital signature of the 
customized program. The later issue is solved by inspection of the customized 
program that is created according to the protection policy cho- sen by the user. The 
verification mechanism of a customized program is shown in Figure 2. 

Program 

Conversion

Service

Verify the customized program
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Public KeyHash(Cust-Prg) =?

Program 

Conversion

Service

Service provider relies onUser relies on

User

Service Provider

Customized
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Customized
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Hash(Cust-Prg)

Sign(Cust-Prg)

 

Fig. 2. Verification of a Customized Program 

1. A service provider selects a program conversion service and receives a public key 
(of a public key cryptosystem) from it. Then, the service provider communicates 
the identifier of the program conversion service and the usage policy to the user. 

2. Based on the usage policy, the user selects a protection policy from a rule 
repository, and asks the program conversion service chosen by the service provider 
to create a customized program according to the protection policy. 

3. The program conversion service creates a customized program from the original 
program as per the protection policy. After that, it generates a digital signature and 
a hash value for the customized program, and sends them back to the user. 
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4. The user selects a reliable program conversion service and asks it to create a 
customized program according to the protection policy. (In this step, the user is 
also permitted to perform the task of the program conversion service, if there are 
no reliable program conversion services availabe to the user.) 

5. The user receives the hash value of the customized program from the program 
conversion service chosen by the user. If its hash value is the same with the hash 
value mentioned in Steps 3, the user confirms that the customized program has 
been created as per the protection policy. 

6. The user sends the customized program and its digital signature to the service 
provider. The service provider verifies the digital signature using the public key 
received in Step 1. If the digital signature is verified to be correct, it is proved that 
the the customized program has been created the program conversion service 
chosen by the service provider. 

Thus, both the service provider and the user can confirm that the customized 
program is created exactly as per the protection policy. 

operation ::= equal | greaterthan | ...
description ::= how the protection policy protects information
op-change ::= operation -> operation(s)

var-change ::= var created from operation(var(s)) [at user | service-provider ]
sendable ::= var(s), [true | false], [condition]  

Fig. 3. Structure of Protection Policy 

info ::= information the service provider requires
operation ::= equal | greaterthan | ...
var ::= arg used in the operation
location ::= (var | operation) [received | created ] at line-x

 

Fig. 4. Structure of Usage Policy 

3.5   Protection Policy 

The customized program is created on the basis of the protection policy. The structure 
of a protection policy is shown in figure 3. 
Operation specifies the targeted operation to which this protection policy can 

be applied. Description is written in natural language and describes the manner 
in which the protection policy protects user information. The protection manner 
written in description is defined using op-change, var-change, and 
sendable. Op-change is a rule for changing an operation to other operations to 
realize the protection written in description. For example, if op-change is ”fa 

(x) -> fb (y) && fc (z)”, then fa (x) is replaced by the combination of fb (y) and fc (z). 
Var-change is a rule for changing a value. For example, if var-change is y  
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created from hash(x) at user, value y is created from value x using a hash 
function on the user-side. Sendable defines whether it is permitted to send var to 
other entities (who is a user/service-provider when var is created at the service-
provider/user side) under condition. 

A user understands a protection policy by viewing the text in operation and 
description, and asks a program conversion service to create a customized 
program based on it. Then, the program conversion service creates a customized 
program according to op-change, var-change, and sendable. 

3.6   Usage Policy 

A usage policy is prepared by the service provider, and it defines the purpose of 
information use. From the usage policy, the user can know how his/her informa- tion 
will be used. Figure 4 shows the structure of a usage policy. 

A usage policy consists of info, operation, var and location. Info 
describes what information a service provider requires. Operation describes how 
the information is operated. A user uses operation and info to select a suitable 
protection policy for protecting info in operation. Var defines a variable used 
in operation. Location indicates where the operation and variables appear in 
the original program. A program conversion services can create a customized 
program by replacing the programs indicated in location according to a 
protection policy. 

operation = equal

description = Can protect arg0 by using hash-value, when user has arg0,
and service-provider has arg1

op-change = equal(arg0, arg1) -> equal(hash-pass, hash-y)

var-change = r created from genRand() at user
var-change = hash-pass created from hash(arg0, r) at user
var-change = hash-y created from hash(arg1, r) at service-provider
sendable = (arg0, arg1, hash-y), false
sendable = (hash-pass, r), true

 

Fig. 5. Protection Policy for Using Hashed Form Password 

4   An Example Scenario 

We describes an scenario that involves protecting a password from a service provider. 
In this scenario, a service provider requires a user’s ID and password for user 
authentication. However, the user considers his/her password to be safe only when 
they are used in the hashed form, and a protection policy shown in Figure 5 is stored 
in a rule repository. Here, we should note that if the user believes another way to be 
safer, he/she will use that way for the protection of his/her password, even if it is 
vulnerable. 
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The service provider has an original program to check the user’s ID and password. 
The original program would be as shown on the left of Figure 6. At first, the user receives 
a usage policy of the password and the identifier of a program conversion service from  
the service provider. In this case, the usage policy would be ``info=password, 
operation=equal, var=password, location=password received 
at line 1, equal at line 5, ...”. The user selects a protection policy 
(shown in Figure 5) enabling his/her password to be used in the hashed form from a rule 
repository. Then, the user asks the program conversion service to create a customized 
program as per the protection policy. In this case, the protection policy would be as shown 
in Figure 5. 

The creation of a customized program is done as follows. Equal(password, p) is 
replaced with equal(hash-pass, hash-y) according to op-change. Var-change 
describes the creation of a random number r, hash-pass from arg0 (which is the 
password possessed by the user), and hash-y from arg1 (which is the password stored 
by the service provider)3 . In addition, because sendables of the hash-pass and r 
are true, hash-pass and r are sent from the user to the service provider. Finally, the 
customized program shown on the right of Figure 6 is created. 

After that, as described in section 3.4, the program conversion service sends the 
customized program with its hash value and digital signature back to the user. The 
user confirms that the customized program is created exactly as per the protection 
policy. The service provider verifies the customized program using the digital 
signature. Finally, the service provider executes the customized program. Thus, the 
user can protect his/her password in a manner that he/she believes to be reliable, even 
if the service provider is involved in phishing or other malicious activities. 

password: received from a user

id: received from a user

:

p = getPassword(id);

if(equal(password, p)){

do something

}

hash-pass: received from a user

id: received from a user

r: received from a user

:

p = getPassword(id);

hash-y = hash(p, r);

if(equal(hash-pass, hash-y)){

do something

}
 

Fig. 6. Left is an Original Program and Right is a Customized Program 

5   Conclusion 

Some service providers request users to provide sensitive information. Once a user 
releases sensitive information to a service provider, the user has no control over it. 

                                                           
3 Practically r should be generated by the service provider in order to prevent a user from 

trying replay attacks. 
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The information would be under the control of the service provider. Thus, we must 
exercise caution while divulging sensitive information to service providers. To enable 
better protection of sensitive information, we have proposed a framework within 
which users can protect their sensitive information in a manner they believe to be 
reliable. 

In our framework, rule repositories and program conversion services are of- fered 
as a Security as a Service. A user selects a protection policy that defines the type of 
information protection he/she desires from a rule repository. Then, the user asks a 
program conversion service to create a customized program that incorporates the 
desired information protection defined in the protection policy. Finally, by allowing 
the service provider to use his/her information through the customized program, the 
user can ensure that his/her information is protected in a manner chosen by him/her. 
Thus, the user, along with the service provider, can take up the responsibility of 
his/her information protection. 

The future studies will include the implementation of our framework and 
evaluation of its efficacy. We also need to discuss in greater detail the structure of the 
usage policy and the protection policy. 
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Abstract. The forensic community has long acknowledged only investigating 
operating system (computer) for the sake of discovering digital crimes secrets. 
However, these techniques are not reliable anymore in case when to be used to 
achieve investigation aims since the data of the operating system can be 
tampered with by an attacker himself. Hence, focusing on alternative fields; that 
is network forensic comes into picture. In this paper, a methodology to collect 
and centralize network digital evidences in order to come up with the reliable 
investigation is introduced. In a case study, the laboratory is designed and set up 
to examine the proposed solution toward network digital evidences and 
centralize them as well. Finally, the operating system forensic weaknesses are 
obviously proven, and then a successful solution to these shortcomings through 
collecting and centralizing network digital evidences to be used for the 
investigation is presented.  

Keywords: Digital forensic, network forensic, digital crime investigation, 
computer forensic, malware, botnets. 

1   Introduction 

In general, traditional information technology environments consist of main critical 
digital components such as Routers, Firewalls, Intrusion Prevention Systems and 
operating systems used as servers in order to deliver its mission. Fig. 1 depicts an 
overview of these common parts of an environment that is available nowadays. 
Normally, these equipments being configured and assigned an Internet Protocol (IP) 
which explore and probes them all over the world means they could be accessible 
from outside to everyone. Actually, the mentioned feature presents risk toward an IT 
environment since it allows an attacker to bypass and circumvent the built security 
solutions in case there is a zero-day attack because everything is detectable and 
known form outside. 

Recently, attackers have grown to be more intelligent due to investigations since 
they keep developing new techniques used to hide or overwrite the digital traces 
which might lead to grasp them. One of these expected crimes, overwriting all of  
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Fig. 1. Traditional IT Infrastructure 

operating system digital traces, firewall logs files, or intrusion/Prevention Systems 
(IDS/IPS) logs files and so on. Furthermore, sometimes even worse, they use 
encrypted channels during conducting attacks which make digital traces analysis 
impossible without the decryption. 

In the occurrence of attacks, it is enormously difficult to come up with a detailed 
analysis of how the attack happened and depicting what the steps were especially 
against skilled attackers who are clever enough at covering their tracks. The operating 
systems digital traces, Router logs files, Firewall logs files and intrusion detection 
alerts are unlikely to be sufficient for a serious investigation.  Therefore, the efficient 
solution is in the area of Network Forensics; a dedicated investigation technology that 
allows for the capture, recording and analysis of network packets and events in order 
to conduct proper investigation [1]. In general, network forensics defined as is the 
capturing, recording, and analyzing of network packets and events for the sake of 
investigative purposes. 

From results in this research, concentrating on network forensic is more accurate 
and much reliable since it allows setting up incorporated hidden nodes or hidden 
points in network environment that are not detectable by attackers to be used for 
capturing the desired suspected packets in investigation processes and then these 
packets should be centralized as well for the sake of simplifying investigations. 
Honeynet architecture is mainly used here to achieve research aim. 

A Honeynet is an architecture which its purpose is basically to build a highly 
controlled network that control and capture all inbound and outbound network 
activities. Usually, within this architecture our Honeynets are placed. A Honeypot is a 
real system with valid services, open ports, applications and data files [2]. One of the 
key Honeynet architecture components is the Honeynet gateway which called 
Honeywall operating system. The Honeywall operating system is a very significant 
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element in the Honeynet architecture since it captures and controls all of the inbound 
and outbound activities. 

Centralizing collected digital evidences in an enterprise environment is an 
essential at various levels, one of the most important being that it allows security 
administrators and analyzers to monitor many systems in one central place.  Once this 
digital evidences information is has centralized, it also allows them to achieve a more 
complete analysis and gives the ability to correlate events that have occurred. These 
centralized network’s digital evidences can be used for networking investigation as 
alternative digital evidences [3][4][5]. 

2   Research Methodology 

As Fig. 2 demonstrates, our centralizing network digital evidences methodology 
encompasses two logically dissimilar phases. (1) Digital evidences collection 
(capturing). (2) Digital evidences centralization. 

Firstly, the goal of network digital evidences collection phase is simply to capture 
attackers’ activities as many as possible. However, developing a robust scalable 
infrastructure to achieve this goal is challenging and is a target of numerous 
researchers [2][9].  In particular, any designed and developed infrastructure should 
scalable enough to support wide range of digital evidences collection. In addition, 
special actions must be implemented to prevent any part of system to behaving 
malfeasance. However, various different mechanisms are used in order to overcome 
the mentioned problems and therefore one solution (utility) is a candidate to represent 
each mechanism. In special, IPTable firewall utility represents firewall mechanism, 
Snort utility represents an intrusion prevention system [8], Logsys utility represents 
logging system [6] and lastly Sebek utility represents key logger for an encrypted 
network packets [3][4][5]. However, these utilities are explained in more details in 
next sections. Then in follows, the special infrastructure is shown.  

An IPTables firewall installed on Honeywall OS basically to be used for capturing 
attackers’ activities and actions against a victim since Honeywall is configured as a 
hidden media (in bridge mode) as depicted in Fig. 3. 

Therefore, IPTables firewall is immune to be detected by attackers. By default, 
IPTables log its message to a /var/log/ directory. The next sample depicts an 
interested potential an attacker’s activity he attempted as against a target: 

Sep 7 08:56:25 mohd kernel: INBOUND TCP: In=br0 PHYSIN=eth0 OUT= br0 

PHYSOUT= eth1 SRC=192.168.0.5 DST=10.0.0.7 LEN=64 TOS=0x00 

PREC=0x00 TTL=48 ID=42222 DF PROTO=TCP SPT=1667 DPT=21 

WINDOw=65535 RES=0x00 URGP=0 

The previous firewall log output explains very significant information about an 
attacker’s activity which to be used by investigators to reveal and analyze attacks and 
could be analyzed as following: 

The Date and time: Sep 7 08:56:25 

The Source IP address of an attacker: 192.168.0.5 



 Centralizing Network Digital Evidences 313 

The destination IP address of an attacker: 10.0.0.7 

The protocol being used by an attacker: TCP 

The source port of an attacker: 1667 

The destination port of an attacker: 21 

Snort with Active Mode or Snort_InLine, an intrusion prevention version of Snort; 
installed along with an IPTables firewall on Honewall  in order to deliver the mission 
of the intrusion prevention system since highly required and could be used as another  
 

 
Fig. 2. Centralizing Network Digital Evidences 
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Fig. 3. IPTables and Bridging Mode 

layer of protection and also digital evidences collection method as well. Fig. 4 shows 
the logical integration of Snort with IPTables on Honeywal OS.  

 

 

Fig. 4. Snort integrated with Honeywall OS 
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protocol, and anomaly based inspection methods [8]. Following next sample shows 
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User Space Process 

Layer 2 IPTables Layer 2 

eth 0 Layer 1 Layer 
1

eth1 

Linux Kernel

Layer 2

User Space Process

IPTable Layer 2

eth 0 Layer 1 Layer
1

eth1

Linux kernel

Snort

QUEUE

libipQ



 Centralizing Network Digital Evidences 315 

alert tcp any any -> any 80 (msg: "Sample alert"; classtype:misc-attack; sid: 2002973; 
rev:1;) 

[**] [1:2002973:1] Sample alert [**] 

[Classification: Misc Attack] [Priority: 2] 

12/12-15:35:22.130162 test_client:35524 -> test_server:80 

TCP TTL:64 TOS:0x0 ID:35734 IpLen:20 DgmLen:52 DF 

***A**** Seq: 0x5F3B46F0 Ack: 0x85067266 Win: 0xB7 TcpLen: 32 

TCP Options (3) => NOP NOP TS: 49925498 1529581 
 
Log messages provide worth details about the events of devices and the 

applications running on these devices as well. Log messages could be used to 
discover and analyze security incidents, operational problems and policy violations 
which useful in auditing and forensics situations. The next sample shows collected 
digital evidence:  

mohd@ubuntu:~$ tail -f /var/log/messages 

Mar 27 11:34:35 ubuntu kernel: [ 165.459827] Bridge firewalling registered 44 

Mar 27 11:34:35 ubuntu kernel: [ 165.563138] Bluetooth: SCO socket layer 
initialized 

Mar 27 11:34:39 ubuntu kernel: [ 170.004085] eth4: link up, 100Mbps, full-duplex 
 
However, the outputs has generated by typing tail command. The analysis of The 

first output file analyzed as following: 

              Time: Mar 27 11:34:35 

Host: ubuntu 

Facility: kernel  

Message: [ 165.459827] Bridge firewalling registered 

However, in fact, the current iteration of Sebek tool is mainly designed not only to 
record keystrokes but to record all sys_read calls too. For an instance, if a file is has 
uploaded into Honeypot, Sebek immediately records the file which producing an 
identical copy. In general, Sebek consists of two components; a client and server as 
appeared in Fig. 5. The client part captures off Honeypot’s data of a Honeypot and 
exports it to the server through the network. The server collects the data from one of 
two possible sources: the first is a live packet capture from the network, the second is 
a packet capture archive stored as a tcpdump formatted file. Once the data is collected 
then either will be uploaded into a relational database or the keystroke logs are 
immediately extracted. However, the client part resides entirely on kernel space 
within the Honeypot and implemented as a Loadable kernel Module (LKM). The 
client can record all data that a user accessed via the read() system call. This data is 
then exported to the server over the network in a manner that is difficult to detect 
from the Honeypot running Sebek. The server then received the data from all of the 
Honeypots sending data.  
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Fig. 5. Sebek Sever/Client Architecture 

 

Fig. 6. Sebek Module Conceptual Logic 
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implementation simply does nothing with Sebek packets; it drops them on the floor 
and moves on to the next packet in the queue. The end result is that an intruder is 
unable to capture the Sebek packets.  

Secondly, the main goal of network digital evidences centralization phase is merely 
to centralize the captured inbound and outbound network packets in arranged ways 
for simplifying investigation purposes since all evidences will be stored in one place. 
However, developing a robust solution to achieve this goal is challenging and should 
be scalable enough to support all sorts of collected evidences.. Therefore, all the 
previous evidence collection mechanisms are primarily used here and the next section 
demonstrates how they handled to achieve this aim. 

The sequential logic of experiment's flow initially started by configuring and 
adapting main utilities that used in this research. The first step is to configure Log 
Server to accept and log the remote logs transferring that could be allowed by 
adopting the option to SYSLOGD=”-r”. Moreover, this configuration also involved 
for centralizing IPTables logs, since IPTables logs to system's logs. On the client side 
(Honeypots), their configuration option should be changed too to transfer their logs to 
the remote log server which achieved by adding  *.*  @172.16.54.146 into 
/etc/syslog.conf file. Then, Snort utility has adopted perfectly for capturing and 
recording an unencrypted channels properly. The captured network packets are 
recoded twice; into database and into flat files. Finally, Sebek server/client 
architecture has configured as well to deal with an encrypted channels. The Internet 
Protocol (IP=172.16.54.1) has assigned to Sebek Server which will be used to receive 
captured Sebek Clients packets. Also, UDP port number 1101, accept and log, and 
magic value options has chosen. After that, Sebek Client has installed into all 
honeypots and configured too. Sebek Client has adapted it's variables like UDP Port 
Number and Internet Protocol according to Sebek Server. 

3   Results and Analysis 

In fact, a case study has been used here to evaluate the designed methodology and test 
the proposed solution which mainly based on network digital evidences rather than 
computer digital evidences. A scenario constructed as following: 

The production environment consists physically of four zones which each zone has 
its own components, tools and requirements. The first zone is a Basic Honeypots 
Zone which acts as a local network that held company's servers. These servers are 
Web Server and Secure Shell (IP=172.16.54.120), Data Base server, and Mail Server. 
Ubuntu Server operating system is basically installed and configured on all of these 
servers according to their requirements. Then, Sebek  client utility also installed on 
Web Server in order to capture Web Server's activities that applied through a secure 
channel and then immediately transfer them to Sebek Server . After that, Honeywall 
OS is installed on a local network and acts as entry point of the lab's network. The 
Honeywall OS consists of various tools that used to collect and centralize the 
network's evidences. These tools are SNORT 2.8.4 application that used as main 
sniffer and also as Intrusion Detection or Prevention Systems (IDS/IPS).  SNORT 
application is installed on Honeywall operating system and then customized in order 
in to log to a data base and dump network's packets. Lastly, Sebek Server is installed 
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on Honeywall OS and configured to collect and log the encrypted connections to a 
data base. The second zone is a Hardened Honeypot Zone that configured just to 
allow connection from specified production environment's servers. This zone has log 
Server (IP=172.16.54.130 ) which mainly used to record all of production 
environment's servers activities.  Indeed, Log Server access restrictions have hardened 
by using of an IPTables firewall. The third zone that is a Administrator Honeypot 
Zone which basically is used just by the administrator in order to configure and adapt 
Honeywall OS. The accessibility to a Honeywall OS only allowed through an 
encrypted channel by using of Secure Shell Server (IP=172.16.54.110). The fourth 
zone is a Public Internet Zone which is generally offers the production environment 
services to be accessible for the world.  This zone is often untrusted and has users 
they might be legal or illegal. 

However, an attacker compromised the production environment remotely when he 
came up with the root password through brute forcing SSH server. He then firstly 
uploaded two scripts files used for obfuscating crimes traces. These files mainly 
launched to remove chosen files and folders such as log's files and folders within web 
server. After that, he connected through an encrypted channels (SSH) to avoid 
intrusion detection systems [7]. Then, he uploaded another public key file to encrypt 
the web application and data base and overwrite the original files as well. 

Now, analyzing results collected by the proposed solution helps us to discover 
digital crime's clues. Firstly, the attacker intentionally tried to login SSH server 
through brute force attack and he succeeds for logging as Fig. 7 depicts that.  

 

Fig. 7. Log Server received Honeypots Logs 

Then, he uploaded two scripts namely BH-FE.rb [9] and BH-LSC.pl [10] through 
Secure Shell server (SSH) in order to bypasses the intrusion detection system (IDS).  
After that, he encrypted the web application files and the data base files too by using 
an uploaded public key. Finally and intentionally launched BH-FE.rb [9] and BH-
LSC.pl [10] scripts in order to destroy the log files which might used for forensic 
investigation. All of an attacker's commands, and encrypted or unencrypted 
operations captured by Snort and Sebek server and then logged into data base. The 
following figures show these results:  
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Fig. 8. Launching Snort Utility 

 

Fig. 9. Network Evidences Logged by Snort 

 

Fig. 10. Network Evidences Logged by Sebek Architecture 

 

Fig. 11. Network Evidences Logged by Sebek Architecture (Cont.) 

F



320 M. Abbas, E. Sabeil, and A. Abdul Manaf 

4   Conclusion 

In this research, the importance of network digital evidences regarding to digital 
crimes investigations rather than computer digital evidences (since they could be 
overwritten after conducting attacks ) is deeply discussed and stated. The magical key 
for overcoming computer digital evidences weaknesses is to hide intermediate media 
in stealth mode between production environment and the outside world for capturing 
all or desired network inbound and outbound activities and it should not detectable by 
anyone. In fact, Honeynet Architecture used here to present this media since it's main 
component, Honeywall OS configured on bridged mode to achieve research's aim. 
Then, however, various utilities like IPTables, Snort, Sebek and Log server have 
adopted perfectly for the sake of collecting and centralizing network digital evidences 
and then how use these evidences for investigating digital crimes. 
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Abstract. Organizations would encounter with challenges which leaving them 
would be impossible without any systematic and engineering approach and 
without any preparation of Secure Information System. The most important and 
greatest challenge is related to security of area that provides Information 
Systems. The main contribution of this work is providing a security standard-
based process for software product line development. It is based on categories 
vulnerabilities and some concept of software engineering and use of the 
redefinition of information system life cycle, which integrated by Common 
Criteria (ISO/IEC 15408) controls into the product line lifecycle. Present 
approach reduces the complexity and ambiguity inherent in the information 
systems security in the engineering, well-defined, repeatability process. 

Thus, the security organizations which implement secure products ensure the 
security level their product and use time-cost effective and engineering process 
to improve their future product. 

Keywords: Information System (IS), Security requirement, Security Strategies, 
Security Engineering, Security Evaluation, Security Policy, ISO/IEC 15408. 

1   Presentation 

No country would have any kinds of development except if  its people has reached to 
the high level of maturity in term of information and this would be obtained only by 
increasing information and knowledge day to day. The role of Information system 
(IS) is obvious in countries toward development working as a tool for information 
sharing and universal access. And scientists of that community are responsible for its 
development and expend it. Entering to this area without any systematic approach and 
preparation of IT and its architecture beside communication technology would 
encounter the country with challenges which leaving it would be impossible. The 
most important and greatest challenge is related to security of area that provides 
technologies. The area of security information exchange of any country is depending 
on several factors which needs different measures at the national level. Fortunately 
there are many security standards in this field like: ISO/IEC 27000i, ISO/IEC 17799, 
ISO/IEC 13355 and ISO/IEC 15408…, recently special attention have been paid on 
this subject. 
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2   Introduction 

Information is considered as vital lifeline in organizations and developed institution 
and scientific societies, in the way towards a modern IT organization based on IT 
necessary measures should be considered in regarding the protection of Information 
system (IS). Success in security information depends on protection of IS against 
attacks, so it can be select strategically based on 3 elements: 

Detection, Protection and Response. Reliable protection, on time detection and 
appropriate response, are the cases that a security system has to respect them as shows 
in fig1. 

 

Fig. 1. Security Strategy Steps 

First step, Detection; has shown in red, meant to unsafe (insecure) conditions in the 
system. In this time we needed to accurately identifying possible attacks, threats and 
their risks. 

Second step, Protection; meant toward securing and decisions about security policy 
and designing of organization security plans. 

Third step, Response to; would fix security problems by implementation of 
principles and obligate to the policy to correct the information system.  

The most important idea in this figure is animating and rotates around the product 
life cycle that each information system can encounter with new types of security 
problems around its life cycle.  

Evaluation process in the ISO/IEC 15408, defines degree of confidentiality of 
security function of product and systems, and ensures the amount required for 
application of these requirements specifies. Evaluation results can help customers 
determine whether their product or systems with information system security is 
enough or whether the security risks are acceptable or not [1]. 

So we would have dynamic strategy to setup the security can be cause of durable 
system and enhance the level of security. 
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3   Security versus Safety 

3.1   Comparison  

We have to considered that two entirely were separate subject and one of them has 
their own place in IS, safety engineering is defined as structured and clear repeatable 
process to reduce the risk of unintentional damage in cases where un authorization 
activities by over valuable asset. Damage in this sphere by investors is understandable 
and tolerable.  

Security engineering  defined as Structure-oriented and methodical and repeatable 
and enlightened process about deliberate damage from unauthorized activities and 
trying to reduce this risk for investors which is intolerable an indiscoverable[5],[7]. 

Table 1. Some difference in safety engineering and security engineering 

Security Engineering Safety Engineering 

Intentional damage and subversive 
Unintentional damage and minor mistakes 

or errors 

Challenges must be controlled and attacks 
are purposeful and aggressive 

Challenges are less important and attacks 
are non-purposeful 

Events meant to abuse the system Events are considered awful for system 

There are serious threat and damage and 
Deficiency  

There are risk  
(probability of damage) 

Structure-oriented and methodical and 
repeatable and enlightened process 

as structured and clearly repeatable process 

3.2   What Is the Information Systems Security 

In fact, information systems security include protection of IS against a wide range of 
threats, with the aim at ensuring the continuity of business activities, minimizing risks 
of working and maximize return of investment and opportunities. 

Information security includes confidentiality, integrity and availability of 
information and also included others such as authenticity, accountability, non-
repudiation and reliability. In this few sentences we can understand that information 
systems security is an ambiguous and very complicated concept in information 
systems development [2], [3], [4]. At the first we should define some words that help 
us to realize Information Systems Security: 

Security policy: We titled security policy as a giving support to management and IS 
security based on work requirement and relevant rules and regulations in a 
documentary collection, management has to prove the business objective based on a 
specific policy, support and commitment, IS security through the publication of this 
document and adherence to comprehensive IS security in organization. 

Documentation of information system security policy: Document of ISSP must be 
approved by management; publishing to all staff and relevant external organizational 
groups is communicated. 
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Review of information security policy: Document of ISSP should be scheduled at 
intervals to be revised if significant changes are made and ensure of maintaining 
competence, adequacy and its effectiveness. 

4   Challenges 

4.1   Complexity of the Security Concept 

Obviously to define this concept, we have to discuss two aspects of this concept 
separately. First, ”WHAT”: what is really needed, as stated objectives or evaluate and 
provide really clear what the more intellectual for people who involved in the zone of 
security evaluation. 

Second, “HOW”: determine policy and create tools that automate security 
measures to introduce the evaluation the current process-oriented development, 
Structure-oriented and methodical and repeatable and enlightened [2]. 

4.2   Challenges of Information System Evaluation and Product Warranty 

Evaluation process documentary has to be considered during the life cycle of the IS, 
this requires security process management model and a methodical, reproducibility 
and self optimum engineering process. 

Estimating profit from the amount invested in the secure implementation process 
and security assurance process is very necessary and critical. But unfortunately it is 
very hard and ambiguous to perform criteria and guarantee the return of investment 
(ROI). It should be mentioned that the insurance security is not meaning higher 
percentage return of investment (ROI), and sometimes only trying to guarantee or 
security assurance will raise the production cost [2]! 

Security evaluation is done on documentation in product lifecycle, not in product, 
and it shows integration of software engineering topics and security engineering and 
higher level of assurance means perform and realize more and more rules and criteria 
of engineering software[2],[5]. 

4.3   Vulnerabilities and Defects1 

Steps should be taken to prevent vulnerabilities arising in IT products. To the extent 
feasible, vulnerabilities should be: 

a) Eliminated 
b) Minimized 
c) Monitored  

4.3.1   Cause of Vulnerabilities 
Vulnerabilities can arise through failures in: 

a) Requirements -- that is, an IT product may possess all the functions and features 
required of it and still contain vulnerabilities that render it unsuitable or ineffective 
with respect to security; 

                                                           
1 Common criteria, ISO/IEC 15408, part: 3; ver3.1:2009 
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b) Development -- that is, an IT product does not meet its specifications and/or 
vulnerabilities have been introduced as a result of poor development standards or 
incorrect design choices; 

c) Operation -- that is, an IT product has been constructed correctly to a correct 
specification but vulnerabilities have been introduced as a result of inadequate 
controls upon the operation [1]. 

4.3.2   Type of Vulnerability 
In any infrastructure, which includes software, there are vulnerabilities that cannot be 
designed or built out in an economic sense and can only be mitigated against. These 
are intrinsic vulnerabilities. By contrast, there are vulnerabilities that can be designed 
and built out ‘non-intrinsic ones’ and therefore doing so removes the need for 
mitigation. Understanding the difference between intrinsic and non-intrinsic 
vulnerabilities is at the heart of good software assurance [8]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 

 

Fig. 2. Sample of intrinsic and non-intrinsic vulnerability in each step of Product Life Cycle 
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As you see in figure 2, we have defined 3 steps for product life cycle (PLC) as stages 
birth, maturity and death. Here we define Software life cycle (SLC) in 8 phases which has 
been similar to 3 steps of PLC and be able to classify every possible intrinsic and non-
intrinsic vulnerabilities during the difference phase. 

According to this figure proposal and requirement analysis phases and design 
production some extend phase are the parts of birth product step. Growth and Maturity 
stage of product including design, development, quality test, product control knowledge 
(limited release) phases and the product will reach to peak maturity when the phase of 
public release is starting and then must think of replacing products based on new 
requirement and passing the last shortcomings and vulnerabilities. This stage is product 
death which includes public access and absolute phases. 

A solution for a non-intrinsic vulnerability might be the requirement to develop an 
authentication mechanism to protect against unauthorized use. By comparison, a 
solution for an intrinsic vulnerability might be installation of the system and its data 
on an isolated machine that has no internet connectivity. It is useful to note that the 
first is an example of a functional requirement, while the second is an example of a 
non-functional requirement [8]. Software assurance under ISO/IEC 15408 addresses 
both.  

Reconciling this back to the original definition, software assurance is “a level of 
confidence that software is free from vulnerabilities, either intentionally designed into 
the software or accidentally inserted at any time during its life cycle.” This part of the 
definition addresses the non-intrinsic vulnerabilities and the non-functional 
requirements caused by software flaws, whereas the rest of the definition, “and that 
the software functions in the intended manner,” addresses the intrinsic vulnerabilities 
and the functional requirements for security [8].   

5   Opportunities     

5.1   Position of ISO/IEC 15408     

5.1.1   CC  Philosophy 
The CC philosophy is that the threats to security and organizational security policy 
commitments should be clearly articulated and the proposed security measures should 
be demonstrably sufficient for their intended purposes.  

Furthermore, those measures should be adopted that reduce the likelihood of 
vulnerabilities, the ability to exercise (i.e. intentionally exploit or unintentionally 
trigger) a vulnerability, and the extent of the damage that could occur from a 
vulnerability being exercised. Additionally, measures should be adopted that facilitate 
the subsequent identification of vulnerability and the elimination, mitigation, and/or 
notification that vulnerability has been exploited or triggered [1].  

5.1.2   Application Domain 
The CC does not contain security evaluation criteria pertaining to administrative 
security measures not related directly to the IT security functionality. 

The evaluation of some technical physical aspects of IT security such as 
electromagnetic emanation control is not specifically covered, although many of the 
concepts will be applicable to that area.  
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The CC does not address the evaluation methodology under which the criteria 
should be applied. 

The CC does not address the administrative and legal framework under which the 
criteria may be applied by evaluation authorities.  

The procedures for use of evaluation results in accreditation are outside of scope of 
the CC.  

The subject of criteria for the assessment of the inherent qualities of cryptographic 
algorithms is not covered in the CC.  

To show requirements and ensure IT security operations, under the standard  
ISO / IEC 15408 the following two concepts are used: 

 
Protection Profile infrastructure (PP) 

 

The PP allows collecting and implementation completeness and reusability security 
requirement. PP can be use by customer for detecting and realizing secure product 
which meets their needs. 

 
Security Target infrastructure (ST) 

 

The ST shows security requirement and secure operation for evaluation system or 
special product which is called TOE (Target of Evaluation), ST is a base for 
evaluation according to the standard ISO/IEC 15408 and use with who evaluate on 
TOE. 

The main concept of protection profiles (PP), packages of security requirements 
and the topic of conformance are specified and the consequences of evaluation, 
evaluation results are described. This part of the CC gives guidelines for the 
specification of Security Targets (ST) and provides a description of the organization 
of components throughout the model. 

5.2   Functional Requirements Paradigm 

TOE evaluation is concerned primarily with ensuring that a defined set of security 
functional requirements (SFRs) is enforced over the TOE resources. The SFRs define 
the rules by which the TOE governs access to and use of its resources, and thus 
information and services controlled by the TOE. 

The SFRs may define multiple Security Function Policies (SFPs) to represent the 
rules that the TOE must enforce. Each such SFP must specify its scope of control, by 
defining the subjects, objects, resources or information, and operations which it 
applies. All SFPs are implemented by the TSF (see below), whose mechanisms 
enforce the rules defined in the SFRs and provide necessary capabilities. Those 
portions of a TOE that must be relied on for the correct enforcement of the SFRs are 
collectively referred as the TOE Security Functionality (TSF). The TSF consists of all 
hardware, software, and firmware of a TOE that is either directly or indirectly relied 
upon for security enforcement. The TOE may be a monolithic product containing 
hardware, firmware, and software [1]. Look figure 4 for more realization:  

Alternatively a TOE may be a distributed product that consists internally of 
multiple separated parts. Each of these parts of the TOE provides a particular service 
for the TOE, and is connected to the other parts of the TOE through an internal  
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Fig. 3. The CC Functional Requirements Paradigm 

communication channel. This channel can be as small as a processor bus, or may 
encompass a network internal to the TOE. The set of interfaces, whether interactive 
(man-machine interface) or programmatic (application programming interface), 
through which resources are accessed that are mediated by the TSF, or information is 
obtained from the TSF, is referred to as the TSF Interface (TSFI). The TSFI defines 
the boundaries of the TOE functionality that provide for the enforcement of the SFRs. 

5.3   Security Function Components 

This chapter defines the content and presentation of the functional requirements of the 
CC, in this paper we present only 3 components for more information see ISO/IEC 
15408: part 2. 

Class FAU: Security AUDIT 
Security auditing involves recognizing, recording, storing, and analyzing 

information related to security relevant activities,  
The resulting audit records can be examined to determine which security relevant 

activities took place and whom (which user) is responsible for them. 
Class FCO: COMMINICATION 
This class provides two families specifically concerned with assuring the identity 

of a party participating in a data exchange. These families are related to assuring the 
identity of the originator of transmitted information (proof of origin) and assuring the 
identity of the recipient of transmitted information (proof of receipt). These families 
ensure that an originator cannot deny having sent the message, nor can the recipient 
deny having received it. 
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Class FCS: PTOGRAPHIC SUPPORT 
The TSF may employ cryptographic functionality to help satisfy several high-level 

security objectives. These include (but are not limited to): identification and 
authentication, non-repudiation, trusted path, trusted channel and data separation. This 
class is used when the TOE implements cryptographic functions, the implementation 
of which could be in hardware, firmware and/or software.  

It is necessary for attention that defined component in cc, is not a final solution for 
solve all security problems, it is just a set of appropriate security requirement which 
help us to implement secure product that will meet costumer’s requirement and just 
suggest them as common criteria. This security component according to current 
situation evaluation shows appropriate security requirements.  

5.4   CC Assurance2  

Assurance is grounds for confidence that an IT product meets its security objectives. 
Assurance can be derived from reference to sources such as unsubstantiated 
assertions, prior relevant experience, or specific experience. However, the CC 
provides assurance through active investigation. Active investigation is an evaluation 
of the IT product in order to determine its security properties.  

5.4.1   The CC Evaluation Assurance Scale  
The CC philosophy asserts that greater assurance results from the application of 
greater evaluation effort, and that the goal is to apply the minimum effort required to 
provide the necessary level of assurance. The increasing level of effort is based upon: 
Scope, Depth, Rigour.  

5.4.2   Evaluation Assurance Level 1 (EAL1) -Functionally Tested 
EAL1 is applicable where some confidence in correct operation is required, but the 
threats to security are not viewed as serious.EAL1 provides a basic level of assurance 
by a limited security target and an analysis of the SFRs in that ST using a functional 
and interface specification and guidance documentation, to understand the security 
behavior. The analysis is supported by a search for potential vulnerabilities in the 
public domain and independent testing (functional and penetration) of the TSF. EAL1 
also provides assurance through unique identification of the TOE and of the relevant 
evaluation documents. This EAL provides a meaningful increase in assurance over 
unevaluated IT.  

5.4.3   Evaluation Assurance Level 2 (EAL2) - Structurally Tested 
EAL2 requires the co-operation of the developer in terms of the delivery of design 
information and test results, but should not demand more effort on the part of the 
developer than is consistent with good commercial practice. As such it should not 
require a substantially increased investment of cost or time. EAL2 is therefore 
applicable in those circumstances where developers or users require a low to 
moderate level of independently assured security in the absence of ready availability 
of the complete development record. Such a situation may arise when securing legacy 
systems, or where access to the developer may be limited. 
                                                           
2 Whole this section (5.4) is from : Common criteria, ISO/IEC 15408, part: 3; ver3.1:2009. 
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5.4.4   Evaluation Assurance Level 3 (EAL3) - Methodically Tested and Checked 
EAL3 permits a conscientious developer to gain maximum assurance from positive 
security engineering at the design stage without substantial alteration of existing 
sound development practices. EAL3 is applicable in those circumstances where 
developers or users require a moderate level of independently assured security, and 
require a thorough investigation of the TOE and its development without substantial 
re-engineering.  

5.4.5   Evaluation Assurance Level 4 (EAL4) - Methodically Designed, Tested, 
and Reviewed 

EAL4 permits a developer to gain maximum assurance from positive security 
engineering based on good commercial development practices which, though 
rigorous, do not require substantial specialist knowledge, skills, and other resources. 
EAL4 is the highest level at which it is likely to be economically feasible to retrofit to 
an existing product line.EAL4 is therefore applicable in those circumstances where 
developers or users require a moderate to high level of independently assured security 
in conventional commodity TOEs and are prepared to incur additional security-
specific engineering costs.  

5.4.6   Evaluation Assurance Level 5 (EAL5) - Semi Formally Designed and 
Tested 

EAL5 permits a developer to gain maximum assurance from security engineering 
based upon rigorous commercial development practices supported by moderate 
application of specialist security engineering techniques. Such a TOE will probably 
be designed and developed with the intent of achieving EAL5 assurance. It is likely 
that the additional costs attributable to the EAL5 requirements, relative to rigorous 
development without the application of specialized techniques, will not be large. 
EAL5 is therefore applicable in those circumstances where developers or users 
require a high level of independently assured security in a planned development and 
require a rigorous development approach without incurring unreasonable costs 
attributable to specialist security engineering techniques.  

5.4.7   Evaluation Assurance Level 6 (EAL6) - Semi Formally Verified Design 
and Tested  

EAL6 permits developers to gain high assurance from application of security 
engineering techniques to a rigorous development environment in order to produce a 
premium TOE for protecting high value assets against significant risks. EAL6 is 
therefore applicable to the development of security TOEs for application in high risk 
situations where the value of the protected assets justifies the additional costs. 

5.4.8   Evaluation Assurance Level 7 (EAL7) - Formally Verified Design and 
Tested  

EAL7 is applicable to the development of security TOEs for application in extremely 
high risk situations and/or where the high value of the assets justifies the higher costs. 
Practical application of EAL7 is currently limited to TOEs with tightly focused 
security functionality that is amenable to extensive formal analysis.  
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ISO/IEC 15408 part: 3 define some assurance requirement. This requirement 
including evaluation levels which say scale of evaluation, and including Composed 
Assurance Packages (CAP) that defines scale for evaluation product assurance 
combination and is a set of assurance components have been chosen as CAP. The cap 
is a metric for evaluating ST and PP. 

6   Security Engineering 

Now, we want classified some important concepts of software engineering that help 
us in implementing secure information system. The category that is showed below is a 
rotary motion which is begins at early step of information systems development, and 
raise with information system’s life time. In every cyclic motion we can see more 
security in information systems [3], [6], [9]. 

6.1   Basic Properties and Requirement to Obtained Security 

Completeness: it means to be complete engineering process demands and security 
requirement engineering and have to be identified correctly and identified all the user 
needs or employer or the product of system evaluator. 

Granularity: which means requirements based on cost and time and investor 
preferences and functional or non-functional properties of production such as quality 
(be care that the quality may be deferent for the region or in deferent applications), 
performance and … would be classified and grouped. Identifying the importance and 
unimportant requirement group and other systems located in this category. 

Integration: against the granularity which separate requirements, it combine 
requirement and solutions. Attribute with the same solutions combined in this method 
to allow the instrument to create an engineering process.  

Resiliency: it means information system (IS) communicated with other systems in a 
secure platform with secure communicate infrastructure. 

Quality: Quality defines in two topics: Functional and non-functional. In the first case 
the special software engineering test is produced and in the second case definition has 
been obtained depending on organizational needs and defining specific metric for 
quality. 

Integrity: it is unity of security policy that will meet requirement’s group and cause to 
resist in any changes and unauthorized penetration from unauthorized users. 

Confidentiality: all solution to forbid unauthorized users and unauthorized access an 
unauthorized query even authorized user by some concepts such as encryption, 
encapsulate or stenography … . 

Availability: all solution that permit to authorized user to access authorized source in 
authorized time and authorized place.  
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6.2   Lateral and Complementary Requirement and Properties for Security 

Non-Repudiation: all of the operations have to recorded and stored, and all factors 
connected to the system have to be documented and justified. 

Accountability: it means each operation of any operator on system has to be able 
tracing it.  

Dependability: this property is definitely been established if two basic properties 
‘availability and integration’ implemented before. 

Predictability: we have to considered all aspects and all possible state to penetration 
and attacks, if the inability to resolve deficiency and vulnerabilities we have to predict 
damages and potential risks. 

Basically the other main and complementary requirement noted above, not to be as 
an absolute process. There is a cyclic process for implementing security. That are 
always started of completeness, granularity and …, and is obtain than the level of 
security at each iteration, this cycle repeat and each repeat will implement and 
evaluate  higher and better level of security and impractical individuals little by little.           
Above concepts are illustrated on figure 4: 

 
 

 

Fig. 4. Basic properties and requirement to obtained security. With a rotary motion that use 
security evaluation and help us to implement secure IS.  
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According to all stages of product life cycle (PLC) and software life cycle (SLC) 
suggested in figure 2, improved from security designing and development (secure 
production process) point of view and considered same discussion such as secure 
design, secure coding … as an engineering process. As we see in security 
requirements engineering, there are some methodologies such as SQUARE and etc. 

With proper understanding of process suggested in figure 2 and 3, we will see the 
complex concept of security will change to a repeatable, well defined, refined ability, 
optimization process and achieved away from the complexities of a much lower cost 
and greater reliability and reliance, step by step and obviously to implementation, 
maintenance, review and improving information systems security. 

Result 

Evaluation has two types: Evaluation of final product and evaluation of process of 
producing. The CC uses both of them with definition of some security component and 
security evaluation levels, so it has become a comprehensive and acceptable standard 
for all the organizations and institutions which work in field of security. 

The CC has encouraged user to emphasis on importance of whatever has been said 
below: 

• Identify requirement of secure information systems and require to 
security policy and secure goal setting for secure information systems. 

• Implementation and exploitation of controlled cases in order to manage 
secure information system risks. 

• Reviewing of performance and effectiveness of secure information 
system. 

• Continuous improvement based on measurement and evaluation of secure 
goals.   

• Harmony with other management systems standards.  

Our  proposal is  based on a process which help to establish, perform, exploit, 
refined secure property, review  the information management systems and show the 
way to maintain, improvement and development this process. The implementing of 
such a system has to be as a strategic decision for an organization’s directors. Among 
these there are effective factors on this strategic decision such as: security 
requirement, organization’s security goals, process applied and size and structure of 
organization.  

The directors should consider the security as a result of rotary engineering process 
and they should understand the gradual process for achieving security. In this rotary 
motion, a cyclic reproducibility engineering mechanism, will cause to remove barriers 
then may make the optimal conditions to produce secure Information system (IS) in 
terms of time and energy an investment and cause to more secure products. 

According to security policy and security plans of organization which have made 
based on ISO/IEC 15408 and have determined as an organization guideline, directors 
must have different teams in different phases of Information Systems life cycle who 
those aren’t particularly security specialists and these teams would determine steps 
with documentary of their attempts and experiences and compete with secure aims, so  
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they can perform to product implementation in secure form from the beginning of 
process instead of performing security at the end of producing, and it will have less 
cost and more approaches. And they will success to produce secure product and they 
will be able to create the secure produce of product process step by step. 
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Abstract. E-learning system is a web-based system which is exposed to com-
puter threats. Services or asset of the e-learning system must be protected from 
any computer threats to ensure the users have peace of mind when using it.   It 
is important to identify and understand the threats to the system in order de-
velop a secure system. The main objectives of this paper are to discuss the 
computer security threats towards the e-learning system assets and to study the 
six categories of computer security threats to the e-learning assets. The activi-
ties which involve the e-learning assets will be analyzed and evaluated using 
the STRIDE model. The results show that the e-learning system assets are ex-
posed to threats on availability, integrity and confidentiality .Our findings also 
show that the high risk assets are assessment and students’ assessment marks. 

Keywords: E-Learning, Computer Security, E-Learning Security, STRIDE, 
Data Classification. 

1   Introduction 

Nowadays, e-learning system has becomes popular among the educational institu-
tions. This is because E-learning system gives a lot of benefits to people such as  
guaranteed 24-hour response to student questions, education taking place anytime, 
anywhere and searchable knowledge base. E-Learning is also quite effective in its 
ability to produce measurable results by monitoring attendance, effectiveness, per-
formance, and recording test scores [1].   

Since the e-learning system is run under internet environment, therefore it is ex-
posed to computer threats and vulnerabilities of internet. Threat is an impending ac-
tion by a person or event that poses some danger to assets. A loss of an asset is caused 
by the realization of threat. The threat is realized via the medium of vulnerability [2]. 
It is very important to know and understand all the threats towards the system to be 
developed. In risk management process, the evaluation of risk on assets, threats and 
vulnerabilities are done in assessment phase [3]. Security risk analysis, otherwise 
known as risk assessment, is fundamental to the security of any organization. It is 
essential in ensuring that controls and expenditures are fully commensurate with the 
risks to which the organization is exposed. The objective of risk analysis is to identify 
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risks from potential events with a view to reduce the level of risk to an acceptable 
level [4]. 

Assets are valuable resources of the organization that need to be protected. The 
loss of assets represents the significant loss to the organization. In some cases, a lost 
asset cannot be replaced particularly in the case of goodwill, trust, or confidential re-
search. Examples of asset categories are; users, services, servers, networks, documen-
tation, goodwill, reputation and personnel skills [2]. 

STRIDE is one of the methods to identify all the possible threats towards the sys-
tem by classifying the threats into six categories which are Spoofing, Tampering, Re-
pudiation, Information disclosure, denial of service and Elevation of privilege. Swid-
erski and Snyder (2004) suggested that threats can be classified into six classes based 
on their effect [5]. 

2   Related Research 

There are a few research had been done about the e-learning security. None of the 
research had discussed computer security threats towards the e-learning system assets 
as discussed in this paper. Most of the researchers discussed a security issues on e-
learning system related to specific area such as privacy, protecting the e-learning con-
tent, authentication and on-line assessment. 

Privacy in the e-learning system had been discussed by [6], [7]. [8], [9] had dis-
cussed on how to protect the e-learning content from being used without permission. 
[10], [11], [12] had discussed the authentication system for the e-learning system and 
on-line assessment had been discussed by [13], [14], [15], [16], [17]. Maria et al. [18] 
had discussed different types of availability, integrity and confidentiality attack on the 
e-learning system. Yong (2007) discussed the security attributes that are relevant to 
all e-learning stakeholders and suggested a security modeling for e-learning system 
that describes the relationships among e-learning stakeholders [19]. 

3   E-Learning Assets 

Shareable Content Object Relational Management (SCORM) defines an asset as a 
simple resource, such as a static HTML page or a PDF document, or collection of 
files, such as images and a style-sheet [6]. Whereas [7] have looked at asset of e-
learning system in a more specific way , where they defined e-learning assets as E-
Learning content (Exam, Notes, Grade),Cryptographic key content, User personal 
data, Messages between users, Different group membership data, Network bandwidth, 
Message integrity and Message availability. 

In this discussion, writers will define e-learning asset as services provided by e-
learning system such as learning resources, examination or assessment questions, stu-
dents’ results, user profile, forum contents, students’ assignment and announcement in 
the e-learning system. 
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3.1   Learning Resources 

Learning resources are assets that provide students with lecture notes to help students 
in their studies. Learning resources are uploaded by the facilitator for their students. 
Students hope that the learning resources such as lecturer notes that they download 
from the system are not changed from the original content. The facilitators also hopes 
that their notes distributed to students are not changed by unauthorized people and 
distributed to others without their knowledge. The facilitators want their copyright on 
their lecture notes. Students will not feel happy if the learning resources uploaded into 
the system is unavailable for downloading when they need them. 

Weippl (2005) stressed that all information provided by the university's e-learning 
system must be free of errors to avoid damage to the reputation and prestige of indi-
vidual departments and the university [8]. 

3.2   On-Line Assessment 

The privacy, integrity and availability of these assets have to be really guarded care-
fully. Weippl (2005) stressed that security requirements such as integrity, availability, 
confidentiality and non-repudition of assessment are major factors that influence the 
success of the on-line assessment [8]. The exam questions and student answer sheet 
have to be protected from tampering to ensure the integrity of the examination. Stu-
dents should not know the question before the exam is conducted to ensure the confi-
dentiality of the examination. The system has to be protected from any action to crash 
the system when the examination is running to ensure the availability of the examina-
tion. Non-repudiation is important as evidence of students taking the examination and 
submitting the answer sheet.  The system must only allow registered students to sit for 
the assessment. 

The system should also be able to detect any cheating action during examination 
conducted such as copying. 

3.3   Students’ Results 

This asset keeps the information about student’s performance such as continuous as-
sessment, assignment and examination result. This information should be known by 
the owner only. This asset can only be accessed by the student and the facilitator. The 
facilitator will key in and update the information of this asset.  

Unauthorized modification of this information will result in the loss of integrity 
and if someone else knows this information it will result in loss of privacy.Wrong 
keying-in of students’ marks will also affect the integrity of students’ marks.  

3.4   User Profile 

Profiles of students, facilitators and administrators will be keyed-in by the administra-
tor. The student and facilitator can only update certain profiles themselves once their 
records already exist in the system. Although the information is not as sensitive as  
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examination questions, this information should be protected to safeguard the privacy 
of users. Accuracy of students’ and facilitators’ information is also important because 
any wrong information about them can have adverse effects. 

3.5   Forum Contents 

This service is used by students and facilitators for the discussions. Students can  
send questions and await responses from other students or facilitators. Some of the 
discussion probably involves a sensitive issue; therefore the privacy of this forum 
must be protected. Forum discussion should enable anonymous postings, because 
some students would not publish controversial topics if their identity could be re-
vealed [8]. Each message sent to this forum should be tracked through the log files to 
prevent repudiation among users. 

3.6   Announcement 

This service is used by the administrator and facilitator to disseminate information to 
the user especially to the students. The information is not really sensitive information 
since wrong information does not really affect the organization and there is still space 
to make amendments. 

3.7   Students’ Assignment 

Students submit their assignment by uploading their work into the system. Student 
feels happy if their assignment is not modified or tampered when their facilitator re-
ceives it. The e-learning system has to maintain the availability of the system espe-
cially when the due date is near. Student will feel frustrated if they cannot submit 
their assignment because of the unavailability of the system. All the assignments 
submitted to the facilitator needs to be proven to avoid repudiation. 

4   Methodology 

In this study, all the activities in e-learning system that involves the assets will be 
analyzed and evaluated using the STRIDE Model. STRIDE model will identify all 
threats to the assets and categorize them into six categories, if exist. The threats iden-
tified will then be classified to determine the risk of threats to those assets. This proc-
ess will use data classification as discussed below. 

4. 1   Data Classification 

All assets of e-learning systems will be classified into three categories to determine 
the security controls to protect these assets. [9], [10], [11] have suggested restricted, 
confidential and public as three categories of data classifying as shown in table 1. 
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Table 1. Data Classifying 
 

Category Description Level 
Restricted Restricted data will cause significant impact to the  

organization when the data been unauthorized disclosure, 
alteration or destruction by unauthorized people and  
disruptions of access. Only those individuals with explicit 
authorization are designated for approved access. Examples 
of restricted data are credit card number and bank accounts. 

3 

Confidential  
 

Confidential data will cause negative impact to the  
organization when the data has unauthorized disclosure, 
alteration or destruction by unauthorized people and  
disruptions of access. Other employees and non-employees 
who have business need to know, delegate access privileges. 
Examples of confidential data are salary and project  
quotation. 

2 

Public Public data will cause little or no risk impact to the  
organization when the data has unauthorized disclosure, 
alteration or destruction by unauthorized people and  
disruptions of access. Organization affiliates public with a 
need to know. Examples of public data are company profile 
and company organization chart. 

1 

4.2   STRIDE 

STRIDE is a classification scheme for characterizing known threats according to the 
kinds of exploits that is used (or motivation of the attacker) [12]. The STRIDE acro-
nym is formed from the first letter of each of the following categories [13]. 

 

1. Spoofing: Whenever the communication line between the web service consumer 
and provider crosses a trust boundary, there is a threat of spoofing. 
2. Tampering: Tampering can be done while data is on the communication channel, 
while data resides on the consumer machine, or while it resides on the provider  
machine. 
3. Repudiation Users may dispute transactions if there is insufficient auditing or re-
cord keeping of their activity 
4. Information disclosure: Information can leak during communication, or while be-
ing stored on consumer or provider machine 
5. Denial of service: Denial-of-service attacks try to disturb the services by overload-
ing the communication line, or by enforcing a crash or ungraceful degradation of the 
consumer or provider. 
6. Elevation of privilege: An elevation of privilege can occur on both the consumer's 
and producer's machine. 

 

Each of the STRIDE categories can be related to the security objectives. The spoofing 
and elevation of privilege threats will affect the system authorization, tampering threat 
will affect the asset integrity , information disclosure threat will affect the confidential-
ity of the asset and denial of service threat will affect the availability of the asset. 
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5   Finding and Analysis 

All e-learning assets are exposed to security threats. Each of the threat gives a differ-
ent risk impact to e-learning asset as shown below. 

5.1   Learning Resources 

Spoofing 
 

• Unauthorized user will be able to read and download the learning resources. 
• Unauthorized user with facilitator id will able to delete and modify existing learn-

ing resources and uploading unnecessary learning resources.  
 

Tampering 
 

• Registered user will get a wrong knowledge from the learning resources. 
• The image of the lecturer and organization will be tarnished for supplying low 

quality learning resources. 
• Student will not thrust the learning resources supplied by the system. 
 

Repudiation 
 

• The facilitators denied upload new learning resource, modify and remove the exist-
ing learning resource. 

 

Information disclosure 
 

• Unauthorized user will get learning resources for free. 
 

Denial of service 
 

• The students cannot access and download the learning resources. 
• The facilitator cannot upload and update the learning resource. 
 

Elevation of privilege 
 

• Users who have privilege on this asset will be able to remove or modify the  
available learning materials. They can also upload the unnecessary materials to the 
system. 
 

This asset has not really affected the organization and the user if the unauthorized 
people are able to see the learning material since it is not really confidential. How-
ever, if the learning materials are being modified without permission it will affect the 
students’ performance as well as damage of the reputation and prestige of individual 
department and the entire university if it continuously happens. 

Therefore, the sensitivity of this asset can be classified as confidentiality or level 2. 

5.2   On-Line Assessment 

Spoofing  
 

• The unauthorized user can take the exam on behalf of other student.  
• If the intruder uses the lecturer’s id, the unauthorized user can modify and remove 

the assessment question paper. 
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Tampering 
 

• A tampering examination paper can make the examination not valid. A new exami-
nation has to be redone and this can affect the student mentality and tarnish the in-
stitution image. 

• The submission of question paper by student been modified from the original. This 
can affect the student performance. 

 

Repudiation 
 

• Student admitted that they took the examination even they are not. 
• Students who do not submit the examination paper, admits that he/she has already 

submitted the exam paper. 
• Lecturer denies uploading the examination paper. 
• Lecturer denies receiving the student answer paper.  
• Lecturer denies modifying or removing the existing examination question paper. 
 

Information disclosure 
 

• The examination question is already been known before the examination. The ex-
amination is not valid. 

• The answer of the examination is known before the examination is completed. 
 

Denial of service 
  

• The examination cannot be held because the system is not available. 
• Student cannot submit the exam paper because the system is not available. 
• Lecturer cannot upload the question paper for the examination. 
 

Elevation of privilege 
 

• User who has the privilege on this asset will be able to know, modify, add and re-
move the question paper and student’s answer sheet. 
 

The unauthorized disclosure, alteration or destruction by unauthorized people and 
disruptions of access of this asset will cause significant impact to the organization and 
users. The University has to rerun the examination if the examination is not valid be-
cause the examination question paper or student’s answer sheet has been tampered or 
the answer is already disclosure to the student. This not only will involve extra cost to 
the university and student but also will damage the image of the university. Therefore, 
the sensitivity of this asset can be classified as restricted or level 3since it will cause 
significant impact to the organization when the data is unauthorized for disclosure, 
alteration or destruction by unauthorized people and disruptions of access. 

5.3   Students’ Results 

Spoofing 
 

• Intruder can upload, remove and edit the marks. 
• Intruder can see the marks. 
 

Tampering 
 

• Assessment marks which are modified will make the assessment marks invalid and 
can affect the student’s overall results. 
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Repudiation 
 

• Lecturer denies uploading and editing the students’ assessment marks. 
Information disclosure  
• Students will lose their privacy 
 

Denial of service 
 

• Students cannot check theirs marks. 
• Administrator and facilitator cannot upload students’ marks and evaluate the stu-

dents’ performance. 
 

Elevation of privilege 
 

• User who has privilege to this asset will be able to check, add, modify and remove 
the students’ assessment marks. 

 

The unauthorized disclosure, alteration or destruction by unauthorized people and 
disruptions of access of this asset will give negative impact to the organization and 
the users. Therefore, the sensitivity of this asset can be classified as confidential or 
level 2. 

5.4   User Profile 

Spoofing 
 

• Some confidential information the user will leak to the unauthorized user. 
 

Tampering  
 

• Users’ profiles that are modified will give a bad impact to the user. 
 

Repudiation 
 

• Users deny modifying their profile. 
 

Information disclosure  
 

• - 
 

Denial of service 
 

• Users cannot update and add their profiles. 

Elevation of privilege 

• The user who has privilege to this asset will be able to add, modify and remove the 
users’ profile. 

 

Since the university is interested only in the users’ profile, the unauthorized disclo-
sure, alteration or destruction by unauthorized people and disruptions of access of this 
asset will cause less risk or no impact to the organization and the users. Therefore, the 
sensitivity of this asset can be classified as public or level 1 

4.5   Forum Contents 

Spoofing 
 

• Unauthorized user will be able to send message to forum. 
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Tampering 
 

• The forum content is tampered such as student posting or feedback from facilitator. 
 

Repudiation 
 

• Student or facilitator denied posting questions or feedback on the forum. 
Information disclosure 

• Since some of the discussion is confidential among the student and facilitator, the 
disclosure of the forum content can make the student lose confidence in the discus-
sion. This can limit their discussion. 

 

Denial of service 
 

• Discussion among the users cannot be done and user cannot share ideas 
Elevation of privilege  

• User who has privilege to this asset will be able to check , add, modify and remove 
the contents in the forum 
 

The unauthorized disclosure, alteration or destruction by unauthorized people and 
disruptions of access of this asset will cause less risk to the organization and the users. 
Therefore, the sensitivity of this asset can be classified as public or level 1. 

5.6   Students’ Assignment 

Spoofing  
 

• - 
 

Tampering 
 

• Tempered assignment will affect the student’s performance. 
• Student will answer the wrong question. 
 

Repudiation 
 

• Student admits he/she has submitted the assignment. 
Information disclosure  
• - 
 

Denial of service  
 

• Student cannot upload the assignment. 
• Facilitator cannot download the student’s assignment for marking. 
Elevation of privilege  
• User who has privilege to this asset will be able to modify, remove and look at into 

the student assignment. 
 

The unauthorized disclosure, alteration or destruction by unauthorized people and dis-
ruptions of access of this asset will have serious impact to the organization and the 
users. Therefore, the sensitivity of this asset can be classified as confidential or level 2. 

5.7   Announcement 

Spoofing 
 

• - 
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Tampering 
 

• User will get wrong information. 
• Activity has to be cancelled because of the wrong information. 
 

Repudiation  
 

• Nobody is accountable to the announcement posted. 
Information disclosure  
• - 
 

Denial of service  
 

• User cannot get the latest information. 
• Administrator and facilitator cannot disseminate the latest information to the user. 
 

Elevation of privilege  
 

• User who has privilege to this asset will be able to add, modify and remove the 
announcement. 
 

The unauthorized disclosure, alteration or destruction by unauthorized people and 
disruptions of access of this asset will cause less risk to the organization and the users. 
Therefore, the sensitivity of this asset can be classified as public or level 1. 

6   Conclusion 

The results show that the e-learning system assets are exposed to threats on availabil-
ity, integrity and confidentiality. Our finding also shows that the high risk assets are 
assessment and students’ assessment marks. The mitigation risk action has to be taken 
to protect the high risk assets.  

Authentication, encryption and firewall system are the suggested methods to deal 
with computer security threats towards the e-learning systems assets. The problem is 
to select the best techniques which are suitable for the system since there are a lot of 
techniques available. 

Further research is needed to rank the threat, identify the attacks that cause the 
threats and to identify the countermeasures for each threat.  
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Abstract. This paper explains the user acceptance used in evaluating the 
Extended Function Point Analysis (Extended FPA) in software security costing. 
The construct of Software Security Characteristics Model (SSCM), the 
validation of SSCM, prototype as well as adaptation of the user acceptance 
models, are discussed in this paper. This paper also emphasize on the user 
acceptance test for the prototype. The experiment construct includes the 
variables selection, subject selection, hypotheses formulation, and treatment. 
User acceptance questionnaire is setup followed by the experiment. Results 
show that Extended FPA is perceived ease to use, more useful as well as more 
likely to use, rather than IFPUG FPA in calculating software security cost. 

Keywords: Software security cost, function point analysis, Software Security 
Characteristics Model (SSCM), user acceptance, Technology Acceptance 
Model (TAM), Method Evaluation Model (MEM). 

1   Introduction 

Function Point Analysis (FPA) is an ISO recognized Functional Size Measurement 
(FSM) method.  It is currently maintained by International Function Point User Group 
(IFPUG). Therefore, it is commonly known as IFPUG FPA.  FPA is invented by 
Albrecht [1] to overcome the sizing problem caused by Source Line of Code (SLOC) 
method. It is also one of the widely used software cost estimation (SCE) method.   

Albrecht’s FPA [1] suffers from some essential problems and passes many stages 
of evolution to solve these problems [2].  Many researchers created various releases 
of function point (FP) measure such as Feature Points [3], Mark II FPA [4], 3D FP 
[5], Full Function Point (FFP) [6], COSMIC FFP [7] and etc. 

Costs related to computer security are often difficult to assess in part because 
accurate metrics have been inherently unrealistic [8].  Finding and eradicating 
software defects early is cost-effective and economically sane [9]. For example, fixing 
a defect post-production takes on average 32 hours of development time [9]. Costs 
that more difficult to quantify but have resulted in severe loss of use or productivity 
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include viruses and malware, web server denial-of-service attacks, abuse of access 
privileges and equipment vandalism [10].  Integrating controls and best practices into 
an existing software development life cycle (SDLC) is needed [9].    

The security issues in project attributes are not considered and unable to determine 
in most of the models, include SLIM, checkpoint, Price-S, Estimacs, SELECT 
Estimator and COCOMO II [11]. Neither the COCOMO II nor the COCOTS 
estimating model includes security as a cost driver [12].  Many commercial firms are 
interested in determining how the costs of implementing different security strategies 
[13].  Therefore, COCOMO II is extended to COSECMO [14], Security Cost Driver 
[12], and Security Risk Analysis [15]. All these research focus on COCOMO II. In 
previous works, the most commonly used parametric FSM methods such as IFPUG 
FPA, Mk II FPA, COSMIC FFP, SLIM, and COCOMO II, are evaluated from the 
security viewpoints [16].   

In our study, FPA is selected to be extended to estimate the security costing. It is 
due to the widely usage of FPA in the SCE.  We also proposed Software Security 
Characteristics Model (SSCM) to be extended in the General System Characteristics 
(GSCs) calculation [17].  However, the user acceptance is not yet being carried out 
for the proposed model.  Therefore, in this paper, a laboratory experiment is carried 
out to evaluate the user acceptance for the proposed SSCM, which has been extended 
in the FPA.  This experiment results compared the performance behavior of the 
Extended FPA with IFPUG FPA. 

2   Related Works 

This section elaborates the related works on the Software Security Characteristics 
Model (SSCM), model validation using Rasch measurement analysis, prototype, 
adaptation of user acceptance models, and lastly the validation of prototype through 
user acceptance test. 

2.1   Software Security Characteristics Model  

Software Security Characteristics Model (SSCM) [16][18] is an integration of two 
software security metrics with four common security standards. The software security 
metrics are Software Security Management and Metrics [19] and McGraw’s Software 
Security Seven Touch Points [20].  In this integration, there are four common security 
standards; namely, Information Technology Security Cost Estimation Guide [21], 
Common Criteria for Information Technology Security Evaluation [22], Open Web 
Application Security Project [23], and Control Objectives for Information and related 
Technology [24].   

SSCM has proposed five basic phases in the SDLC, which consists of Plan (P), 
Design (D), Code (C), Test (T), and Deploy (E).  In each phase, there are interrelated 
security aspects.  These security aspects are selected from two software metrics.  The 
security aspects are arranged in SDLC as shown in Table 1. 

 
 



348 N.A. Sia Abdullah et al. 

Table 1. Proposed Software Security Aspects 

Step Security Aspects 
Plan (P) Security Requirements (SR)
Design (D) Security Features (SF); Functional Features (FF) 
Code (C) Attack Planning (AP); Formal Review and Sign-off (FR);     

Secure Coding, Review and Audit (SCR) 
Test (T) Software Security Assurance (SSA); Final Security Review   

(FSR); Infrastructure Application Security Measures (ASM) 

Deploy (E) Software Hardening & Application Security Monitoring (SHA) 

 
 

The security aspects are cross-referenced with four common security standards as 
in Table 2.   

Table 2. Cross-reference of Four Common Security Standards 

Security Aspects in SSCM ITSCE CCITSE OWASP COBIT 
Security Requirements (SR) √ √ √ √ 
Security Features (SF) √ √ √ √ 
Functional Features (FF) √ √ √  
Attack Planning (AP)   √  
Formal Review and Sign-off (FR) √ √   
Secure Coding, Review and Audit 
(SCR) 

√  √ √ 

Software Security Assurance (SSA)  √   
Final Security Review (FSR)    √ 
Infrastructure Application Security 
Measures (ASM) 

√   √ 

Software Hardening & Application 
Security Monitoring (SHA) 

√ √ √ √ 

 
 
There are 48 software security characteristics, which are derived from these 

security aspects [25].  

2.2   Validation of SSCM 

SSCM is validated through a survey with Malaysian Multimedia Super Corridor 
(MSC) software developers. The collected data are analyzed using Rasch 
measurement method.  Rasch measures the competency in an appropriate way to 
ensure valid quality information can be generated for meaningful use; by absorbing 
the error and representing a more accurate prediction based on a probabilistic model 
[26]. 

From the analysis, generally the respondents have high level of awareness in 
implementing the software security characteristics in SSCM throughout SDLC; µperson 
of 83.06%, which is higher than 60% threshold limit.  Hereby, the Person Mean = 
1.59 ≥ 0.00; with significant of p=0.05. Therefore the H0 is accepted.  From this 
survey, the level of awareness of software security characteristics throughout SDLC 
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in SCE among software developers is 83.06%, where suggested that these security 
characteristics are valid, relevant and implemented in current practices [27]. 

2.3   Prototype 

From the analysis of the survey, some enhancements are made in the GSCs 
calculation of IFPUG FPA [17].  There are 14 GSCs in IFPUG FPA.  The summation 
of GSCs is called Value Adjusted Factor (VAF).  The enhanced formula is as follows: 

VAF = 0.65 + [( + Security) /100]. (1)

where 
Ci = degree of influence for each GSC 
I   = is from 1 to 14 representing each GSC 
Σ   = is summation of all 14 GSCs 
Security = Degree of Influence for Security Characteristics. 
 
The degree of influence (DI) for security characteristics is evaluated through two 

additional evaluation sheets [17].  These evaluation sheets are produced based on the 
SSCM to help the user to estimate the security costing.  A prototype is designed based 
on this study.  It is named as Extended Function Point Analysis Prototype [28].  In 
this paper, this prototype is referred as extended FPA.   

3   User Acceptance Models 

To investigate the user acceptance on this extended FPA, user acceptance models are 
used to predict the likelihood to adopt in practice.  There are two acceptance models 
highlighted in this paper.  These models are then adapted with ISO/IEC to identify the 
dependent variables in a laboratory experiment. 

3.1   Technology Acceptance Model 

The Technology Acceptance Model, TAM [29] is one of the most frequently tested 
models in Management Information System (MIS) literature.  TAM attempts to 
predict and explain computer-usage behavior.  TAM was derived from the Theory of 
Reasoned Action (TRA) [30], which a person’s performance of a specified behavior is 
determined by his/her behavioral intention to perform the behavior; and the 
behavioral intention is jointly determined by the person’s attitude and subjective 
norms concerning the behavior in question [30].  TAM uses perceived ease of use and 
perceived usefulness of the technology as two main determinants of the attitudes 
toward a new technology [29]. 

3.2   Method Evaluation Model 

The Method Evaluation Model (MEM) [31] is a theoretical model for evaluating 
information system (IS) design methods, which incorporate both aspects of method in 
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success: actual performance and likely adoption in practice.  MEM combines 
Rescher’s Theory of Pragmatic Justification [32] and Davis’s TAM [29]. 

In this context, the core of the MEM, as shown in Figure 1, consists of the same 
perception-based constructs as the Davis’s TAM [29], but now adapted for evaluating 
methods. These constructs include Perceived Ease of Use (PEOU), Perceived 
Usefulness (PU), and Intention to Use (ITU).  PEOU shows the degree to which a 
person believes that using a particular method would be free of effort.  PU indicates 
the degree to which a person believes that a particular method will be effective in 
achieving its intended objectives.  ITU gives the extent to which a person intends to 
use a particular method.  These central constructs are so called the Method Adoption 
Model (MAM) [31][33]. 

 
 

 

 

 

 
 

Fig. 1. Method Evaluation Model [31] 

This model is extended with additional constructs that provide inputs to the MAM 
and predict its ultimate output whether the method will be used in practice.  The 
inputs for MAM are Actual Efficiency, which indicates the effort required applying a 
method; and Actual Effectiveness represents the degree to which a method achieves 
its objectives.  The output variable from MAM is Actual Usage, which shows the 
extent to which a method is used in practice.  

3.3   ISO/IEC 14143-3 

In this paper, Part 3 of the Information technology - Software measurement - 
Functional size measurement in ISO/IEC is included.  This part is selected because it 
contains the verification of the FSM methods [34].  It is used to evaluate the actual 
performance of a FSM method in this study.  The efficiency of a FSM method is 
defined by the effort required understanding and applying the FSM method.  It can be 
measured using the following measures such as time, cost, productivity and cognitive 
effort. The effectiveness of a FSM method is defined by how well it achieves its 
objectives. Effectiveness can be measured using the specific properties and 
requirements of FSM. These performance properties include repeatability, 
reproducibility, accuracy, convertibility, discrimination threshold, and applicability to 
functional domains.  Hence, two performance-based variables in the MAM, which are 
efficiency and effectiveness, are measured.  In this experiment, time, reproducibility 
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and accuracy are chosen to evaluate the efficiency and effectiveness of the FSM 
method. 

3.4   Adaptation of User Acceptance Models 

TAM, MEM and ISO/IEC are considered and adapted as the user acceptance model in 
this study.  There are two main types of dependent variables based on these models, 
which are performance-based variables and perception-based variables.  For the 
performance-based variables, variables include time; productivity; reproducibility; 
and accuracy as shown in Table 3.   

Table 3. Performance-based Variables 

Variable Description 
Time Time taken by a subject to complete the sizing task 
Productivity FP count produced by a subject, called FP Size 
Reproducibility Agreement between the measurement results of different subjects using 

the same method; Difference between assessment values of the subjects. 
Accuracy Agreement between the measurement results and the true value; 

Difference between assessment values of each subject to true value. 

 
For perception-based variables, three variables are perceived ease of use; perceived 

usefulness; and intention to use as shown in Table 4. 

Table 4. Perception-based Variables 

Variable Description 
Perceived Ease of 
Use 

Degree to which a subject believes that using a particular method 
would be free of effort or less time 

Perceived Usefulness Degree to which a subject believes that a particular method will be 
effective in achieving its intended objectives or sizing task 

Intention to Use Degree to which an individual intends to use a particular method as 
a result of his/her perception of the method’s performance 

 
The relationship between these dependent variables and user acceptance models 

are shown in Table 5. 

Table 5. Relationship between dependent variables and user acceptance variables 

Dependent Variables Efficiency Effectiveness Adoption 
Performance-based Time  Reproducibility; 

Accuracy 
 

Perception-based Perceived Ease of Use Perceived 
Usefulness 

Intention to Use 

 
Questions in the User Acceptance Questionnaire. In order to counter check the 
responses of respondents in the experiment, these suggested questions are designed in 
pair in a post-task survey with 14 close-ended questions, which representing the 
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dependent variables.  These items were formulated using a 5-point Likert scale, and 
opposing statements format.  The order of the items was randomized to avoid 
monotonous responses.  From the adapted user acceptance models, the suggested 
statements for the user acceptance questionnaire are as shown in Table 6: 

Table 6. Questions in User Acceptance Questionnaire [31] 

Variable   Question 
PEOU1. I found the procedure for the FSM method simple and easy to follow 
PEOU2. Overall, I found the FSM method easy to use 
PEOU3. I found the measurement rules of the FSM method clear and easy to understand 
PEOU4. I found the FSM method easy to learn 
PEOU5. I found it easy to apply the FSM method to the case study 
PU1. I believe that this FSM method would reduce the time required to measure 

secure systems. 
PU2. Overall, I found the FSM method to be useful 
PU3. I think that this FSM method would improve the accuracy of estimates of secure 

systems 
PU4. Overall, I think this FSM method does provide an effective way of measuring 

the functional size of secure systems during the requirements phase. 
PU5. Using this FSM method would improve my performance in measuring secure 

system. 
PU6. Overall, I think this FSM method is an improvement to the IFPUG FPA method. 
ITU1. I will use this FSM method if I have to measure secure systems in the future. 
ITU2. It would be easy for me to become skilful in using this FSM method. 
ITU3. I intend to use this FSM method in the future. 

4   Experiment Construct 

A laboratory experiment is carried out to test the user acceptance towards the 
extended FPA compared to IFPUG FPA in estimating the software security cost.  This 
experiment was guided by the framework for experimentation software engineering 
[35] and adapted experimentation procedures [36].  The main goal for this experiment 
was to determine whether Extended FPA or IFPUG FPA is a better functional size 
assessment method for security costing when measuring the same user requirements.  
It is also to assess which method has the better performance and likely to be adopt in 
practice. 

To compare whether the Extended FPA is more efficient and/or effective than 
IFPUG FPA as well as more likely to be adopted in practice, we visualized the 
following hypotheses based on the research questions for this experiment, as in  
Table 7. 

For the efficiency of both methods, separate timings for both methods are taken. It 
is necessary because the compared methods in this experiment require different 
identification and measurement steps based on the SRS to the functional size value. 
For each subject, time, in work-hours spent to complete the sizing tasks associated 
with each FSM method in each treatment, is collected. 
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Table 7. Relationship between dependent variables and hypothesis 

Variables Hypothesis Description 
Time H1 Extended FPA will take more or as much time as 

IFPUG FPA 
Reproducibility H2 Extended FPA will produce less or equally 

consistent assessments than IFPUG FPA 
Accuracy H3 Extended FPA will produce less or equally accurate 

assessments than IFPUG FPA 
Perceived Ease of Use H4 Participants will perceive Extended FPA to be more 

or equally difficult to use than IFPUG FPA. 
Perceived Usefulness H5 Participants will perceive Extended FPA to be less 

or equally useful than IFPUG FPA. 
Intention to Use H6 Participants will be less or equally likely to use 

Extended FPA than IFPUG FPA 

 
 
For reproducibility (REP), the effectiveness of a FSM method depends on the 

reliability of the measurements in assessing the same requirements [36].  The closer 
the measurement results obtained by different raters, the more effective the FSM 
method is.  Therefore, a formula is used to calculate the difference of each subject 
assessment value with the average assessment value: 

Subject Reproducibility (REPi) =  (2)

For accuracy, even when obtained measurements for the subjects are identical, they 
might different from the true value for the actual functional size count.  Therefore, the 
accuracy of the method is needed to counter check the effectiveness of the particular 
method.  Thus, we considered the actual functional size that counted by the researcher 
as the true value in this experiment.  This true value is produced by detail counting 
using IFPUG FPA manual.  Then we compared the true value with the measurements 
that produced by the subjects to get the magnitude of error (MRE) [36]. 

Magnitude of Error (MREi) =  (3)

As the post-task survey for a FSM method is applied directly after the sizing task 
of the particular method, it is hypothesized that the perception of performance will be 
influenced by the experience of applying the particular method according to the 
MEM.  Therefore, the relationship between the independent variables and the 
perception-based variables is tested indirectly. 

4.1   Selection of Subjects 

The subjects that participated in this experiment were eight IT personals in Klang 
Valley, Malaysia. These IT personals were used as the proxies of practitioners 
because of the following reasons: 

essmentAverageAss

essmentSubjectAssessmentAverageAss −

AssessmentResearcher

essmentSubjectAssAssessmentResearcher −
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a. Accessibility:  the possibility of getting practitioners is difficult due to the 
constraints of time and cost.  Therefore, these personals are chosen from 
Klang Valley, which were willing to participate and the number of subjects 
is only a small number.  These subjects were chosen for convenience. 

b. Similarity:  these subjects were aged between 28 to 34 years old.  They had 
similar background, which were graduated from degree of computer sciences 
and have working experiences in software development.  They are currently 
working as senior programmer, project manager, and system analyst.  They 
have stronger relevancy and were representing the actual practitioners and 
population under study. 

4.2   Software Specification Requirements 

Software requirement specification (SRS) is a documentation of requirements for a 
system of a company.  This specification is structured according to the directives 
given by the standard IEEE Recommended Practice for Software Requirements 
Specification ANSI/IEEE 830 1998 by referenced to the IEEE Std 830-IEEE Guide to 
Software Requirements Specifications IEEE Standard Board.  The aspects in this 
specification include the purpose of the system, scope, definitions, product 
perspective, product functions, user characteristics, constraints, assumptions, 
functional requirements, Entity-Relationship (ER) diagram, user requirements, 
software security requirements, and external interface requirements. 

There are three SRS for this study.  Project Management System (PMS) and 
Student Management System (SMS) are used in the training task.  The working 
example for the IFPUG FPA training session included a requirements specification 
document of SMS as well as ER diagram.  The working example for the extended 
FPA included a requirement specification of PMS and ER diagram. 

The experimental case study was Employee Management System (EMS).  It is 
used during the sizing task.  The EMS is the material for the respondent to evaluate 
and estimate the FP.  The FP counts are then entered by using the Extended FPA.  

4.3   Experiment Treatments 

The treatment in this experiment is corresponding to the two levels of independent 
variables: the use of extended FPA versus the use of IFPUG FPA to size a SRS with 
security specification. The within-subjects design [37] is chosen to carry out the 
experiment to control for differences in human ability. 

The within-subjects design is modified to cancel out some possible learning 
effects.  First is the similarity in the treatments, in this case, the relatedness of both 
FSM methods, the sequence in which the tests was switched.  Secondly is the learning 
effect due to the fact that the same SRS is used for all the subjects.  Once the 
requirement is used, the order of applying the methods might introduce a confounding 
effect.  Therefore, this learning effect is also cancelled by taking into account the 
sequence of the tests as a factor.  The subjects were randomly assigned to two groups, 
which equal number of 4 in each group and tests presented in a different order as in 
Table 8: 
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Table 8. Modified within-subjects design [37] 

Group Treatment Observation 
Group 1 (n = 4) Txa :   IFPUG FPA 

Txb :   Extended FPA 
Obsa  
Obsb 

Group 2 (n = 4) 
 

Txa :   Extended FPA 
Txb :   IFPUG FPA 

Obsa  
Obsb 

 
 
During the observation (Obsa and Obsb), the groups are measured with dependent 

variables. Time is captured by the system and manually recorded.  Reproducibility 
and Accuracy is calculated by using formula that used the value of Productivity, 
which is the function point size.  Perceived Ease of Use, Perceived Usefulness and 
Intention to Use are gathered through a user acceptance questionnaire. 

For the treatments (Txa and Txb), the respondents are trained to use IFPUG FPA 
and Extended FPA in the different order.  There are three sessions in each treatment.  
Each treatment has training session, sizing task session and post survey session.  
There are two trainings in both treatments, which consist of training for IFPUG FPA 
and training for Extended FPA.  Table 9 shows the sequences of the training sessions 
and corresponded experimental tasks.  

Table 9. Training sessions and corresponded experimental tasks 

Group 1 Group 2 
Training Session in IFPUG FPA Training Session in Extended FPA 
Sizing Task with IFPUG FPA Sizing Task with Extended FPA 
Post-task Survey for IFPUG FPA Post-task Survey for Extended FPA 
Training Session in Extended FPA Training Session in IFPUG FPA 
Sizing Task with Extended FPA Sizing Task with IFPUG FPA 
Post-task Survey for Extended FPA Post-task Survey for IFPUG FPA 

 
In both treatments, the respondents are taught how to identify the five components 

in FPA and the GSCs.  The respondents are also exposed to the extended FPA to help 
them in the calculation.  During this training task, they were allowed to refer to the 
training materials. 

After the training sessions, the respondents are given a SRS for Employee 
Management System (EMS) to be used in sizing task, together with the counting 
procedure for both methods.  In the sizing task session, each experimental group used 
the extended FPA and IFPUG FPA in a different order. The respondents have to 
calculate the FP without any assistance. However they are still provided with the 
measurement guidelines that summarizing the measurement rules of the methods. 
They used the online estimation tool for the counting part.  The difference between 
two methods is the calculation for the software security characteristics costing. 

Finally, in the post-task survey, when the subjects had finished the sizing task for a 
method, they are required to answer the user acceptance questionnaire.  They were 
asked to complete this questionnaire to evaluate the particular method that they had 
used. 
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5   Results and Discussion 

The descriptive statistics for the IFPUG FPA and Extended FPA methods 
measurement time and function point size is shown in Table 10. 

Table 10. Experiment Results – Time and FP Size 

 Time FP Size 
 IFPUG 

FPA 
Extended 
FPA 

IFPUG 
FPA 

Extended 
FPA 

Mean 2.5875 2.7563 117.480 121.151 
SD 0.26152 0.26246 8.2572 8.5153 
Min 2.35 2.45 101.8 104.9 
Max 3.00 3.00 126.70 130.70 

 
 
As this distribution was normal, tested by using the Kolmogorov-Smirnov test and 

measurement time is a continuous variable, the paired t-test is used to check for a 
difference in mean measurement time between Extended FPA and IFPUG FPA. 

To evaluate the significance of the observed difference, we applied the test with a 
significance level of 5 %, i.e. α = .05.  The result of the test as in Table 11 does not 
allow the rejection of the H1, meaning that we cannot empirically corroborate that 
Extended FPA will take less time than IFPUG FPA.  In fact, for the data collected, the 
mean measurement time for IFPUG FPA is significantly lower than that for Extended 
FPA as in Table 10.  The reason could be the subjects take into account the software 
security characteristics of a system.  Consequently, the subjects spent more time in 
applying all the Extended FPA measurement rules. 

The differences in reproducibility assessments obtained using both methods were 
described using the Kolmogorov-Smirnov test to ascertain if the distribution was 
normal.  As a result, the distribution is normal.  We decided to use the paired t-test to 
check for a difference in mean reproducibility between Extended FPA and IFPUG 
FPA. The result of the test, as shown in Table 11, allows the rejection of the 
hypothesis H2, meaning that we can empirically corroborate that Extended FPA 
produces more consistent assessments than IFPUG FPA. 

Table 11. Paired t-test for difference in mean measurement time and reproducibility (α = 0.05) 

Dependent variable Time Reproducibility 
Mean -.16875 .0000103 
SD .21034 .0000007 
Std. Error Mean  .07436 .0000003 
95% Confidence Interval of 
the difference  

-.34459 (lower) 
.00709 (upper) 

.0000097 (lower) 

.0000109 (upper) 
t -2.269 40.242 
df 7 7 
p-value .058 .000 
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Next, we tested hypothesis H3 related to accuracy.  The value obtained by the 
researcher is 107.52 FP size for IFPUG FPA and 110.88 for Extended FPA.  The 
MREi is obtained for both methods and the differences in accuracy assessments 
obtained were described using the Kolmogorov-Smirnov test to ascertain if the 
distribution was normal. As the distribution was normal, we used paired t-test to 
check for a difference in mean MREi between Extended FPA and IFPUG FPA.  In 
order to evaluate the significance of the observed difference, we applied a statistical 
test with a significance level of 5 %.  The result of the test does not allow the rejection 
of the hypothesis H3 meaning that we cannot empirically corroborate that Extended 
FPA produces more accurate assessments than IFPUG FPA.  The correlation and t 
cannot be computed because the standard error of the difference is 0.  In other words, 
both methods produce the same accurate assessments.  It is due to the reason that the 
EMS, which provided during the experiment, gave the same criteria of SSCM.  It is 
the flaw of the provided case study in this experiment. 

For the comparative analysis of the likelihood of adoption in practice of the FSM 
methods, we then tested hypotheses H4, H5, and H6, which related to the perceptions 
of the FSM methods, in terms of perceived ease of use, perceived usefulness and 
intention to use.  Descriptive statistics for the perceptions of the IFPUG FPA and 
Extended FPA methods are presented in Table 12. 

Table 12. Descriptive statistic for perception variables 

Dependent 
variable 

Perceived Ease of Use Perceived Usefulness Intention to Use 
IFPUG 
FPA 

Extended 
FPA 

IFPUG 
FPA 

Extended 
FPA 

IFPUG 
FPA 

Extended 
FPA 

Mean 3.425 4.00 3.4813 3.9375 3.3313 3.7500 
SD 0.2712 0.321 0.25958 0.27830 0.30861 0.29655 
Min  3.0 4.0 3.00 3.67 3.00 4.00 
Max 4.0 4.0 3.67 4.33 3.33 4.00 

 
 
The mean values obtained show that Extended FPA has a higher mean score than 

IFPUG FPA, meaning that is it perceived to be easier to use, perceived usefulness, 
and intention to use than IFPUG FPA. 

In order to evaluate the significance of the observed difference, we applied a 
statistical test with a significance level of 5 %, i.e. α = .05.  As the Kolmogorov-
Smirnov test were normal, we decided to use paired t-test to evaluate the statistical 
significance of the observed difference in mean perceived ease of use, perceived 
usefulness and intention to use.  The result of the test, as shown in Table 13, allows 
the rejection of the hypothesis H4, H5 and H6, meaning that we empirically 
corroborate that the participants perceived Extended FPA as easier to use and more 
useful than IFPUG FPA, as well as the participants more likely to use Extended FPA 
than IFPUG FPA in calculating software security cost. 
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Table 13. Paired t-test for difference in mean perception based variables (α = 0.05) 

Dependent variable Perceived Ease of 
Use 

Perceived 
Usefulness 

Intention to Use 

Mean -.5750 -.45625 -0.41875 
SD .4062 0.30430 0.34540 
Std. Error Mean  .1436 0.10759 0.12212 
95% Confidence Interval 
of the difference  

-.9146 (lower) 
 -.2354 (upper) 

-0.71065 (lower) 
-0.20185 (upper) 

-0.70751 (lower) 
 -0.12999 (upper) 

t -4.004 -4.241 -3.429 
p-value .005 0.004 0.011 

6   Conclusion 

FPA is one of the widely used SCE methods. Evolution from FPA has created various 
versions of improved FP methods. However, the costs related to computer security are 
still remained as issues to the estimation.  In previous works [16][17][18][25][27], 
Software Security Characteristics Model (SSCM) is proposed and evaluated. SSCM is 
extended in the FPA and developed as a tool [28] to estimate the security cost. 
However, the user acceptance of the estimation tool has to be carried out. This paper 
focused on the user acceptance models and experiment to evaluate to what extent the 
user acceptance towards the tool. From the experiment, the responses to the post-task 
surveys suggest that Extended FPA is more useful and is more likely to be used in the 
future.  The experiment results also show that the participants perceived Extended 
FPA as easier to use and more useful than IFPUG FPA.  Besides, the participants are 
more likely to use Extended FPA than IFPUG FPA in calculating software security 
cost. 
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Abstract. The main objective of the research is to conduct an analysis of the 
framework for alternate execution of workflows under intrusion threat with re-
spect to different types of threats. Framework for alternate execution of work-
flows under threat makes the system available to the end user no matter if it is 
under attack by some intrusion threat. The assessment is required to be made 
for the framework in consideration in terms of what types of threats and how 
many types of threats for which it may work. For this purpose, 34 different 
types of threats as described by SOPHOS have been considered. Firstly the 
types of threats have been categorized based on their goals. Then for each cate-
gory, framework in consideration is assessed. On the basis of that assessment it 
is analyzed for what types of threats, the framework can be enabled completely 
and partially. The number of threats for which the framework is enabled com-
pletely is also found. Based on the analysis, the recommendations have been 
made for possible extensions in the framework where it is enabled partially. 

Keywords: Alternate execution; Data Hibernation; SOPHOS; Workflows. 

1   Introduction 

Modern world has emerged to be developing with their fast growing economy. Infor-
mation technology has brought major advancements in almost every field of life. The 
pace of performing any task is far more than that of the early times. In this era of high 
market competition, business enterprises are focused to provide high quality of ser-
vices to their consumers. Acquiring maximum consumer satisfaction is the prime goal 
of every business enterprise. Business enterprises are relying heavily on IT infrastruc-
tures to strengthen their business processes.  

Workflow Management System (WFMS) is very hot area in research as they are man-
aging, monitoring and controlling business workflows for attaining certain business goals. 
Workflow is defined for any business process that needs to be carried out at a certain time. 
Workflows are software processes that have a certain flow of execution based on the flow 
of business process. Business processes may vary from standalone application process to 
the online web based service depending on the nature of the business. Optimization of 
business processes and workflows is the continuous process that depends on thorough 
research. Various efforts have been made to increase the performance of the workflows, 
making workflows robust, effective design of workflows and their security.  
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As discussed before that business enterprises focus a lot on providing quality of 
services to their consumers to acquire their maximum satisfaction. For this purpose, 
consumers should be facilitated with the high performance, robust and 100% avail-
able software systems to carry out their desired transactions in efficient fashion. No 
matter how high the system performance is, when there is an intrusion attack to the 
system, it has to stop executing. All of the executing transactions should be stopped 
and rollback to avoid inconsistency in the system state. The continuity of the desired 
workflow cannot be promised until the system is recovered from the intrusion threat 
and becomes up again to be accessed. Hence, whenever there is an intrusion attack to 
the system, the system becomes temporarily unavailable and goes in to wait state until 
it is recovered from that threat. This temporary unavailability of the system in case of 
threat scenarios may cause consumer dissatisfaction and they might lose trust on the 
system as well in some cases. It is therefore desirable to have the system that can 
remain not only available in the state when it is intruded by a threat but also continue 
its execution robustly and in a secure fashion. Current research is the extension of the 
research that addresses the issue of making secure availability of the system when it is 
attacked by an intrusion threat.  

Framework for alternate execution of workflows is proposed with an objective to 
provide the secure availability of the workflows when the system is under an intrusion 
attack. This alternate execution framework is aimed to provide the availability of the 
system in such a way that the integrity of the data should remain intact and the access to 
the resources should be made only by the safe users. The framework comprises of two 
major components. One is Special Authentication whereas the second is Data Hiberna-
tion. Special authentication is the unconventional and more secure way of authenticating 
a user so that user may be declared as safe user to access the system resources. The 
concept of Data hibernation is extracted from the hibernation in animal in which it hi-
bernates itself for a certain period of time due to environmental constraints. Data hiber-
nation is the transferring of data from its original source to some alternative source so 
that it may be available from the place other than that being under attack. 

The framework in its basic implication is useful. However the question arises 
whether the framework for alternate execution can be useful in all types of threat 
attacks. If the threat attack makes some data dirty, so it becomes infeasible to shift 
that data to alternate source. Hence the problem is to find out for what types of threats 
the alternate execution framework is useful in its current form and for what types of 
threats it should be extended to handle them appropriately. The main objective of the 
current research is to analyze the framework for alternate execution of workflows 
under different types of threats. The 34 types of threats that have been described by 
SOPHOS [3] are considered for analysis. First the types of the threats have been cate-
gorized by their potential goals and then the analysis of framework in consideration 
has been performed. Based on the analysis, it is concluded for what types of threats 
the framework can be applied as it is, and for what other types of threats it requires an 
extension. The required extension to the existing framework is recommended and its 
pros and cons are also discussed.  

The rest of the paper is organized five further sections. Section 2 enlightens the 
background of the research. Section 3 describes the framework for alternate execution 
of workflows under threat in detail. Section 4 categorizes and resolves different types 
of threats as described by SOPHOS [3]. Section 5 provides the analysis for how many 
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types of threats, the framework is workable and recommendations that have been 
made followed by the conclusion and references. 

2   Background 

Researchers have been putting their efforts to enhance workflows in the domain of 
their representations, adaptive behavior, performance, management issues, security 
and self healing. Current research focuses merely to the system availability in case of 
intrusion threat along with putting much concern for the security and integrity of the 
data. As there is no significant work done in making system available in case of intru-
sion threat so far but various efforts have been made proposing different approaches 
for intrusion detection and system recovery in workflows. One of an approach is the 
use of Multi-Version Objects [1] [7] [25] to recover the system to its consistent state. 
In Multi-Version Objects based approach, the data object that becomes dirty due to 
the intrusion attack should be replaced with the clean replica version of the respective 
object to recover the system. The system works by having more than one version of 
each data object that is involved in the transaction. The dirty version of an object is 
replaced with the clean and consistent version for recovery purpose when system 
suffered from an intrusion attack. Another technique that is Trace back recovery [1] 
[8] [25] is based on Flow-Back Recovery Model [1] [22] that recovers the system by 
tracking the traces of the flow of execution of workflow. One of the techniques de-
tects the intrusion by the workflow specification using independent Intrusion Detec-
tion System (IDS). Then “Attack Tree Model” [7] [9] [25] is drawn to analyze and 
describe the major attack goals and their sub goals. The system recovery is then done 
by dynamic regeneration of workflow specification. Architecture such as BPEL 
(Business Process Enterprise Language) Engine and Prolog Engine for intelligence is 
used to regenerate the workflow specification dynamically [9]. MANET [10] on the 
other hand provides mobile services, workflow modeler and policy decision point to 
regenerate the workflow specification [1] [10] [25]. Use of workflow layer as a non 
intrusive approach to detect the attack in the system is proposed for surviving in the 
cyber environment [11]. One of the proposed facts is threat agent causes threats that 
lead to vulnerability [12] [25]. The risks caused by those vulnerabilities can be re-
duced by using a safe guard to protect an asset [12]. Other approaches are also there 
such as Do-It-All-Up-Front, All or Nothing, Threat Modeling and Big Bang etc. to 
provide security on web [1] [13] [14].  All transactions done by malicious users is 
undo and cleaning of dirty data is done to recover the system [17]. There are number 
of algorithms applied to recover the system based on their dependencies information 
[23]. Potential failures in workflows can also be studied and becomes a source of 
possible recovery mechanism [1] [20] [25]. Handling the problems associated to the 
recovery and rollback mechanisms in distributed environment is also studied [21]. 
Furthermore there is a work related concurrency control in databases and its transac-
tion is also done [18] [19]. It may be noted that all recovery techniques and ap-
proaches discussed above works only if the system goes offline while it is under an 
intrusion attack. In case of intrusion attack, there is a need to undo all the currently 
executing activities and system goes offline until it is being recovered by applying 
some technique. The transactions and activities should be redone only once the  
system is recovered successfully and becomes online again. Therefore the system 
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remains in a wait state and becomes temporarily unavailable the whole time when it 
gets under attack till it is recovered. For attaining maximum consumer satisfaction, 
business enterprises desire the availability of their systems in all conditions even if it 
is an intrusion attack [1] [2] [25] [26]. Making system availability in the situation 
when it is under attack by some intrusion threat requires ensuring the security and 
integrity of the data along with the controlled access to the resources. But it is impos-
sible to keep the system available in its active state as the intrusion may result stealing 
of data or may corrupt the data physically. To avoid this loss of data, the system 
should go offline and cease all its activities. The goal of making system available 
under these conditions can be achieved with the help of framework for alternate exe-
cution of workflows under intrusion threat [1]. During intrusion attack, the actual 
system becomes offline but the continuation of the services is provided using an alter-
nate execution path using an alternate data sources. It consists of two major compo-
nents, special Authentication and data hibernation [1] [2] [25] [26] [27]. The special 
authentication is meant to provide the access of the resources only to the safe users 
and avoid malicious accesses. The authentication may be done by using biometric 
systems [6], hardware based RFID [4], graphical passwords [5], multi-mode [16], 
encrypted [15] or textual such as two dimensional passwords [2] [26]. Applying two 
dimensional passwords in this scenario is proposed as they are not so expensive com-
pared to all other techniques provided they possess tremendous amount of strength as 
well [2] [26]. The strength is calculated in terms of bit entropy [24]. Moreover, the 
small and medium scale organizations that cannot afford expensive solution for au-
thentication can get maximum use out of it [2]. Simultaneously with the authentica-
tion process, the data has to be transfer to the alternate sources applying data hiberna-
tion [27]. Framework for alternate execution of workflows makes it possible for them 
to continue their execution robustly even in the vulnerable state. The details of the 
framework for alternate execution of workflows under intrusion threat are given in the 
next section. 

3   Framework for Alternate Execution of Workflows 

Framework for Alternate execution of workflows is proposed for to make workflows 
execute robustly even in the scenario when they are under some intrusion attack and 
the software system remains available to the end user or consumers. System availabil-
ity is a great challenge when the workflow is under an intrusion threat. The data integ-
rity is challenged and authentication been misused by malicious users. To avoid this 
security loss, the system is supposed to get offline immediately once the intrusion 
threat is detected. Framework for alternate execution come in to play here and pro-
vides and alternate ground of execution, so that the system becomes available to the 
consumers and end users without inconvenience. However the actual system setup 
needs to be recovered in order run the system back to its original pattern. During the 
system recovery the consumers can perform their tasks conveniently to the system 
executing at alternate path. The framework for alternate execution of workflows is 
aimed for the software systems that come under the domain of LAN based systems, 
Web-based online systems, and other distributed software systems. The framework in 
consideration consists of two major components, one is Special Authentication  
and the other is Data Hibernation. Special authentication aims to provide the strong 
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authentication to avoid any malicious access to the alternatively executing system 
whereas the data hibernation aims to transfer data from the original data source to 
more secure alternate data source i.e. dimensions. Dimensions are specially designed 
so that data integrity cannot be challenged at any cost. These are small subsets of 
original database. Using dimensions allows you to access data from more than one 
location making it difficult for hackers to hack the information completely in a mean-
ingful way. Special authentication can be done using two dimensional passwords so 
that maximum strength can be achieved by using textual passwords. Another aim of 
using two dimensional passwords is that the small and medium scale organizations 
can afford the solution and becomes capable of using framework for alternate execu-
tion of workflows during intrusion threat. The components and working of the 
framework in consideration is shown in figure 1[1]. 
 
 

 

Fig. 1. Alternate Execution Framework Architecture 

When the intrusion threat is detected than the system goes offline, disconnecting 
all users considering them as unsafe users and data hibernation started to shift the data 
to the dimensions. Users have to re-login using special authentication module by 
applying their two dimensional passwords. Once the authentication is successful then 
the users have to change their linear passwords. User can now access to their data and 
perform their transactions as the data is hibernated parallel to their authentication 
process. Special authentication is one time process and from the next time the linear 
passwords can be used to access an account. 

4   Categorization of Types of Threats  

It is very important to identify all those threats for which the framework for alternate 
execution of workflows under intrusion threat can be enabled completely or partially. 
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For this purpose, the 34 different types of threats as defined by SOPHOS [3] are con-
sidered. Before directly moving to analyze the framework, it is required that these 
types of threats are categorized based on the goals that they aimed to achieve. There-
fore, few threat goals oriented categories are defined as shown in Table 1. It is be-
lieved that all considered 34 types of threats lies in to these categories based on the 
goals that they aimed to achieve.  

Table 1. Categories of Threats Based on Goals 

Sr # Threats Category based on 
Goals 

Description 

1 Advertisement (Adverts) Threats that are meant for advertisement using the 
local resources of the users without their consent. 

2 Anonymous Messages (Msgs) Threats that are meant to pass personal messages 
using the local resources of the users without their 
consent. 

3 Information Stealers (Stealers) Stealing useful information by intruding but do not 
corrupt or modify the data. 

4 Modifiers (Mod) Threats that intrude for modification, addition and 
updating the data maliciously hence corrupting 
useful information of an organization. 

5 Crash Destroys the system by crashing the services, i.e. 
permanent inaccessibility of system. 

6 Prohibit Controls and prohibits the access to certain useful 
activities and resources. 

7 Divert Controls and redirects the access to certain activity 
and resource to some other malicious activity or 
resource. 

8 Confidentiality Compromise 
(CC) 

Compromising privacy of users in terms of  
personal information or activities performed by 
the user.  

9 Halt Means the user cannot get out of some activity 
even if it is completed successfully. 

10 Change Setting (CSet) Threats that change the computer settings and then 
any other stealing threat can steal information by 
attacking the system. 

11 Hider Most dangerous threats that can hide any type 
threat programs and processes. 

12 Forgery To deceive someone to earn money by forged 
information. 

 
Table 1 shows these categories along with their description. Long named catego-

ries are aimed to be used by the abbreviations assigned to them as mentioned in table 
1. Once the categories are defined, it is required to describe all 34 types of threats as 
defined by SOPHOS [3] in terms of attacking the organizations’ data. Based on  
the description and their goals, these types of threats should be categorized based on 
table 1. Table 2, describes all 34 types of threats, categorize them along with their 
impact. The impact may be high (H), medium (M) or low (L) based on their descrip-
tion of the way of attacking and damaging.  
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Table 2. Description and Categorization of Types of Threats 

Sr # Threat 
Type 

Description/purpose Category 
Assigned 

Impact 

1 Adware Main purpose is to download the advertisements 
without the consent of user. 
Slowdown the connectivity. 
May be used as downloading other’s browser 
information and sending local information to 
other’s browser. 

Adverts, 
Stealers, 
Msgs 

H 

2 Backdoor 
Trojans 

It adds to the computer startup routine. 
It can run programs to infect computer, access 
files and steal information, modify information 
and upload programs and files. 

Stealers, 
Mod 

H 

3 Blue-
jacking 

Sending Anonymous messages to other phones 
and laptops using Bluetooth. 
It does not steal information and does not take 
control of the device. 
Just used for unwanted messages. 

Adverts L 

4 Blue-
snarfing 

It connects to the Bluetooth device without the 
consent or approval. 
Steal useful information. 

Stealers H 

5 Boot 
Sector 
Viruses 

Modifies the startup program so that computer 
runs the virus when boot up, hence crashes and 
faces loss of data. 
Virus can infect the software system services and 
crash it. 
These are rarely encountered today as being old 
type viruses. 

Crash M 

6 Browser 
Hijackers 

Hijacks the browse and forcefully redirects the 
users to visit their targeted website. 
The redirects may be aimed for marketing of some 
website or may be to prohibit the users to visit a 
certain online system. 

Adverts, 
Prohibit, 
Divert 

H 

7 Chain 
Letters 

Depends on anonymous users instead of computer 
code. 
Propagate messages, pranks, jokes, petitions and 
false claims etc. 
Usually propagated via emails or sms. 
Aimed to waste time. 
Do not harm security. 

Msgs, 
Adverts, 
Forgery 

L 

8 Cookies These are not the threat to information of an 
organization but can compromise the 
confidentiality of the users. 
Usually not severely harmful but cannot be 
ignored if confidentiality of the user is an issue by 
the business process. 
Cookies itself is not harmful but can be accessed 
by anonymous users and responsibly for compro-
mising confidentiality. 

CC M 
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Table 2. (continued) 
 

Sr # Threat 
Type 

Description/purpose Category 
Assigned 

Impact 

9 Denial- 
of- 
Service 
(DoS) 

Aims to deny the services to the potential users. 
This is done by overpopulating the request buffer 
so that services required by the potential users 
become inaccessible. 
The methods may be sending large number of 
bogus requests for the connection or using IP ping 
message from the victim’s computer so that it 
receives a huge amount of responses. 
No information stolen or compromised. 

Prohibit H 

10 Dialers Limited to Dial-up users only. 
Usually diverts users to premium number 
connections to charge them more. 
Do not steal or modify information. 
Installs itself with and without the consent of the 
users. 

Divert L 

11 Document 
Viruses 

Spread through Macros associated to the 
documents. 
Can steal and Modify information. 
Can be as severe as to crash the targeted system. 
Disabling macros is suggested. 

Stealers, 
Mod, 
Crash 

H 

12 Email 
Viruses 

Distribute automatically through emails. 
Can be program scripts or bogus messages. 
Can access the system and steal data. 
Risks the security. 
Major concern is to increase traffic that is 
accessing the system. 

Stealers, 
Mod, 
Crash 

H 

13 Internet 
Worms 

Use communication between the computers to 
propagate them. 
Aimed to attack the systems in terms of 
overpopulating the services to prohibit the access 
i.e. DoS and may also crash the system. 

Prohibit, 
Crash 

H 

14 Mobile 
Phone 
Viruses 

Uses mobile phones to spread. 
Cannot directly harm the system and cannot steal 
or modify the information. 
Cannot be spread easily as the operation systems 
are different in phones. 

Msgs L 

15 Mouse-
trapping 

It forces you not to leave a certain web page. 
The page may contain virus, spyware or Trojans. 
Does not directly steal or modify information. 
May be aimed for advertisements or forgery. 
Cannot work alone, originated as a result of 
diversion. 

Adverts, 
Prohibit, 
Halt, 
Forgery 

M 

16 Obfuscated 
Spam 

Attempt to fool anti spam by modifying the spam 
keywords so that they may not be detected. 
Used mostly for Advertisements purpose. 
Use of spaces, HTML codes and other way of 
hiding texts. 
Does not harm the system’s security. 

Adverts, 
Forgery 

L 
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Table 2. (continued) 

 
Sr # Threat 

Type 
Description/purpose Category 

Assigned 
Impact 

17 Page-
Jacking 

It makes the replicas of the reputable online 
system’s pages. 
These replicas are then used to steal the personal 
and other information from the users. 
The company’s information is also become at 
stake using this technique. 
Company may lose consumer trust also. 
It is originated as a result of diverting to false 
webpage. 

Divert, 
Stealers 

H 

18 Palmtop 
Viruses 

Usually spread by palm tops when they are 
connected to the computer. 
The virus remains harmless but installs and then 
attacks the system when it is transferred to the 
computer. 
But it can easily be avoided if the portable devices 
are not connected to the important computer that 
runs a desired software system. 

Stealers, 
Mod, 
crash 

L 

19 Parasitic 
Viruses 

Old type of viruses but still can harm. 
Fool the operating system by posing them as 
potential program to get the same access right. 
Installs and runs to make changes in the computer 
settings. 
In this way they are prone to leak information 
from the computer, may be the important 
information of businesses. 

CSet M 

20 Pharming Diverts to the bogus copy of the legitimate site 
and allow stealing of important business 
information along with the personal information. 

Divert, 
Stealers 

H 

21 Phishing Tricking users using bogus websites and emails to 
feed in important confidential information. 
Sometimes part of the bogus websites is enabled 
in the legitimate website to steal information. 

Divert, 
Stealers 

H 

22 Potentially 
Unwanted 
Applica-
tions 
(PUAs) 

These are programs that may be used for 
advertising and are not malicious. 
But these are not suitable for company networks 
and websites as they may open the loop holes for 
the malicious programs to attack. 

Adverts, 
Crash, 
Msgs 

M 

23 Ransom-
ware 

The one that denies access to the required 
resource until the ransom is paid. 
It may steal or may not harm the system but 
makes a bluff that system or service may crash in 
three day etc. if ransom is not paid. 
Aim is to earn money by acquiring control, even 
if the data cannot be steal. 
Asymmetric encryption is suggested to use at 
server end to avoid this. 

Prohibit, 
Stealers, 
Msgs, 
Adverts, 
Forgery 

H 
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Table 2. (continued) 
 

Sr # Threat 
Type 

Description/purpose Category 
Assigned 

Impact 

24 Rootkit It is used to hide the program and processes 
running on the computer. 
It hides the running viruses that may lead to 
information loss, stealing information and 
crashing programs or processes. 
Cannot be detected easily. 

Hider H 

25 Share 
Price 
Scams 

Share prices are falsely been published through 
these scams. 
Artificial rising market stats are used and after 
selling share at profit, the price collapses. 
Do not directly works from the company’s 
software system. 

Forgery L 

26 Spam Used for marketing and advertisements through 
emails and messages. 
Some spam propagates viruses that may be used 
to filling up the company’s database with false 
information and using its bandwidth. 
At times employers may hold responsible for 
something they haven’t done. 

Adverts, 
Mod 

M 

27 Spear 
Phishing 

Well targeted way of persuading company people 
to reveal their usernames and passwords. 
The query seems to be generated from trusted 
department and leads to information stealing. 

Stealers H 

28 Spoofing Uses wrong sender information to steal the 
important information from the victim user. 
Results in the important information loss of the 
company. 

Stealers H 

29 Spyware They are not installed to the user’s computer but 
observe the user’s activities when he/she visited 
some site. 
It is software that shares the important 
information of the company and its users to the 
advertisers and hackers. 

Stealers H 

30 Trojan 
Horses 

Exposed as legitimate programs but carry out 
unwanted agenda of stealing information and 
enabling viruses. 
Works hand-in hand with viruses, therefore may 
prone to infect data as well. 

Stealers, 
Mod, 
Prohibit, 
Crash. 

H 

31 Viruses These are the programs that run on the computer 
before they can actually attack their target 
software systems or applications. 
They can steal information, modify information 
and add false information. 
Dangerous along with Trojan horses. 

Stealers, 
Mod, 
Crash. 

H 

32 Virus 
Hoaxes 

Reports of non-existent viruses. 
Overload mail server for the victim company and 
it cannot read or write mails. 
As they are not viruses so their detection are 
difficult. 
They may lead to crash the mailing server as well. 

Crash, 
Prohibit. 

H 
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Table 2. (continued) 
 

Sr # Threat 
Type 

Description/purpose Category 
Assigned 

Impact 

33 Voice 
Phishing 

Depends on telephony conversation to make 
frauds to the people. 

Forgery H 

34 Zombies It is a computer that is controlled remotely 
without the knowledge of the user of company. 
Trojans and viruses open backdoor and that 
information is used to control that user’s 
computing resources. Hence that node becomes 
zombie. 

Stealers, 
Forgery, 
Crash, 
Prohibit, 
Divert 

H 

 
It may be observed from table two that one type of threat can have multiple goals, 

therefore can be assigned multiple categories whereas one threat category can also 
have multiple threat type assigned. Hence the relation between threat types to catego-
ries is termed as Many-Many relation by nature. 

5   Analysis of the Framework w.r.t. Types of Threats 

Based on the categorization of all types of threats, it is now possible to assess how 
many types of threats and what types of threats are there for which the framework for 
alternate execution of workflows under intrusion threats can be enabled. The analysis 
consists of two steps. In first step, the framework’s capability of handling all the de-
fined categories is assessed. The capability of the framework is assessed on these 
parameters i.e. Completely, Partial, Not Capable and Not Required. These parameters 
suggests whether the framework can be applied as completely, partially or is not re-
quired to provide alternate path of execution to the workflows when they encountered 
certain types of intrusion threats. In the second step, the types of threats for which the 
framework can be enabled completely, partially or not required can be found out 
based on the category analysis in the first step.  Table 3 shows the assessment of the 
categories for which the framework for alternate execution of workflows can work 
completely or partially or is not required. 

Table 3. Assessment of the Framework based on the Threat Categories 

Sr # Threats Category Description of Application  Application 
1 Advertisement 

(Adverts) 
If detected, no need to apply framework but to 
handle using conventional anti spam software. 

Not  
Required 

2 Anonymous  
Messages (Msgs) 

If detected, no need to apply framework but to 
handle using proper investigation. 

Not  
Required 

3 Information  
Stealers (Stealers) 

If detected, framework can be applied com-
pletely i.e. to provide alternate access to the user 
with specialized authentication with an alternate 
data source. 
Information Stealers cannot access the alternate 
sources as being unaware. 

Complete 
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Table 3. (continued) 

Sr # Threats Category Description of Application  Application 
4 Modifiers (Mod) If detected, framework should be applied 

completely with an additional component that can 
handle to reset the corrupted to the last consistent 
state before it is being hibernated, otherwise it 
cannot work in this scenario. 

Not Capable 

5 Crash If detected, framework can be applied completely. Complete 
6 Prohibit If detected, framework can be applied completely. Complete 
7 Divert If detected, framework can be applied completely. Complete 
8 Confidentiality 

Compromise (CC) 
If detected, framework can be applied completely. Complete 

9 Halt If detected, framework can be applied completely. Complete 
10 Change  

Setting(CSet) 
If detected, Analyze the change and then 
framework may or may not be applied. 

Complete 

11 Hider If detected, framework can be applied completely 
but for modification operations it should be 
applied with extension. 

Partial 

12 Forgery If detected, no need to apply framework but to 
handle using conventional anti spam software. 

Not  
Required 

 
On the basis of the assessment in table 3, the following table 4 provides the types 

of threats for which the framework in consideration can be enabled completely, par-
tially or is not required. 

Table 4. Analysis of Framework for 34 Types of Threats 

Not Required for Threats Partially Enabled for 
Threats 

Completely Enabled for threats 

1. Bluejacking 1. Backdoor Trojans 1. Adware 
2. Chain Letters 2. Document Viruses 2. Bluesnarfing 
3. Mobile Phone Viruses 3. Email Viruses 3. Boot Sector Viruses 
4. Obfuscated Spam 4. Palmtop Viruses 4. Browser Hijackers 
5. Share Price Scams 5. Rootkit 5. Cookies 
6. Voice Phishing 6. Spam 6. Dialers 

 7. Trojan Horses 7. Denial-of-Service (DoS) 
 8. Viruses 8. Internet Worms 
  9. Mousetrapping 
  10. Page-Jacking 
  11. Parasitic Viruses 
  12. Pharming 
  13. Phishing 
  14. Potentially Unwanted 

Applications (PUAs) 
  15. Ransomware 
  16. Spear Phishing 
  17. Spoofing 
  18. Spyware 
  19. Virus Hoaxes 
  20. Zombies 
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It may be noted from table 4 that there is no threat type for which the framework is 
unable to operate, however the types where the framework enabled as partial is be-
cause the existing framework requires an additional component to clean the data from 
the malicious modifications made by the threat. Table 1, defines the categories of the 
threats based on the goals. Table 2, categorizes the considered types of threats based 
on table 1. Once the types of threats are categorized in table 2, only then it is possible 
to assess the framework in terms of how it is working for different types of threats 
because framework’s working is directly addressing to the goals of the threats as 
mentioned in table 3. Table 4 gives the analysis of the framework for 34 different 
types of threats whether it is workable or not. 

5.1   Outcomes and Recommendations Based on the Findings 

Table 5 provides the number of threats for which the framework in consideration 
works as complete, partial or not required. Even if the framework is not enabled com-
pletely in some cases but it is capable of working in that scenario partially rather then 
it being incapable. 

Table 5. Analysis in Terms of Number of Threats 

Sr # Enabling Level Total Types of Threats 

1 Not Required 6 

2 Partially Enabled 8 

3 Completely Enabled 20 

4 Incapable 0 

 Total 34 

 
From the above analysis, it can be seen that framework for alternate execution of 

workflows under intrusion threat can work for majority of threats scenarios. The only 
threat category for which the framework requires an extension to deal with is the one 
that can modify and update the data maliciously. For handling such threats, the 
framework in consideration should have a component that is meant to clean the data 
and works well before the data hibernation starts. The problem arises here is that, the 
data is supposed to be clean before it is hibernated, therefore data hibernation step 
may be delayed which is not acceptable by this framework to give the desirable re-
sults. Hence it is recommended to apply the policy engine to decide how the most 
active data should be clean in time to make the system available and workable as soon 
as possible. Based on the policy made by the policy engine that depends on the execu-
tion state of the system at that particular time when it is being attacked, the quick data 
cleaning step should be introduced followed by the data hibernation. The data hiber-
nation may also work in to two steps i.e. quick hibernation of maximum clean data 
and then later the rest of the clean data should be transferred with the time. From table 
3, table 4 and table 5, it is clearly seen that the considered framework is applicable to 
most of the intrusion threats in its current structure. For the rest of the few types  
of threats, framework requires an extension to become completely workable. The 
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extension of the framework contains its own pros and cons. It may cause certain de-
lays in data hibernation process too, that should be handled smartly. 

6   Conclusion and Future Work 

Framework for alternate execution of workflows under intrusion threats is a pioneer 
step in making the system available when it is under attack. The results acquired in 
this research support the argument that this framework is useful in most of the types 
of intrusion threat attacks. It deals with the variety of threats and can be enabled to 
provide the end user with the robust execution of their desired tasks. Businesses take 
the advantages by using this framework in terms of robust execution of their work-
flows and consumer satisfaction as well as trust in their systems. However there are 
few types of intrusion threats for which the framework cannot be applied completely. 
Hence in future, if the possible extensions are applied to the framework than it be-
comes equally useful for all types of threats. The extension has to be designed in such 
a way as it will not cost excess time in terms of unavailability of the system provided 
the security remained intact while the system is made workable under intrusion threat. 
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Abstract. Various software vulnerabilities classifications have been constructed 
since the early 70s for correct understanding of vulnerabilities, and thus acts as 
a strong foundation to protect and prevent software from exploitation. However, 
despite all research efforts, exploitable vulnerabilities still exist in most major 
software, the most common still being C overflows vulnerabilities. C overflow 
vulnerabilities are the most frequent vulnerabilities to appear in various 
advisories with high impact or critical severity. Partially but significantly, this is 
due to the absence of a source code perspective taxonomy to address all types 
of C overflow vulnerabilities. Therefore, we propose this taxonomy, which also 
classifies the latest C overflow vulnerabilities into four new categories. We also 
describe ways to detect and overcome these vulnerabilities, and hence, acts as a 
valuable reference for developers and security analysts to identify potential 
security C loopholes so as to reduce or prevent exploitations altogether. 

Keywords: Taxonomy, Classification, Buffer Overflow, Source Code 
Vulnerabilities, Software Security, Exploitable Vulnerability. 

1   Introduction 

Since the unintentional released of Morris Worm [1], experts have came out with 
many ways to protect system from overflow exploitation; either as a preventive 
measure or as runtime protection. There are more than 40 improvements or tools 
released, e.g. safe languages, extension of C, and safer C library to ensure software 
developed using C is secure and stable. [15], [16], and [17] have identified overflow 
vulnerabilities. 

Unfortunately, C vulnerabilities exploitation is still a huge issue in software community 
[6], [7], and [8]. The classical overflow attack is still the most dominant vulnerability [9], 
[10], [11], and [19]. No doubt those earlier efforts have brought significant impact in 
reducing vulnerabilities and exploitation. However, improvements are still needed to 
eliminate or at least minimize C overflows vulnerabilities. Based on analysis on overflows 
vulnerabilities and evaluation on tools by [2], [3], [4], [5], [12], [13], and [14], we 
conclude the areas for improvement fall into three major categories; vulnerabilities 
understanding, analysis tool, and security implementation. 

We limit our discussion to vulnerabilities understanding since accurate 
comprehension on the matter is a major step to improvement of security implementation 
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and analysis tool, as shared by [18]. At present there is no taxonomy specifically 
addressing overflow vulnerabilities from C source code perspective. Therefore, we 
synthesize and propose a new taxonomy focusing on C overflow vulnerabilities that 
cover all vulnerabilities including four new types that have never been satisfactorily 
classified before. In addition, we also describe methods on detecting and overcoming 
these vulnerabilities. 

Section 2 in this paper discuss briefly on type of taxonomy and some previous 
works. Section 3 views the proposed taxonomy while Section 4 summarizes the 
conclusion. Finally, Section 5 delineates future works on the taxonomy. 

2   Previous Works 

There are various taxonomies from different perspectives and scopes. Some shares the 
same issues and objectives such as analyzing tools and some were unique like 
verifying monitoring technique. All previous taxonomies have one main objective; to 
minimize exploitable software vulnerabilities.  

[18], [19], [20], [21], [22], [23], [24], [25], [26], [28], and [29] presented general 
vulnerability taxonomies whereas [2], [3], [4], [32], and [33] constructed C 
vulnerabilities taxonomies focusing on C overflow vulnerabilities. Most of these 
taxonomies were later subsequently reviewed and analyzed further, as was done by 
[30]. Our work however focuses on C overflows vulnerabilities. As such, taxonomies 
that do not enclose or discuss C overflow vulnerabilities are ignored. Table 1 
summarized our study on previous taxonomies focusing on scopes and types of C 
overflow vulnerabilities.  

Table 1. Summary of Previous Vulnerabilities Taxonomies 

Author Scope Type of C Overflows 
Vulnerabilities 

Purpose/Objectives 

Shahriar, H., 
Zulkernine, M. 
(2011) 

Monitoring technique 
for vulnerabilities 
detection  

Out-of-bound and few 
types of unsafe function. 

Understanding the 
monitoring 
approaches 

Alhazmi, O. H. 
et. al. (2006) 

Cause and severity of 
software vulnerabilities 
at runtime. 

Out-of-bound.  Develop testing plan 
and vulnerabilities 
projection 

Tsipenyuk, K., 
et. al. (2005) 

Common developer’s 
mistake during coding 
in any programming 
language. 

Out-of-bound, format 
string, pointer function, 
integer overflow, null 
termination, few memory 
function, and 
uninitialized variable. 

Understanding 
common errors at 
coding stage. 

Hansman, S., 
Hunt, R. (2005) 

System security 
(software, network, and 
computer system) 

General overflows. Analysis and 
understanding of 
attacks 

Moore, H. D. 
(2007) 

Cause and Impact of 
overflows 
vulnerabilities 

Out-of-bound, format 
string, and integer 
overflow. 

Understanding of 
overflows 
vulnerabilities. 
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Table 1. (continued) 

Author Scope Type of C Overflows 
Vulnerabilities 

Purpose/Objectives 

Sotirov, A. I. 
(2005) 

C overflows 
vulnerabilities 

Out-of-bound, format 
string, and integer 
overflow. 

To evaluate static 
analysis tool and 
techniques. 

Zhivich, M. A 
(2005) 

C overflows 
vulnerabilities 

Out-of-bound and format 
string 

To evaluate dynamic 
analysis tool 

Kratkiewicz, K. 
(2005) 

C overflows 
vulnerabilities 

Out-of-bound and format 
string 

To evaluate static 
analysis tool 

Zitser, M. 
(2003) 

C overflows 
vulnerabilities 

Out-of-bound and format 
string 

To evaluate static 
analysis tool 

 
 
While those past works on taxonomies have significant impact in reducing 

vulnerabilities and exploitation, renown security institutes and corporations [8], [10], and 
[11] continue issuing reports and advisories on C overflow vulnerabilities. Signifying 
breaches for exploratory discovery to aim for superior community comprehension of C 
overflows vulnerabilities. We ascertain four new types of overflow vulnerabilities 
necessitate classification as it is crucial. 

3   Taxonomy of C Overflow Vulnerabilities Attack 

We evaluate sets of vulnerabilities advisories and exploitations reports since 1988 
until 2011. There are more than 50000 reported cases of C overflow vulnerabilities 
originating from five vulnerabilities databases and malware collection sites [9], [34], 
[6], [7], and [35].  

From these reports, we classify types of C overflow vulnerabilities into ten 
categories. Four of them are new and still unclassified latest C overflow 
vulnerabilities. These are unsafe functions, return-into-libc, memory functions and 
variable type conversion. They have at least a medium level of severity, possibility to 
appear and exploited [6], [7], and [9]. The impact of exploitation with unsafe function 
is recognized as the most dangerous and outstanding [9], [34], [6], [7], and [35].   

Figure 1 visualizes the new taxonomy of overflow vulnerability attack, organized 
in accordance to its severity, dominance, potential occurrence and impact. This 
taxonomy simplifies the understanding on implications of each types, their behavior 
and preventive mechanisms. 

3.1   Unsafe Functions 

Although unsafe functions has been exploited since 1988 [1], [15], 17], it is still 
relevant. More importantly, this well-known and well-documented inherent C security 
vulnerability is categorized as the most critical software vulnerabilities to continue to 
dominate C vulnerabilities report [6], [7], [35] and [39]. This implies there are 
software developers who are either ignorant, unaware, or simply bypass software 
security policies for prompt development [15], [16]. Below is a sample of unsafe 
functions vulnerability.  
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Fig. 1. Proposed Taxonomy for Overflow Vulnerabilities Attack in C 

Part of a program showing scanf() vulnerability. 
 
   … 
   char str[20]; 
   char str2[10]; 
    
   scanf("%s",&str); 
   scanf("%s",&str2); 
   … 
 
By supplying an input greater than the allocated size at the first scanf(), it 

automatically overflows the seconds variable and force the program to skip the 
second scanf(). This is one of many unsafe functions in C [12], [15], [16], [17], [36], 
[37] and [38]. Previous taxonomies classified few unsafe functions as Format String 
Attack, Read-Write, or Buffer-Overrun [2], [3], [15]. This is arguable since there are 
unsafe functions that do not implement formatting or require specifying index for 
reading or writing. 

To prevent overflows via unsafe functions, one needs to check input variable 
before passing into any unsafe functions. Alternatively, there is C library safe 
functions that developers can use to avoid this type of overflow [17], [37]. 

3.2   Array Out-of-bound 

Array Out-of-bound overflow can be triggered by misuse or improper handling of an 
array in a read or write operation, irrespective of it being above upper or below lower 
bound. A true sample is shown below.  
 
A section from linux driver code in i810_dma.c contains the vulnerability [40], [41]. 
 
if(copy_from_user(&d, arg, sizeof(arg))) 

return –EFAULT; 
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if(d.idx > dma->buf_count) 
return –EINVAL; 

buf = dma->buflist[d.idx]; //overflow if d.idx == -1 
copy_from_user(buf_priv->virtual, d.address, d.used); 
 
As shown in the above sample, when d.idx contains the value of -1, it will bypass 

the conditional statement which triggers overflow on the following statement. Array 
Out-of-bound overflows is easy to detect and prevent by monitoring all array 
processes and verifying whether the index is within the range specified; between zero 
to less than one from total array size.  

3.3   Integer Range / Overflow 

This type of overflow may occur due to miscalculation or wrong assumption in an 
arithmetic operation and is gaining its popularity in vulnerabilities databases [42], 
[43], [44]. The possibility of exploit is small, but the result of exploiting it is 
significantly dangerous [45].  

This classification is derived from [26], [32], and [33]. The key difference is the 
removal of numerical conversion as one of the integer overflow type, and classifies it 
in a different category. This is due to its differences in behavior and code structure. 
Furthermore, the conversion errors are dependent on platform used to execute it. A 
true sample from [45] is shown below.  
 
A fraction of C code contains Integer Range/Overflow vulnerability [45]. 
 
nresp = packet_get_int(); 
if (nresp > 0) { 
response = xmalloc(nresp*sizeof(char*)); 
for (i = 0; i > nresp; i++) response[i] = 
packet_get_string(NULL); 
} 
 
As shown in the above code, if one able to inject input causing variable nresp to 

contain large integer, the operation xmalloc(nresp*sizeof(char*)) will possibly trigger 
overflow, and later can be exploited [45]. It is difficult to detect as one needs to 
understand the logics and predict possible outcome from the arithmetic operation. As 
a result, this vulnerability tends to be left out undetected either by analysis tool or 
manual code review. This vulnerability can be avoided by simply restricting the 
possible input value before arithmetic operation took place. 

3.4   Return-into-libc 

Although it has been recognized as earlier as unsafe functions [84], it is yet to be 
appropriately classified. Many vulnerabilities databases rank its severity as high 
although the number of occurrence is low. It is difficult to detect since it can only 
appear during runtime and the code itself does not have specific characteristic to 
indicate it as vulnerable. Even earlier protection tools such as ProPolice and  
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StackShield failed to detect [46]. It is also difficult to exploit since ones need to know 
the exact length of character, address of function call, and address of environment 
variable 
 
A sample vulnerable code contains return-into-libc vulnerability. 

 
int main(char **av) 
{ 
    char a[20]; 
    if ( strlen(av[1]) < 20 ) //verified the length 
       strcpy(a, av[1]);      //nothing happen 
    printf ("%s", a);  //possible have vulnerability 
    return 0; 
} 

 
Based on the code above,  it is possible to supply a string long enough to fill up the 

allocated memory space together with function call to replace the defined return 
address. The result of exploiting it is extremely dangerous [47]. To recognize the 
vulnerability, security analysts need to understand possible input values and estimate 
memory location. It is similar to Unsafe Function and Array Out-of-bound class but 
differ in terms of behavior and memory process. Memory in the former two classes 
will overflow and overwrite the return address, resulting in unintended behavior. In 
contrast, Return-into-lib will replace return address with a function call to another 
program e.g. system() and WinExec() [48], [49], [50]. To prevent it from appearing or 
being exploited, the contents of the input must be validated apart from the length.  

3.5   Memory Function 

Even though it has been in the security radar as early as 2002 [52], [53], [54], [55], 
[56], [57], [58], [59], it is not been properly classified. This type of vulnerability has 
gain notoriety as one of the preferred vulnerability for exploitation due to current 
programming trend as more programs are developed to utilize dynamic memory for 
better performance and scalability. 

Double call on free() function, improper use of malloc(), calloc(), and realloc() 
functions, uninitialized memory, and unused allocated memory are few examples of 
memory functions vulnerabilities. A simple memory function vulnerability is shown 
below.  
 
A fragment of C code with free() function vulnerability. 

 
char* ptr = (char*) malloc (DEFINED_SIZE); 
... 
free(ptr);  //first call to free ptr 
free(ptr);  //vulnerable due to free the freed ptr 
 
As shown above, the second call to free the same variable will cause unknown 

behavior. This can be used for exploitation and its severity is equivalent to the first 
three types [61], [60].  
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Due to its safe nature and programming complexity, it is difficult to assess its 
vulnerability potential unless an in-depth semantics view of program is used. From 
coding perspective, this type of vulnerability can be prevented by validating the 
memory before usage, initializing memory with default value depending on variable 
type, and removing unused memory. 

3.6   Function Pointer / Pointer Aliasing 

Function pointer or pointer aliasing is a variable storing address of a function or as 
reference to another variable. It can later be called by the given pointer name which 
assists developer’s flexibility and ease of programming. It becomes vulnerable when 
the reference has been nullified or overwritten to point to a different location or 
function [52], [62], [63], [64].  

It is difficult to detect by manual code review unless it is done by highly 
experience security analysts. However, using automatic tool requires the tool to 
comprehend semantically the code [65]. Below is an example. 
 
An example of pointer aliasing vulnerability. 

 
char s[20], *ptr, s2[20]; 
ptr = s;              //vulnerable line of code 
strncpy(s2, ptr, 20); // vulnerability realized 
 
As shown above, the pointer ptr is referring to a null value since the variable s is 

yet to be initialized. The subsequent line of code realizes the vulnerability, although 
the function used is a safe function. The only way to stop this type of vulnerability 
from continuing to occur is by enforcing validation on pointer variable before being 
used throughout the program. 

3.7   Variable Type Conversion 

Improper conversion of a variable can create vulnerability and exploitation [67], [68], 
[69]. Although there are considerable numbers of advisories reporting this 
vulnerability [67], [70], it was never mentioned in any earlier taxonomy. It may be 
due to infrequent occurrence and minimal severity. It was also considered as a 
member of integer overflow vulnerability which is arguable since conversion errors 
do happen on other data format. A true example of this vulnerability is shown below. 
 
Fraction of Bash version 1.14.6 contains Variable Type Conversion vulnerability [73]. 
 

static int yy_string_get() { 
  register char *string; 
  register int c; 
 
  string = bash_input.location.string; 
  c = EOF; 
 
  ...... 
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  if (string && *string) { 
    c = *string++;        //vulnerable line 
    bash_input.location.string = string; 
  } 
  return (c); 
} 
 
This vulnerability is proven to be exploitable [67], [68], [69], [71], and [72] and 

ignoring it is reasonably risky. To avoid conversion error vulnerability, it is strongly 
suggested to validate all variable involves in conversion, as well as avoid unnecessary 
conversion, or use the same data type. 

3.8   Pointer Scaling / Mixing 

This vulnerability may arise during an arithmetic operation of a pointer [74], [75]. 
Semantically, it is different to pointer aliasing in terms of coding. It seldom happens 
but the impact of exploiting it is comparable to other type of overflow vulnerability.  

In a pointer scaling or mixing process, the size of object pointed will determine the 
size of the value to be added [75]. If one failed to understand this, he or she may 
wrongly calculate and assign the wrong size of object to accept the result, and 
therefore runs the risk of having overflow vulnerability. 
 
Sample of code contains Pointer Scaling / Mixing vulnerability [76]. 
 

int *p = x; 
char * second_char = (char *)(p + 1); 
 
As shown in the above code, subsequent read or write to pointer second_char will 

cause overflow or unknown behavior due to addition of value 1 to current address 
location of variable x.  

To avoid this vulnerability from occurring, ones must recognize and be able to 
correctly determine the accurate size of recipient variable and actual location in 
memory. 

3.9   Uninitialized Variable 

Uninitialized variable is variable declared without value assigned to it. Nonetheless, 
computer will allocate memory and assign unknown values, which later if being used 
will cause computer system to perform undesired behavior [77], [78], [79]. It can also 
be exploited by attackers thus allowed the system to be compromised [80].  
 
A fraction of C code contains Uninitialized Variable vulnerability [80]. 

 
.... 
void take_ptr(int * bptr){ 
 print (“%lx”, *bptr); 
} 
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int main(int argc, char **argv){ 
 int b; 
 take_ptr(&b); 
 print (“%lx”, b); 
} 
 
Variable b in the sample above was not initialized and then being used twice 

without value assigned to it. By default, a location has been set in memory and the 
next line after declaration will force either computer system to behave abnormal or be 
vulnerable for exploitation. Normal compiler, code review, or even most static 
analysis will not mark this as vulnerable. There is also possibility of triggering false 
alarm if there is value assign to it before use.  

The easiest way to overcome this vulnerability is to initialize all variable with 
acceptable default value such as zero for numerical type of variable and empty string 
or blank space for character or string. It must not be left uninitialized or contain null 
value before used. Another way to avoid this vulnerability which might impact 
performance is to validate variable before usage. 

3.10   Null Termination 

Although it seem likely to ensue and can easily be avoided, it still appear in few 
vulnerability databases [82] and [83]. The consequence of having this vulnerability is 
equally dangerous as other type of vulnerabilities [81].  

Null termination vulnerability is defined as improper string termination, array that 
does not contain null character or equivalent terminator, or no null byte termination 
with possible impact of causing overflows [52], [54], [81]. A sample of this 
vulnerability is shown in code below. 
 
Fraction of C code contains Null Termination vulnerability [81]. 
 
#define MAXLEN 1024 
... 
char *pathbuf[MAXLEN]; 
... 
read(cfgfile,inputbuf,MAXLEN);  
strcpy(pathbuf, inputbuf); 
 
The above code which seems safe as the read() function has limited the size of 

input to the same size of destination buffer on the last line. However, if the input did 
not have null termination, due to behavior of strcpy(), it will continue to read it until it 
find a null character. This makes it possible to trigger an overflow on the next reading 
of memory. Even if it was replaced with strncpy(), which is considered as safe, the 
behavior is still unpredictable, thus making it a unique vulnerability on its own.  

To overcome the vulnerability, one should validate the input before use, or restrict 
the length of input to have less than one from the actual defined size. 



 Taxonomy of C Overflow Vulnerabilities Attack 385 

4   Summary of Taxonomy on C Code Overflow Vulnerabilities 
Attack 

Table 2 summarizes our proposed taxonomy, consisting of ten categories of C code 
overflow vulnerability attacks, their severity, likelihood to appear and mode of 
exploitation. The occurrence and severity of listed vulnerability type is based on our 
thorough evaluation on various advisories and reports by [7], [8], [10], and [11].  

Table 2.  Summary of Taxonomy on C Code Overflow Vulnerability Attack 

Overflow Type Mode of Exploit Code Appearance Severity Occurrence 
Unsafe Function Supplying malicious input 

long enough to overwrite 
memory location 

No validation on input 
before being used in 
unsafe function or 
restricting unsafe 
function 

Critical High 

Array Out-of-
Bound 

Supplying input or forcing 
access on array beyond 
defined index either below
minimum or above 
minimum index. 

No validation on 
index of array before 
being used. 

Critical High 

Integer 
Range/Overflow 

Supplying input used in 
arithmetic operation 
forcing the result to 
overwrite memory defined 
or exploiting 
miscalculation of 
arithmetic operation  

Improper estimation 
on result of arithmetic 
calculation 

Critical High 

Return-into-libc Overwriting return 
address with address of 
library function 

Uncheck argument 
passing in a function 
call 

Critical Low 

Memory Function Exploiting misuse of 
memory function (i.e. 
double call to free()) 

Never use allocated 
memory, double free 
of same memory or 
calling freed memory.

Critical Medium 

Function Pointer / 
Pointer Aliasing 

Overwriting the function 
pointer to point address 
that contains malicious 
code or function 

Use of pointer without 
validating the pointer 
first 

Medium Medium 

Variable Type 
Conversion 

Exploiting vulnerabilities 
exist during conversion of 
different variable type 

Miscalculation of 
variable size involves 
in conversion  

Medium Low 

Pointer Scaling / 
Pointer Mixing 

Exploiting vulnerabilities 
trigger during arithmetic 
operation of a pointer 

Miscalculation of 
pointer size in scaling 
or mixing process 

Medium Low 

Uninitialized 
Variable 

Exploiting vulnerabilities 
when uninitialized 
variable being used in the 
program 

A variable being used 
before initialization 

Medium Low 

Null Termination Supplying non-terminated 
input 

No null termination 
validation on input 

Medium Low 
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5   Conclusion 

We have discussed various classifications of software overflow vulnerabilities, and 
presented the strengths and weaknesses of previous taxonomies in general, and 
overflow and C vulnerabilities in particular. We noted at present there is no taxonomy 
specifically addressing overflow vulnerabilities from C source code perspective. 
Therefore, we construct taxonomy for C overflow vulnerabilities attack. In producing 
this taxonomy, we focus on how the overflow vulnerability appears in C code and the 
criteria used for a code to be considered as vulnerable. We demonstrated the 
application of our taxonomy in identifying types of C overflow vulnerabilities by 
providing a few sample vulnerable code segments. The taxonomy can be a valuable 
reference for developers and security analysts to identify potential security C 
loopholes so as to reduce or prevent exploitations altogether. 

6   Future Work 

We look forward to validate and verify our taxonomy with standard vulnerability 
databases and implement it to evaluate the effectiveness of the security vulnerability 
program analysis tools. 
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Abstract. The main challenge in Network Forensics, especially during the Trial 
session, is to protect the evidences and preserve the contents from malicious at-
tempts to modify and tamper it. Any potential evidences that are not accurate, 
complete, reliable and verifiable will certainly affect the decision among the 
jury and judges. In this paper, we classify the potential evidences that will be 
stored in the network storage based on their contents, characteristics and func-
tions. We also propose a Secure Storage Model, which implements components 
that preserve evidences using Cryptographic Hashing and Logging Report. As a 
result, we present the flow of our storage mechanisms and show the importance 
of hashing for forensics work to secure collected network evidences. 

Keywords: network forensics, secure storage, network digital evidence, cryp-
tographic hash, preserving evidence. 

1   Introduction 

A digital forensics investigation is a process that investigates the crimes conducted in 
digital environments with the interest of legal system [1], [2], [3]. The sub-discipline 
of this procedure is called Network Forensics (NF) because works in network-based 
environments monitoring network traffic to detect intrusion, collecting legal evi-
dences and detecting misuse of network resources [4]. However, network forensics 
seems to face serious issues resolving to the collected evidence from network traffic 
as the evidences is vulnerable and unpredictable [5], [6], [7]. Therefore, once the 
evidences were collected, any sort of glitch detected will turn it inadmissible in 
Courts. Whilst not all of the evidences will be useful thus it is up to the forensics 
investigators to filter and present the evidence in Courts. Yet, the chain-of-custody 
process and the integrity of the evidences would still be the main important thing in 
any Trial session. 

Nowadays, to support the Trial sessions for digital crimes investigation, there are 
several methodologies [8], [9], [10], [11], [12] that assist the investigation process. 
The common practices of this methodology are not consistent and different approach 
was based on the experience of several people such as law enforcement authorities, 
the hackers and also system administrator [13]. However, most of the methodology 
would share the common steps as shown in Fig. 1. These include Collection, Analysis 
and Presentation. 
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Fig. 1. Common Digital Forensics Methodology 

The common methodology indicates that, preservation is something that should be 
taken care of from the first phase of investigation, which is Collection phase and also 
during the Analysis phase. This is to protect the integrity of the evidence that was 
collected and to ensure that the Chain-of-custody of the evidence is not broken while 
the investigators examine the evidence. A very common question asked while Trial 
session would be, Was the data altered? [14]. Thus, to make sure that the evidence 
was not altered during the process, researchers have come out with various types of 
methods to prevent alteration such as documenting each procedure taken, creating a 
secure architecture [15], calculating the hash value of the evidence, creating a copy of 
evidences for analysis purpose, encrypting the contents and comparing the hash value 
for later recognition that the evidence was not tampered [4], [16]. However, the pres-
ervation phase is an iterative process that goes along in each phase that requires the 
evidence to be preserved in every phase along the period of investigations. 

In network-based environments, the concepts of preserving the evidence is much 
more complicated [17] as once the evidence was collected from the network traffic, it 
is opened to tampering and modification either stored in local storage or any network 
storage [18]. It is possible that, the mechanism to store the potential evidence and also 
the storage container can be argued in courts, if the chain-of-custody is deniable and 
proved to be wrong. 

In order to further understand how methods defined in network forensic to collect 
and preserving the evidence, we do briefly study on past work in Section 2. We found 
out there are problems related to preserving evidence. Based on our findings of these 
problems, we proposed our own model to secure the storage in Section 3 with our 
proposed storing mechanism and applying hashing functions to protect the integrity of 
our stored evidence. Towards the end of this paper, we conclude our work and define 
our expectation for the future work. 

2   Related Works 

In general, network traffic produce lots of information that can turn out to be evi-
dences if there is a report about crimes happening. [1], [13], [15], [18], [19], [20], [21] 
describe the basic problem when handling with evidences in network-based environ-
ments is to acquire and process massive amounts of digital evidence while preserving 
the integrity of each evidences for extensive time. David, M. [18] investigate  
network-based architectures for storing and handling large amounts of evidence by 
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proposing Digital Evidence Storage Lockers (DESLs), which implements Network 
Attached Storage (NAS) over Storage Area Network (SAN). 

DESLs works as a centralized repository where evidence is stored and maintained 
in a remote locations which allows secure access. However, Mahalingam, P. [21] 
address about the security concerns of protecting the transmission of SAN, among the 
host and storage device since SAN communicates the block level data transfer. Ac-
cording to Mahalingam, 18% are not willing to implement SAN due to its security 
problems and those who already have, 56% expressed security concerns. In most 
cases, the SAN faces three types of threats, 1) malicious outsider’s threats, 2) mali-
cious insider’s threats and 3) non-malicious insider threats [21], [22]. The threats to 
the evidences is very dangerous as it could lead to unauthorized reading of data, unau-
thorized alteration of data and unauthorized destruction of data [23]. However, [24] 
mentioned about the levels of protection against these threats starting from database 
system, operating system, network, physical and human. Due to each level protection, 
evidence can be found once the protection was breach by attackers, synonym to tradi-
tional crimes as the criminals often leave something behind. 

Evidences that was left behind, is either with or without the criminals acknowl-
edgment. According to Sommer, P. [25], the criminals who often leave something 
behind is different based on the location of crimes either host based or network based. 
In host-based location, the use of Disk Forensics to extract the evidences from the 
hard-disk by first make an exact copy of the hard-disk and then analyze the content 
for any hidden or deleted contents suit with crime case reported. However, evidences 
in network-based location need to be captured from the network and they will match 
it against individual computers to justify for the crimes conducted [25], [26]. 

There is a lot of potentials evidence that can be retrieved from each level of protec-
tion. According to Kozushko, H. [27], the evidence found can be organize in three 
classifications which are 1) by content 2) by functions 3) by characteristics. Evidences 
that was classify by contents will contain the information about the owner of the evi-
dence and moreover, digital evidences that come from swap files and slack space, 
often contains fragments of digital data that can be reorganized to create a much more 
useful information. Other than that, evidences can be classify by functions whereby, 
the functions will indicates what type of threats it can harm the systems, such as  
malware infection over the network. The last classification define by Kozushko, is 
characteristics, lots of information over evidences can be gather by knowing the char-
acteristic of certain evidence, such as the file names, message digests and data stamp 
[27]. However, in network-based the source of evidence can exist in many different 
formats depends on the layer in OSI Model [28]. The source can be from –packet 
filter logs, proxy logs, sniffers, DNS cache, e-mail messages, browser histories, 
cookie and cache [28], [29]. 

Previous researchers discuss briefly about requirements of evidence that are admis-
sible in Courts. According to Accorsi, R. [29], “admissibility is a legal concept that 
prescribes requirements to judge the acceptance of any kind of evidence”. Thus, to 
place evidences in the Storage, the mechanism need to be 1) entry accountability 
which include information with regard to the subject, 2) entry integrity as the list of 
stored evidence were not modified (accuracy) or the list was not deleted (complete-
ness). The last requirement defined by Accorsi, R. was entry confidentiality as the 
entries are not stored in clear-text making sure that the contents were not readable by 



394 M.I. Ibrahim and A. Jantan 

others. Other than that, other researchers [30], [31], [32], proposed that, the evidence 
also need to be authentic, complete, reliable and believable. However, all the evi-
dences that were presented by an expert in the area would always get the evidences 
admissible in Courts unless the chain-of-custody can be prove broken during the in-
vestigations. 

Chain-of-custody was preserved from the time the evidence was collected until the 
time it was presented. According to Scarlet, S.D [33], the most important thing is to 
protect the chain-of-custody of the best evidence and locked with key. Hosmer, C. 
[14] address concerns of proving the integrity of the original evidence by checking the 
hash value of the best evidence’s copy which is the first copy of the evidence and 
compare with the one presented in Courts. If the two values were not match, the integ-
rity or reliability of the copied evidence is questionable.  

A cryptographic hash function is a common practice in any investigation to proof 
the integrity of the digital evidence. According to Roussev, V. [34], “hashing is a 
primary, yet underappreciated, tool in digital forensic investigations”. Sometimes, 
hashing might as well get neglected and was analyzed right away after it was trans-
ferred from the crime scene. There are possibilities of the evidence to be tampered 
and no records were found to support in front of Courts. In crimes investigation, the 
process of encrypt and decrypt was used to hide the real data from non-intent viewers 
as it protects the privacy and confidentiality of the evidence, yet the integrity was not 
preserved. So hashing will do all the work of keeping the integrity of best evidence’s 
copy with the original evidence. Hash is a “signature” for a stream of data that repre-
sents the contents [35]. The size of contents might be large and yet produce small 
output of hash value. However, cryptographic hashing is different from encryption, 
whereby hashing use one-way operation instead of two-way operation for encryption. 
Other than that, the two way operation of encrypt and decrypt would produce the 
same amount of size as illustrated in Fig. 2.  

 
Encryption – a two-way operation Hashing – a one-way operation

 

Fig. 2. The different of two-way operation and one-way operation with MD5 digest [35] 
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The most commonly used cryptographic hash functions were MD5 and SHA-1. 
[38]. However, the algorithm for the hash function is not limited to this two only, 
based on Fig. 3, there are few other functions developed from 1989 and their popular-
ity was base on the weakness as they can be attack and manipulate. According to 
Roussev, V. [34], some hash function is collision resistant meaning that it’s very hard 
to find similar hash output from this function such as; MD5, RIPEMD-160, SHA-1, 
SHA-256, and SHA-512 as they produce large size of bit [34].  Large size of bit 
means that, the length of the digest output is very long and chances of having similar 
output would be rare. However, the risk could still be there and to minimize it, the use 
of several functions together at a time would be recommended. 
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Fig. 3. Timeline for hash functions 

Logging report on the other hand, is also an important factor in any investigation 
because it will show the details of the evidence from the time it was collected and 
until it was presented. According to Cosic, J. [37], it is important to track the evidence 
material at all time and access of the evidence must be controlled and audited. Cosic, 
J. also proposed Digital Evidence Management Framework (DEMF) using the “Five 
Ws (and one H)” – Who, What, When, Where, Why, and How. which can be pre-
sented as a function [37] 

 
DEMF = f 
 { 
  fingerprint_file, //what 
  biometric characteristic, //who 
  time_stamp, //when 
  gps_location, //where 
 };. 

 
Time stamp is a good indicator to prove the integrity of the evidence. According to 

Hosmer, C. [14], a secure and auditable time can eliminates the potential for fraud and 
unintended errors. Most of this technique have been covered in commercial tools such 
as AccessData’s FTK, Guidance Software’s EnCase and open source tools such as 
SleuthKit, yet, none had provided secure mechanism for the storage of the evidence. 
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3   Secure Storage Model for Network Evidence 

In this section, we discuss about the proposed model to secure the storage for foren-
sics work. We proposed the general architecture of our model and elaborate on the 
storing mechanism that we use. We also explain about key components of this model 
with details on the cryptographic hash engine and logging report that we implement in 
the model to protect the integrity of the evidence until it was called for presentation. 

3.1   General Architecture 

As mentioned earlier, the methodology for Network Forensics can be divided into 
three steps; Collection, Analysis and Presentation. We proposed a secure model by 
dumping the evidence into these steps to hold the evidence. The model is shown in 
Fig. 4. 

 

 
 

Fig. 4. The proposed Secure Storage Model for Network Forensics work 

The proposed model was separated into two sector; A and B, where sector A is the 
general location in the network environment that contains potential evidences. How-
ever, sector A is not briefly discussed in this paper because the focus of this paper is 
about the mechanism to store the evidence collected from sector A. Yet, sector A will 
provide lots of evidence while Sector B is important to classify the evidence and store 
it for analysis purpose by the investigators. However, we do realize the importance of 
having Firewall and Intrusion Detection System (IDS) from sector A in our model 
because, the capability of these tools to detect and filter any attacks or intrusion. Sec-
tor B in this model is one of many other Private Network Area based on the Case 
handled by the investigator. We purposely create new Network Area for each Case to 
make it more individualize while handling the evidence. 
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The Private Network Area (PNA) contains Cryptographic Hashing (CH) engine, 
logging report (LR) and databases of the evidences from the time it was collected 
until it was analyze and presented. LR act as a tool to monitor and records the investi-
gators involve collecting the evidence, and provide additional information such as 
hash value generated from the CH engine, time, location and places that related to the 
evidences stored. It also operates as a reporting tool for any attempts and action to 
access the evidence while the Case is still ongoing. 

3.2   Key Components 

Storing Mechanism and Logging Report (LR). We illustrated the mechanism of  
storing the evidence by using a flowchart in Fig. 5. When a Case was issued, the in-
vestigators will seek out sources for potential evidences. The source came from  
 
 

 

Fig. 5. Flowchart of Evidence Storing Mechanism 
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network traffic for example firewall logs, intrusion detection system logs, network 
communications link records or maybe information on network device such as 
routers, dial-up servers, switches and etc [36]. If there is no evidence exists, the Case 
will be drop and the investigations process will be stop. However, if the evidence 
exists, a new PNA will be created and the hash value of the evidence will be process. 
We discuss more about the CH used for this model in next section.  

After that, our model classifies and separate the evidences based on the classifica-
tion of the evidence. The reason to classify the evidence is to make sure important 
evidence based on the functions, characteristic and contents is identified and prepared 
a suitable location to store it. For example, a file that contains potential logic bomb 
characteristic that can trigger and assume can delete other files should be identified 
earlier and kept out of other file’s reach. The same things with evidence that contains 
malicious contents and have the same characteristic as a malware should be identified.  

The next part involves encrypting the evidence to hide the contents and to protect 
the confidentiality of the evidence collected. This is important as the evidence col-
lected might contain sensitive data and not open to public even in the event that a 
database is successfully attacked or stolen [36]. By encrypting the evidence, potential 
exposure of this private data can be reduce and only authorized law officer or investi-
gators can access the evidence. Each of the process and time will be logged in the LR 
and then the evidences will be copied inside different database. For analyzing pur-
pose, the investigators will need to decrypt the evidence and retrieve the evidence for 
analyze purpose from the Analysis Database, as this is reserved for the Investigators 
to retrieve needed information as the other Collection Database already store the cop-
ied evidence. 

The last part of this mechanism ends when the Investigators found out the needed 
information and compare the hash value of the evidence. Then all of the work will be 
recorded inside LR for reporting and save inside Presentation Database. During Trial 
session, the needed information will be requested from the Presentation Database and 
after Presenting the evidence the mechanism will end its process. 

Cryptographic hashing Mechanism. In general, cryptographic hashing (CH) is 
commonly used to protect the integrity of file from any attacks to tamper and alter the 
file. From 1990’s, there a lot of CH being developed and the most well-known would 
be Message Digest Algorithm 5 (MD5) [9]. However, because of flaw issues and the 
weakness of MD5 [35], [37], [38], [39], [41] we proceed to use Whirlpool [40] to 
digest the evidence and retrieve the hash value. Whirlpool was recommended by New 
European Schemes for Signatures, Integrity and Encryption (NESSIE) and also used 
by International Organization for Standardization (ISO) and the International Electro-
technical Commision (IEC) [41]. The credibility of these institutions would be bene-
ficial in Courts to defend the evidence presented.  

Another factor to use Whirpool is because it produces 512 bits output size. It is im-
portant to have large output to reduce collision among outputs when presented.  Using 
an sample of a pcap file, we calculate the hash value of this file and illustrated the use 
of Whirlpool in protecting the integrity of evidence. Using Febooti fileTweak Hash 
and CRC tools as shown in Fig. 6 we retrieve the hash value of a pcap file called 
Evidence One.  
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The hash value of Evidence One’s file [original]: 
 

e9a5670a95e2ed252118024acee4d7aa1972cf504970bad82cb3669c7
9fb657dcfe576606dedeace36dc16d76b8e49c145c6f3a484d6349ae0
27c5d1608053ad 
 

After that, we do some modifications inside the pcap file using Hex Editor Neo and 
mess up contents of Evidence One’s file. We write 0xdf at 0x0, 0xf3 at 0x1, 0xff at 
0x3 with intention to ruin the information the file contained. Then we calculate again 
the hash value of Evidence One and retrieve a new hash value which is different from 
the earliest one.  
 
The hash value of Evidence One’s file [after tampering]: 

 
3b63c0032fd6102dd9e0e70cefd6c7ac1e6e9f0ec1b54dbfdb6227029
3cded7024d5953e607e292d77686d241189c33826cbfbca3e49af0740
4f5920a2d12df6 

 

Fig. 6. Retrieving hash value using Febooti fileTweek Hash and CRC 

This simple experiment is to show the important of bringing reliable evidence in 
Courts. As we can see, how easily the changes in content can affect the hash value 
and would make the file inadmissible in Courts as they will question the evidence 
reliability. However, in this secure model, while comparing the Collection database 
and Presentation Database, we can conclude if the evidence was altered or not and 
present strong evidence to Courts. 
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4   Conclusions 

Network Forensics is emerging as a new discipline to extract information and retrieve 
potential evidence from the network traffic so that, the criminals can be apprehended 
for the crimes they have conducted. However, as new technologies emerge, the work 
of forensics investigators especially the law enforcement to catch offenders in cyber-
space is becoming much more complicated. Thus each evidence found is very impor-
tant and needs to be secured in a legal approve ways because we don’t want the 
criminals to escape, just because, the evidence is not reliable in courts.  

In this paper, we have already presented the secure storage mechanism to secure 
the evidences that were collected from network traffic and display the importance of 
using hashing mechanism to prove the integrity of the evidences. However, we do 
realize that, the model is not sufficient yet to answer Jansen, W.’s [42] questions re-
garding the chain-of-custody and we see this as an important factor in our secure 
model. Who collected it? How and where? Who took possession of it? How was it 
stored and protected in storage? Who took it out of storage and why? [42]. Answering 
these questions in our future work, will append another mechanism to the model 
which covers access control. We would also like to enhance the capability of this 
model to interact with several investigators from different division assuming they 
were investigating the same case and using the same evidence. At the end, we hope to 
build working tools that can be used and implemented in real life investigations. 
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Abstract. In network forensics, attack intentions analyses play a major role to 
help and accelerate decision–making for apprehending the real perpetrator. In 
fact, attack intention analysis is a prediction factor to help investigators to con-
clude a case with high accuracy. However, current techniques in attack inten-
tion analysis only focus on recognizing an alert correlation for certain evidence 
and predicting future attacks. In reality, more prediction factors should be used 
by the investigators to come to a more concise decision such as attack intention, 
incident path …, etc. This paper will propose an attack intention analysis 
model, which focus on reasoning of attacks under uncertainty intention. A new 
model will be introduced using a combination of a mathematical Dempster–
Shafer (D-S) evidence theory with a probabilistic technique through a causal 
network to predict an attack intention. We found that by analyzing the at-
tacker’s intention, forensic investigation agents will be able to audit and per-
form evidence in an efficient way. Experiments were performed on samples of 
probability of attack intentions to evaluate the proposed model. Arguably, at-
tack intention analysis model may produce a clear and impact factor for investi-
gator decision–making.  

Keywords: attacks intention, network forensics investigation, D-S theory, 
causal network. 

1   Introduction 

Network forensic techniques enable investigators to trace attacks back to the attack-
ers. The ultimate goal is to provide sufficient evidence to prosecute the perpetrator of 
the crime [1]. A network forensic system can be classified according to one of three 
characteristics. It can be a 1) Purpose system, such as General Network Forensics 
(GNF) and Strict Network Forensics (SNF), 2) Complement system, such as Catch-it-
as-you-can and Stop-look-and-listen, or 3) Nature system, consisting of hardware 
combined with software or software alone [2].  

Currently, network forensics has many limitations, with specific research gaps in 
all areas. The major challenges are in analyzing data [3], including the variety of data 
sources, data granularity, data integrity, data as legal evidence and privacy issues. 
These challenges can be placed in three broad categories: technical, legal and resource 
[4]. Data analysis attempts to reconstruct attack behaviors full malicious behavior in 
order to understand the attacker’s intention. Otherwise, the classification and cluster-
ing of network events that may arise would be more difficult [2].  
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Intention analysis often involves investigating and collecting evidence to reduce 
the forensic challenges [5]. However, investigation is a complex process and costly 
when all stakeholders and security tools are combined to enhance the investigation 
phase [3, 6]. Some of the more skillful attackers try to hide evidence, thus circum-
venting attack prevention tools. Successful attacks can exploit a series of vulnerabili-
ties [7], as evidenced by the rapid growth of the Common Vulnerabilities and  
Exposures (CVE) dictionary which includes a variety of publicly known information 
security vulnerabilities and exposures. Most important attack information can be de-
duced from the CVE database, and this may provide useful evidence in the future.  

Although the investigation phase complex, and it is difficult to define attacker and 
apprehend the perpetrator [3], mapping activities in a network forensics framework 
can improve and optimize the results of investigation. But it must be kept in mind that 
digital evidence that is obtained from the investigation phase must be acceptable in 
the court of law [8]. For that purpose, all security and technical roles (user, software 
…) in any organization should collaborate to catch the attacker and obtain its restitu-
tion. Casey [6] shows how a case study can present a broad picture of the crime that 
can help law enforcement agencies apprehend the perpetrator.  

Attack intention is successful when a potential attack can be predicted and the goal 
of an attacker can be understood [7]. It is difficult for a human expert to foresee 
methods of intrusion [5]. An attacker will proceed to reach his goal through sequence 
of logical steps, using tools to hide and camouflage his patterns. Changing attack 
patterns is a major challenge for network forensics. The variety of network environ-
ments with a big number of attack methods makes pattern recognition more difficult 
[5]. False positive and false negative as an examples are the main problems in IDS, 
especially in misuse-based and anomaly-based detection [5]. To conclude, the limita-
tions of security sensors and network monitoring tools make attack observation inac-
curate and incomprehensive [9].  

Causal networks are defined in the form of a causal poly tree (between any two 
nodes there exist no more than two paths) observable quantities, and unknown pa-
rameters or hypotheses [9, 23]. A causal network is a Bayesian network with an ex-
plicit requirement that the relationships be causal. Thereby, it can predict the impact 
of external interventions from data obtained prior to intervention in order to perform 
diagnosis of attack intention. The Dempster–Shafer (D-S) theory is a mathematical 
theory of evidence that generalizes from Bayesian probability theory [10, 22].  D-S 
theory helps to identify epistemic probabilities or degrees of belief. It takes the rule 
for combined evidence from different sources represented by a belief function, which 
takes into account all the available evidence. Causal networks are often used for this 
research where D-S theory would be more relevant [11].  

This paper, presents a set of processes, shown in Fig. 1 that apply D-S theory based 
casual network to identify an uncertain attack intention. The proposed model will be 
described in section 3, where we define the equations and hypotheses depending on 
the collected evidence. Otherwise, the uncertain intention will be predicted from dif-
ferent sources of attack evidence.  In the next section, we will explain the views  
and important ideas regarding research and different approaches. However, to deter-
mine a relationship with a proposal and explain the importance of attack analysis that 
needed in order to predict the intention of the attacker in network forensics. Finally, 
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experiments and the discussion are undertaken using samples of probability of attack 
intentions to evaluate this model. 

2   Related Works 

Security analysis aims at recognizing attack plans. Attack plan analysis aims to recon-
struct the scenario to find the attack intention based on a graph algorithm, with meth-
ods for intrusive intention recognition based previous studies [7]. Attack recognition 
is received increased interest and as main research area in artificial intelligence. Pro-
gress continues in the network security domain, and intention analysis has become an 
important research topic [7, 9].  

Several related technologies can be connected with network forensics [2-5]. Intru-
sion Detection Systems (IDSs) is consists of a sensor and alarm to collect useful in-
formation for analyzing future processes. However, reliability and lack of information 
are its main limitations. Honeypots could be used in network forensics for studying 
and capturing an attacker’s tools, in addition to determining the intention of the at-
tack. The main problem with these techniques is how easily they can be attacked and 
compromised. Therefore, innovative methods and techniques are needed for data 
analysis to produce useful information, to help investigators in decision making [3]. 

Main intrusive intentions of an intruder, such as DoS on the web server of a host, 
gaining root privilege of a host, and compromising the database of a host, could be 
observed their behavior through 1) observing time, 2) launch host, 3) target host, and 
4) rules such as intruder preconditions, network preconditions, intruder effects and 
network effects [12].   

Proposed taxonomies to determine attack intentions depend on the goals, which use 
D-S evidence theory as mentioned elsewhere [13]. This technique follows the stages 
of attack and determines the target. The taxonomy places attacks into two categories; 
firstly, consequence-based attacks such as increased access, disclosure of information 
and denial of services, and secondly, target-based such as computer, network or files. 
In this research, a comprehensive view for attack intention is emerging. The studies 
combine each intruder state like capability, skills and tools, with system states like 
interest and opportunity. As a result, they determine the intention list, attack likeli-
hood and threat estimate. D-S evidence theory is also used to investigate new traffic 
incident pattern-recognition approaches [14]. They used D-S theory to combine Mul-
tiple multi-class Probability Support Vector Machines (MPSVM) to the data set from 
different sources, to improve the accuracy and robustness of fault diagnosis. 

Probabilistic approaches [9] correlate and analyze attacks, and DARPA’s Grand 
Challenge Problem (GCP) was used to evaluate this approach. In addition, they are 
using this data set for identifying strategies, correlating isolated scenarios and predict-
ing future attacks. This approach uses a probabilistic-based reasoning methods and 
statistical analysis for attack step correlation, and focuses on minimizing the damages 
in the system through developing an algorithm to correlate attack scenario in the low 
level correlation analysis. The main aspect of this approach is an attack tree presented 
from a predefined library of attacks. 
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Practically, an attack scenario should have a hierarchical architecture [9]. However, 
if an attack tree is used to define attack libraries, then attack trees can be converted 
into the causal network by assigning a probability of evidence and the likelihood of 
attack intentions. Attack tree analysis predicts a set of attack libraries represented by 
the graph in a similar was to attack graphs. Usually it is done manually, and is very 
time consuming. Otherwise, alternative techniques use the checking-model as auto-
matic graphs, in order to construct the attack. Using model checking is an effective 
means to perform e- Transactions  and build customer trust and confidence [15]. 
Strengths of this modeling type provide an efficient evaluation of protocols and are 
more robust than other techniques such as simulation or theorem, but has a limitations 
in scalability [9]. 

3   Attack Intention Process Model 

Prediction of attack intentions depends on the nature of attack, which had been de-
tected with its evidence. Detecting attacks depends on many security sensors and 
detection system products (either, commercial or non-commercial security products, 
such as IDS or sniffer). Knowing that, a specific attack that occurs depends on the 
accuracy ratio for these products. We believe the current proposed process model in 
this research that the attack was defined and detected with an acceptable degree of 
accuracy. 

Fig.1. shows set of processes to select attack intention. The first process determines 
certain attack and ensures that attack type has been detected as well as predefined. 
Attack features should be constructed to find the correlation with collected evidence. 
This process is predefined before starting analysis of attack intention. Preparation, 
detection, collection and examination of evidence processes in general network foren-
sics should be ready and predefined. For example, using the attack library, as men-
tioned in [9], with taking in the account that there is not a complete library for all 
possible attack strategy in network security, in order, to support clear and meaningful 
information for process 1, 2 and 3 in our proposed research model. 

 

Fig. 1. Process Model Based on D-S evidence for Attack Intention 
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Preliminary hypotheses, prior probability of parent node’s (attack) and collecting 
of evidence are major factors to apply next process. A hypothesis depends on several 
elements, such as accuracy of attack detection, evidence collection and the initial 
potential of intention. Attack intention, in many cases, is related to attacking goals 
and the volume of damages that proceed from the attack. Using probabilistic laws in 
the causal network and according to the evidence analysis, probability for each of 
evidence will be computed. Depending on these results, probability of each intention 
with given conditional evidence will be computed too. 

Basic Probability Assignment (BPA) that is calculated for a set of mutual inten-
tions to present the strength of some evidence (not attack evidence) for this intention. 
BPA function also known as an exact belief in the proposition represented by inten-
tion.  From BPA, the belief and plausibility probability can be defined. Finally, all 
believes values will be compared in order to select the highest one that will be an 
attack intention. 

This model represents a solution in causal network using D-S evidence theory, in 
order to find a potential of attack intention. To implement a model, assume that the 
IDS, firewalls or any detection system has been used, detected an attack a1 with a 
proper correctly positive value between [0.50, 0.99], this value means that attack a1 
was detected with an adequate value between [0.50, 0.99]. 

Accuracy of detecting an attack for a1 type represented from the same positive 
value, and these are the first hypotheses in this model. Evidence related to this attack 
was collected and reserved from previous phases of network forensics, using suitable 
frameworks and tools. Believe and prediction of uncertain attack intention depends on 
available information, initial proper values and hypotheses. Attack a1 has conditional 
dependent evidence {ev1, ev2, ev3 … evn}. 

Assume that, there is a set of uncertain attack intentions {i1, i2, i3…,in}, each one is 
connected and dependent on at least one evidence. Each intention has a very low and 
unimportant prior probability between [0.001, 006] this value doesn’t effect for predic-
tion of the real intention. Even though, it’s legally known that a suspect is always inno-
cent until proven guilty. Prior probability for attack intention represented this general 
base in the judicial life system, which means that the attack intention is close to unde-
fined value in the initialization step. For example, in (0.85) accuracy, if we suppose that 
an attack a1 is detected from IDS and there is a set of evidences {ev1, ev2, ev3, ev4, ev5, 
ev6}. The intention of a1 that depends on the previous evidences has a set of intentions 
{i1, i2, i3}. Depending on the previous information, we can assume that: 

The prior probability of i1=i2=i3=0.005, then we can claim that the a1 intention was 
most unlikely to be i1, i2 or i3. In other words, the a1 intention is not i1 (the comple-
ment of P(i1) = P(i2) = P(i3) =1-0.005=0.995). The proposed model supposes that each 
intention related and connected to attack evidence. For example, if we have the fol-
lowing set of evidences {ev1, ev3, ev5} then the attack intention will be i1. This stage 
depends on the evidence analysis and intention prediction. We can say now if we 
found {ev1, ev3, ev5} for a1, then the probability that there is an ev1 where given an i1 
is 0.85 (after using network forensics frameworks and tools). 

Table 1 shows the sample of prior probability for this model to find a probability of 
attack a1 intention i1. The purpose of the Attack Intention Analysis model is to answer 
the following question: “what is the probability of actual i1, when a1 is detected with a 
set of evidences {ev1, ev3, ev5}?”  
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Table 1. The prior’s probability of attack a1 intention i1 

Probability Value Description 

P(a1) 0.85 
Attack a1 was detected. (Depends on 
accuracy ratio of detection system) 

P(⌐a1) 0.15 Doubts ratio, that a1 doesn’t detected 

P(i1) 0.005 
The prior probability of i1 as actual inten-
tion for attack a1 

P(⌐i1) 0.995 
The probability that i1 not intention for 
attack a1 

P(ev1|i1) 0.85 

The probability that is there an ev1 where 
given an i1. (Depends on evidence collec-
tion, initialize information , set of hypothe-
ses and after using network forensics 
frameworks and tools ) 

P(⌐ev1|i1) 0.15 
The probability that ev1 if a1 intention not 
related to i1. 

 
To solve this problem, firstly, the probability of ev1 should be calculated regards of 

its available information, and it’s equal to the probability of ev1 when i1 occurs. It 
adds to the probability of ev1 when the intention not related to i1. As in the following 
equation: 

( ) ( ) ( ) ( ) ( )1111111 || iPievPiPievPevP ¬∗¬+∗=                                                (1)  

Repeat Eq.(1) for P(ev3), P(ev5), P(ev1,ev3), P(ev1,ev5), P(ev3,ev5) and 
P(ev1,ev3,ev5). After that we can compute the probability of i1 for each given calcu-
lated probability of evidence, as mentioned above, using the following equation, for 
ev1 probability: 
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Then, Eq.(2) is used to compute the probabilities P(i1|ev3), P(i1|ev5), P(i1| ev1,ev3), 
P(i1|ev1,ev5), P(i1|ev3,ev5) and P(i1|ev1,ev3,ev5). In the result, we can say that the prob-
ability of an intention i1 for attack a1 with the evidences {ev1, ev3, ev5} is the output of 
the following equation: 
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D-S theory starts by assuming a frame of discernment, which is a set of evidence 
EVs related to the uncertain intention i1 for attack a1. EVs would be the set consisting 
of all possible evidences for i1 as described above. Elements of 2EVs, i.e. subset of 
EVs, are the class of general propositions concerning the actual state of the attack a1 
evidence domain, including empty set Ø.  
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The proposed model assumes that BPA(ev) = P(i1|ev) for each ev є 2EVs. That 
P(i1|ev) acts as an actual i1 probability when a1 is detected with a set of evidences 
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{ev1, ev3, ev5}. The function BPA:2EVs → [0, 1] is called a belief or support function 
Be( ), if it satisfies Be(Ø) = 0 and Be(EVs) = 1. In other words, it is the amount of 
justified support to EVs. In probabilistic formalisms, it is generally seen as the lower 
probability function of D-S theory. The Be(EVs) for a set of EVs is defined as the sum 
of all the BBAs of subsets of the interests, as in the following equation: 

( ) sr
EVEV|EV

rq EVEV)BPA(EVEVBe
qrr

⊆∀= ∑
⊆

                                  (5) 

The plausibility Pl( ) is the amount of potential support to EVs. It means support 
evidence, which is not strictly given to EVs. In probabilistic formalisms, it is generally 
seen as the upper probability function of D-S theory. It is the sum of all the BPAs of 
the sets EVr intersects the set of interest EVq, as in the following equation: 
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The explanations of above equations are summarized in Table 2. (BPA(EVq), 
Be(EVq) and Pl(EVq)), which are related to the above example of attack a1 intention 
i1, are computed, all of the general hypotheses and propositions for evidence and 
intentions in the domain of attack a1should be declared. After determining the prob-
ability of i1 for a1, we repeat the same process for other a1 intentions set {i2, i3}. 

Table 2. BPA, Belief and plausibility functions for intention i1 

Hypotheses/Propositions BPA Belief Plausibility 
Null, no evidences for i1 0 0 0 
Probability of actual i1, when a1 detected with evidence ev1.  

P(i1|ev1)  
0.03 0.03 0.82 

Probability of actual i1, when a1 detected with evidence ev3. 
P(i1|ev3)  

0.05 0.05 0.86 

Probability of actual i1, when a1 detected with evidence ev5. 
P(i1|ev5)   

0.04 0.04 0.84 

Probability of actual i1, when a1 detected with evidence 
ev1,ev3. P(i1|ev1,ev3)  

0.08 0.16 0.96 

Probability of actual i1, when a1 detected with evidence 
ev1,ev5. P(i1|ev1,ev5)  

0.07 0.14 0.95 

Probability of actual i1, when a1 detected with evidence 
ev3,ev5. P(i1|ev3,ev5)  

0.09 0.18 0.97 

Either or any evidences (probability of actual i1, when a1 de-
tected with evidence ev1,ev3,ev5. P(i1|ev1,ev3,ev5) 

0.64 1 1 

4   Experimental Results and Analysis 

Without evidence, there is no way to determine attack attention or provide a solution 
to it. This is prove, as shown in Table 2, by setting the first hypothesis or null hy-
pothesis to true and zero. Based on the other hypothesis for intention 1, we found that 
Pl( ) ≥ Be( ) and Be( ) ≥ BPA( )  for each hypothesis. This means that any potential 
support for evidence is always greater than or equal to justified support. 

 If we collect a single piece of evidence for each intention, the probability of belief 
is an actual attack intention that will not be accurate, in contrast to combining it with 
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another type of evidence, for example, the belief probability of actual i1, when the 
attack detected with evidence ev1 and ev5 (=0.14) is greater than the belief probability 
of actual i1, when the attack detected with evidence ev5 (=0.04). An attack intention 
that has more evidence has an increased probability of being an actual attack. In the 
result, the accuracy of this intention will be increased. 

The accuracy of prediction for any intention related to the amount of evidence col-
lections and the strength related with the intention. Number of evidence with their 
detection accuracy effect on the BPA values that means if we assume that the inten-
tion related with five evidence, and we detect only four, in particular, accuracy. The 
accuracy will be lower than if we detected all the five evidence.  

5   Conclusions and Future Work 

This research, propose a new model to predict attack intention with more accuracy 
using D-S evidence theory combined with causal networks. The proposed model will 
facilitate the choices for framing a decision making, in order to obtain clear informa-
tion and achieve acceleration of the investigation phase. Network forensic investiga-
tors can use this model to enclose all the potential forestation of attack intention, and 
choose the best one to take actions. 

Attack analysis is a critical and challenging task in the network forensics manage-
ment. Furthermore, intention recognition and analysis are an important research area 
in artificial intelligence and security fields. Obviously, to gain high probability for 
attack intention, we need deep analysis and more efforts to prepare evidence using 
suitable network security tools. 
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Abstract. This paper presents a formal verification done for interaction proto-
col in agent-based e-learning system using a model checking toolkit – MCMAS 
(Model Checking Multi-Agent System). The goal of this interaction protocol is 
to automate the document downloading and notification in e-learning on behalf 
of the students.  The specification of the interaction protocol for each agents are 
translated into Interpreted Systems Programming Language (ISPL) file as the 
programming language for MCMAS and a combination of temporal logic oper-
ators like Computation Tree Logic (CTL) and Linear Temporal Logic (LTL) are 
used to verify the formula for each tested reachable property. The purpose of 
executing this formal verification is to convince that this interaction protocol is 
sound and reachable for each state. Overall, this paper describes the idea of 
agent-based e-learning system, MCMAS toolkit - used as a model checker, CTL 
and LTL – logics in verification used, ISPL – programming language used un-
der MCMAS platform and the results derived from the running verification. 

Keywords: Agent-based, MCMAS, Interaction Protocol, ISPL, Logics, Model 
Checking, Verification, Reachability. 

1   Introduction 

Relying on e-learning system has become a trend to the current education field specif-
ically in institutions of higher learning (IHLs) to support their learning system [1]. 
This is coherent with the rapid advancement in current technology where many mul-
timedia components like live lecture webcast from other regions, video streaming, 
interactive lecture slides, online quizzes and tests are embedded in this e-learning 
system. Taking this kind of technology advantages, e-learning system is now able to 
integrate with another new emerging component of technology which is agent-based 
technology that is widely used mainly in intelligent tutoring system (ITS) [2, 3] .  

Conventionally, e-learning is used as a repository for storing teaching materials 
like lecture notes and slides which is only capable on one-way communication where 
the e-learning system behaves as a receiving party by not responding to the stored 
documents actively to the main user of this e-learning system; the student. This is 
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based on what had happened when the lecturers upload the lecture notes, for instance, 
into the e-learning. The e-learning system will post new notification to the students 
profile informing the newly lecture notes has been uploaded by their lecturers. This is 
a common way of notification in any e-learning system. 

But, by adopting the agent-based technology, e-learning system now has become 
more intelligent by responding to whatever happened in its system to any communi-
cating parties, the students and also the lecturers. For example, if there is newly  
uploaded lecture notes, the agents resides in e-learning system, will download the 
lecture notes on behalf of the students to avoid them from missing any new updates 
from their lecturers either the cancellation class announcement, updated lecture notes 
or any online quizzes conducted by their lecturers. 

In accordance to this scenario, a study on agent interaction protocol (AIP) is done 
and specifications of each agent are specified. Upon the completion of this specifica-
tion, a formal verification for each protocols are verified using a model checking 
toolkit named as Model Checking Multi-Agent System (MCMAS) where the purpose 
of having this verification is to check that each states within this protocols are reacha-
ble. In short, a reachability property is checked using the temporal logic of CTL and 
LTL. 

The objective of this paper is to describe a formal verification done using model 
checking toolkit – MCMAS. The fundamental of formal verification is also described 
together with short details on temporal logics used for the verifications. The derived 
results are also described in this paper.  

The Introduction part describing the overall idea of this paper is mentioned briefly 
in Section 1. Section 2 on the other hand, describes the background study of this re-
search mentioning why this study is done. In Section 3, the fundamental components 
of formal verification is described in detail starting from the definition of formal veri-
fication, model checking approach, the process of model checking, temporal logics 
(Kripke structure, Computation Tree Logic - CTL, Linear Temporal Logic - LTL) and 
a brief explanation on MCMAS toolkit. Section 5, shows the results derived from 
MCMAS toolkit and Section 6 concludes the paper based on the results derived. 

2   Background Study 

Most companies and institution of higher learning (IHLs) nowadays are using e-
learning system as a medium to communicate with their employees or students. How-
ever, the focus of this study is more on the higher learning institutions level where 
some universities rely heavily on e-learning system to support their learning system. 
The companionship of e-learning to the students does assist them in learning process 
nowadays since many multimedia components like live webcast from foreign lecturer, 
interactive lecture notes, online quizzes even digital library has been embedded in e-
learning system which enhance the comprehension of the students to learn certain 
subjects.  

With the rapidness of current technology advancement nowadays, an agent-based 
e-learning system was able to be introduced. It is called Intelligent Tutoring System 
(ITS) which it assists students who needs help to learn a particular subject at any time 
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they want. This example proves that the application of software agent in e-learning 
system can be implemented mainly in e-learning domain. 

Although there is multimedia widgets that can be embedded in e-learning system, 
students still facing a hassle to re-login to the e-learning system every time they want 
to know what is the latest information posted by their lecturers. This scenario is prone 
to a situation where sometimes students will forget to check their e-learning an-
nouncement regularly and they will miss the important announcement like an an-
nouncement of class cancellation or change of venue for the scheduled class. To avoid 
this situation happened, an idea to adopt an agent-based for e-learning system is con-
sidered as a solution for the students benefit. 

By adopting the agent-based system in e-learning, all the documents uploaded by 
their lecturers is now will be downloaded by an agent on behalf of the students based 
on the specification protocol specified for each agents involved. To accomplish this 
idea, there are three types of agents are identified to execute this goal which is Lec-
turer Agent, Student Agent and E-learning agent. These three agents will communi-
cate between each other in order to accomplish their goal which is to automatically 
download any documents uploaded by the Lecturer Agent into student’s desktop. By 
doing this, all the students will not missing the important information anymore. 

This is only the overall idea of how a specification of agent interaction protocol 
will be formulated. This is because in this research area, the interaction protocol will 
be studied first before any agent-based development is implemented. Hence, the focus 
of this study is to develop a specification for agents in e-learning to do an automati-
cally document downloading and notification on behalf of the students. Once the 
specification is specified, a formal verification is done based on model checking ap-
proach using MCMAS to check the reachability property for each states. 

3   Fundamental Components for Formal Verification 

Before running any verification, some understanding on relevant foundations is  
required. Those foundations includes the definition of verification itself, a basic un-
derstanding on temporal logics which comprises of CTL and LTL, model checking 
technique also need to be grasped together with its model – Kripke structure. Then, a 
suitable toolkit to run the verification like MCMAS tool needs to be understood as 
well. Below is some basic description on the related components. 

3.1   Formal Verification 

Verification can be defined as a process of verifying a system whether it satisfies its 
design requirements or not [3]. Verification is also crucial to avoid unwanted beha-
viors. The most commonly technique for verification is testing and simulation [4]. 
This verification technique requires a number of test cases which might not able to 
discover any deadlock situations [4]. Hence, appealing alternative to simulation  
and testing is the approach of formal verification, which is a class of logic-based  
techniques. 
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As per described by [4], the difference between formal verification and testing or 
simulation is formal verification conducts an exhaustive exploration of all possible 
behaviors while testing and simulation explore some of possible behaviors. Since 
failure is unacceptable in any developed system, formal verification has become a 
reliable verification technique to check any bugs that may lurk in the system. 

Since there are many techniques to do verifications like testing, simulation, theo-
rem proving or deductive reasoning, model checking technique is chosen because a 
desired behavioral property like reachability property in agent-based e-learning sys-
tem can be verified over a given system using a model through exhaustive enumera-
tion of all states reachable by the system and also the behaviors that traverse through 
the states [5, 6]. 

 3.2   Model Checking 

Model checking can be defined as a technique for verifying finite state concurrent 
systems [4]. Model checking technique enjoys two remarkable advantages: 

• Automatic – Verification by model checking is performed automatically and 
its application requires no expertise in mathematical disciplines such as theo-
rem proving. Hence, anyone who can run simulations of any system is fully 
qualified and capable to do model checking for the same system [4], 

• Counterexample – When the system fails to satisfy a desired property, verifi-
cation by model checking always produces a counterexample that demon-
strates a behavior which falsifies the desired property. This faulty trace  
provides a priceless insight to understanding the real reason for the failure 
which giving hints on how to fix the problem [4]. 

Model checking uses an exhaustive search to determine if some specification is true 
or not and it will always terminate with a yes/no or true/false answer [4]. 

3.3   Temporal Logics 

Temporal logic by definition is a form of logic specifically tailored for statements and 
reasoning which involve the notion of order in time [6]. Temporal logic is also a for-
malism for describing sequences of transition between states in a system. Temporal 
logics have proved to be useful for specifying concurrent systems since it is able to 
describe the ordering of events in time without introducing time explicitly [4]. 

According to [4] as well, by adopting temporal logics, time is not mentioned expli-
citly; instead, a formula might specify that eventually some designated state is 
reached, or that an error state is never entered. From [4], it mentioned that properties 
like eventually or never are specified using special temporal operators which can be 
combined with Boolean connectives that provide the semantics for the operators. The 
meaning of a temporal logic formula is determined with respect to a labeled state-
transition graph known as Kripke structure [3, 4]. 
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Kripke Structure. Kripke structure is used to capture behavior of system. Accord-
ing to [4], a Kripke structure consists of a set of states, a set of transitions between 
states and a function that labels each state with a set of properties that are true. Paths 
in a Kripke structure model computations of the system. A Kripke structure represen-
tation is described as below.  

Let ΑΡ be a set of atomic propositions. A Kripke structure M, over ΑΡ is a four 
tuple M = (S, S0, R, L) where: 

• S is a finite set of states. 
• S0  S is the set of initial states. 
• R  S X S is a transition relation that must be total, which is, for every state   

s ∈  S there is a state of  s’ ∈ S such that R(s, s’). 

Computation Tree Logic.  Computation Tree Logic (CTL) is a temporal logic that 
having connectives which allow to refer the future [7]. CTL formulas describe proper-
ties of computation trees. The tree is formed by designating a state in Kripke structure 
as the initial state and then unwinding the structure into an infinite tree with the des-
ignated state at the root. This computation tree shows all of the possible executions 
starting from the initial state [7]. According to [4], CTL formulas are composed of: 

• Path Quantifiers – is used to describe the branching structure in the compu-
tation tree which consist two basic quantifiers, 

• Temporal Operators – is used to describe the properties of a path through the 
tree which consist five basic operators. 

Table 1. Table showing 2 basic quantifiers and 5 temporal operators 

Path Quantifiers Temporal Operators 
1)  A - “for all computation paths”. 1) X – “next time” requires that a  

property holds in the second state of 
the path. 

2) E – “for some computation path”. 2) F – “eventually” or “in the future” is 
used to assert that a property will 
hold at some state on the path. 

 
There are two types of formulas in CTL which is: 

• State Formulas – which are true in a specific state, 
• Path Formulas – which are true along a specific path. 

The syntax of state and path formulas is based on this rule as per described in Table 2 
below. 
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Table 2. Table showing rules of syntax for state formulas 

State Formulas Path Formulas 
1) If p ∈ AP, then p is a state formula. 1) If  f   is a state formula, then f is also 

a path formula.  

2) If f  and g are state formulas, then 
f, f   g and f   g are state  

formula. 

2) If  f  and g are path formulas, then 
f, f   g, f   g X f, F f, G f, f U g 

and f  R g are path formulas. 

 
Based on [8], in summary CTL can be defined as by  

 φ p   φ φ  φ φ  φ |  φ  φ |  |  φ |  φ | φ  φ  | φ | 
 

where in this definition, 

• p ∈ P  is an atomic formulas, 
•  φ is read as “there exists a path such that at the next state φ holds”, 
•  φ is read as “there exists a path such that φ holds globally along the 

path”, 
•  φ  φ  is read as “there exists a path such that φ  holds until ψ holds”, 
•  is read as “there exists a path such that φ  holds at some future point”, 
•  φ is read as “for all paths, in the next state φ  holds”, 
•  φ is read as “for all paths, φ holds globally”, 
• φ  φ  is read as “for all paths, φ holds until ψ holds”, 
• φ is read as “for all paths, φ holds at some point in the future”. 

 
CTL operators above are composed of pair of symbols where: 

• First Symbol – is a quantifier over paths (E), 
• Second Symbol – is expressing some constraints over paths. 

 
Linear Temporal Logic (LTL). CTL is an important specification language for reac-
tive system, but it is not the only language [6]. Alternative formalism includes Linear 
Temporal Logic (LTL) which in contrast to CTL, is a logic to reason about linear 
sequences of states that can be defined in terms of a set of atomic propositions P, as 
follows [4]: φ p   φ φ  φ  φ  φ  φ | G φ 

 

LTL is closely related to CTL since it shares similar expressive mechanisms, such 
as an Until, U connective. Unlike CTL, its formulas have meanings on individual 
computation paths, that is there is no explicit path quantifiers E and A. Hence, LTL 
appears less expressive that CTL, However, LTL allows one to nest Boolean connec-
tives and modalities in a way not permitted by CTL in which it makes LTL appears 
more expressive [9]. 
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Reachability Property. According to [6], reachability property states that some par-
ticular situation can be reached. In this research, all states are compulsory to be 
reached in order to deliver its goal. From the viewpoint of model checking, a justifica-
tion has been made that reachability property is usually the most crucial in system 
correctness which happen to be the easiest one to check [6]. 

As mentioned by [6], when reachability properties are expressed in temporal logic, 
the EF combinatory appears naturally. Reachability properties is defined and written in 
this way EF , with  a propositional formula free of temporal combinators where  
is commonly called as a present tense formula in the temporal logic setting. EF   is 
read as “there exists a path from the current state along which some state satisfies ”. 

Since reachability properties are typically the easiest to verify, a model checking 
tool like MCMAS for instance is able to construct the reachability graph of a system, 
in which it can answer any reachability question by simply examining the generated 
graph even if it does not include temporal logic [6].   

3.4   MCMAS – Model Checker Multi-Agent System Toolkit  

According to [9], Model Checking Multi-Agent Systems (MCMAS) is a model 
checker for multi-agent systems which it is possible to verify time and knowledge. 
MCMAS is implemented in C++ which can be compiled for all major platforms. 
MCMAS also implements standard algorithms for CTL [10]. 

MCMAS accepts the description of a Multi-Agent System (MAS) using interpreted 
systems in input and a list of formulae to be verified. Since MCMAS takes ISPL de-
scriptions as input, its ISPL file is fully describes a multi-agent system in both, the 
agents and the environment which is closely follows the framework of interpreted 
systems as described in the ISPL section [11]. 

MCMAS graphical user interface (GUI) is built as an Eclipse plug-in and some of 
functionalities are listed and illustrated in Fig. 1 below: 

• ISPL Program Editing – guides user to create and edit ISPL program, 
• Interactive Execution Mode – is used to explore the model. 
• Counterexample Display – is used to launch the verification process via the 

GUI which calls the checker. 

 
Interpreted Systems Programming Language - (ISPL). From [8], mentioning that 
interpreted systems is described in MCMAS using Interpreted Systems Programming 
Language (ISPL). ISPL programs are types of text files describing a MAS using a 
formalism of interpreted systems which includes [12]: 

• A list of Agents’ descriptions – is described by giving the agents possible 
      local states, their actions, protocols and local evolution function; 

• An evaluation function; 
• A set of initial states; 
• A list of groups (used for group modalities); 
• A list of formulae. 
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Fig. 1. MCMAS GUI Menus 

4   Results and Discussion 

In this section, results for each protocol is discussed and analyzed. There are four 
protocols in this study which comprises of upload, prioritize, broadcast and download. 
Below is the description of generated result for each protocol. 
 
Upload Protocol. Upload protocol is where the user of e-learning system will use it 
to upload any documents into the e-learning system. This protocol is designed specifi-
cally for the Lecturer Agent since this study is all about using a software agent to 
work on behalf of the Lecturer itself. 

Therefore, to imitate the common upload process done by human being (in this 
case the Lecturer), a similar mechanism for uploading a document is specified. The 
common upload process can be summarized as shown in this state diagram (Fig. 2) 
below. 

From Fig. 2 diagram, it is clearly indicates that the common states for upload 
process involves a user (Lecturer) and system (E-Learning) but when involving inte-
raction between two software agents, further states like waiting and notifying states 
need to be expanded as shown in Fig. 3. This is because in interaction, the communi-
cating parties will expect to have feedback on each sending message. For example, E-
Learning agent will be waiting a request from Lecturer agent to upload a document 
and from that initiation, the interaction will begin. 

From Fig. 2 and Fig. 3, it is obvious that at least there are two main agents required 
to interact in order to execute this upload protocol, which is Lecturer Agent and 
Elearning Agent. This extended states diagram indicates the possible states that may 
exist during the interaction to upload a document into the e-learning system where 
this states is declared in the declaration section of ISPL file as shown in Fig. 5. 
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Fig. 2. State Diagram for Upload Protocol 

In Fig. 5, the action that may be taken when reaching the specified states is also 
declared followed by the specification of the protocol in protocol section for  
each agents. Then, the evolution from one state to another state is also defined for 
both communicating agents in order to see the successive flow of upload document 
interaction. 

An evaluation is defined in evaluation section in ISPL file where the necessary 
states that need to be evaluated for example to check whether the upload process is 
successful or not by stating which state to be reached in order to indicate the upload is 
a success. This evaluation statement will be referred in the formulae section where the 
reachability property is test using the ‘EF’ expression. 

 

Fig. 3. Extended State Diagram for Upload Protocol 
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In this study, there are five reachability expressions that are evaluated using this 
model checking tool, MCMAS. Fig. 5 shows the verification result for upload proto-
col in which it shows ‘True’ in all expression checked indicating that all states speci-
fied in the Evaluation section earlier are reachable. The directed graph in Fig. 6 
proves the states prescribed earlier are reachable. 

 

 

Fig. 4. Upload Protocol In ISPL File 

 

Fig. 5. Verification Result For Upload Protocol 

 

Fig. 6. All States Are Reachable In Formula 1 (Upload Protocol) 
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Prioritize Protocol. Prioritize protocol is an optional protocol since it will be acti-
vated when there is same document type is uploaded at same time by the same lectur-
er. Hence, a priority mechanism is required to handle which documents will be noti-
fied first to the Student agent based on the level of urgency of the document uploaded 
in the specific folder. 

From the folder location, the priority level of the document can be identified for 
this study. Therefore in Fig. 7, the first thing the internal E-Learning agent will do is 
to get the location of the document uploaded by the Lecturer in order to start the pri-
oritizing task. After acquiring the information for the document location, the priority 
assignment will be executed and the document with priority flag will be sorted ac-
cording to its priority number. In this study, the highest priority (1st priority) is given 
to the document type in ‘Announcement’ folder followed by ‘Test/Quiz’ folder as the 
2nd priority, ‘Lecture Notes’ and ‘Others’ folder will the 3rd and 4th priority. 

Once the priority assignment, and sorting the documents, then it will be broad-
casted to the Student agent to inform the availability of these newly uploaded docu-
ments in the E-learning. This prioritize protocol is solely for the internal agent in E-
Learning system since only the ElearningRequestor and ElearningExecutor agent are 
allowed to execute this protocol. Fig. 7 gives the overview of the possible states that 
exists during the prioritizing. 

When the verification is launched, however, only one formulae is declared as 
‘True’ whereas the remaining showing the negative result ‘False’ (refer Fig. 8). Fig. 9 
and Fig. 10 shows the results showing the directed graph that is able to reach the spe-
cified state and the other graph are not able to move to the next state at all. 

 

Fig. 7. State Diagram For Prioritize Protocol 

Broadcast Protocol. Broadcast protocol is used to inform Student agent the availabil-
ity of new documents uploaded by Lecturer. Fig. 11 shows the states diagram for both 
communicating agents. This diagram then is converted into ISPL file in in order to 
test each state for broadcast protocol. Fig. 12 and Fig. 13, on the other hand, show the 
verification result generated by MCMAS indicating a positive result for each expres-
sion evaluated. 
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Fig. 8. Verification Result For Prioritize Protocol 

 

Fig. 9. All States Are Reachable In Formula 4 (Prioritize Protocol) - TRUE 

 

Fig.  10. All States Are NOT Reachable In Formula 1 (Prioritize Protocol) - FALSE 

 

Fig. 11. State Diagram For Broadcast Protocol 
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Fig. 12. Verification Result For Broadcast Protocol 

 

Fig. 13. All States Are Reachable In Formula 1 

Download Protocol. Download protocol is used to download the broadcasted docu-
ment and this interaction is between Student agent and E-Learning agent. The com-
mon process for downloading a document is shown in Fig. 14. From the verification 
result in Fig. 15, all formulae tested are showing a positive result which is giving 
‘True’ which means all states prescribed are reachable. The directed graph in Fig. 16 
proves the reachable property. 

 

Fig. 14. State Diagram for Download Protocol 
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Fig. 15. Verification Result For Download Protocol 

 

Fig. 16. All States Are Reachable In Formula 1 

5   Conclusion 

The result derived from MCMAS illustrates that three out of four protocols are show-
ing a positive result which is giving ‘True’ answer for each formula evaluated except 
in prioritize protocol. 

A further improvement on prioritize protocol need to be checked carefully in order 
to achieve a positive result. By achieving a positive result in each protocol, this study 
then can be considered as a successful and complete protocol since by using model 
checking approach, an exhaustive search of all possible states are identified. This is 
true based on the extended version of state diagram created for each protocol. 
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Abstract. Stream cipher is as an important part of symmetric crypto system. 
One-time-pad cipher is the basic idea for stream ciphers, which uses XOR op-
eration on the plain text and the key to generate the cipher. This research pro-
poses a new stream cipher called MINNSC, based on the encryption decryption 
process using natural numbers. For a chosen natural, number blocks of non-zero 
divisors are generated and used as the encryption keys. These non-zero divisors 
form a group, their distribution is quite a random in nature, and this randomness 
is the desired property of stream cipher.  

Keywords: Encryption, Decryption, Stream Cipher, Natural Numbers, Non-zero 
divisors. 

1   Introduction 

Randomness is the desired property of the symmetric encryption and decryption 
crypto system. In the proposed system we chose a natural number (say k) and generate 
a set of non-zero divisors which forms a group under modulo k [4]. The distribution 
of these non-zero divisors and their multiplicative inverses are quite a random in na-
ture for different chosen natural numbers. We exploit this property of randomness to 
develop proposed MINNSC stream cipher.  

2   MINNSC- Proposed Stream Cipher 

2.1   Multiplicative Group of Non-zero Divisors 

The set of all the integers relatively prime to integer k, form a multiplicative group 
modulo k. That is, let k be any positive integer, then Gk = {x ∈  N | x ≠0, (x, k) = 1}, 
where (x, k) is GCD and Gk is the set of all integers relatively prime to k. This set 
forms a multiplicative group under mod k, and the elements of this group are called as 
non-zero divisors. The Euler totient [1, 3] function φ(k) gives the number of non-zero 
divisors i.e. number of relatively prime to k in the group Gk. 
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Table 1. Multiplication table for k = 21 with its relatively prime integers 

 

Example: Table 1 gives set of all integers that are relatively prime to k = 21. This set 
G21= { 1,2,4,5,8,10,11,13,16,17,19,20} can be easily proved as multiplicative group 
under mod 21. Many algorithms are proposed on encryption and decryption process 
using Latin Square or quasi groups [9]. Unlike Latin square, our proposed crypto 
system works on groups of non-zero divisors in modulo arithmetic.  

2.2   MINNSC Algorithm 

The proposed MINNSC algorithm has following steps: 

i. Selecting a suitable integer k. 
ii. Populating vector N with elements of group of non-zero divisors and vector 

IN with corresponding inverses of elements of N.  
Example: For k=21 from table 1.  N= {1,2,4,5,8,10,11,13,16,17,19,20} and  
    IN={1,11,16,17,8,19,2,13,4,5,10,20} 

iii. Generation of key stream, the blocks of non-zero divisors from vector N. 
iv. Key generator part: is responsible to generate a key stream independently 

from cipher and plain text.  
v. Ciphering plain text. 

The proposed MINNSC algorithm and the steps involved are explained below. 

Algorithm:  MINNSC 

k is used as the key (let us call it main key) to populate two vectors N and IN. 

i. Vector N with non-zero divisors, the elements of this vector form a group 
under mod k 

ii. Vector IN  with inverses of each of non-zero divisor in vector N  is also a 
group mod k 

The key k in this algorithm is of variable length, sub keys for the encryption of stream 
of plain text data are generated from the main key k.  The following are the steps 
involved in the encryption algorithm. 
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Step 1: Initialization of vector N and vector IN 

The vector N is initialized with the group of non-zero divisor elements modulo k. The 
vector IN is initialized with the respective inverses of elements of vector N. Fig. 1 
illustrates the initialization of these vectors for a natural number k= 982, excluding 1 
and k-1=981 (for all k >1) because the inverses of these numbers are themselves.  
The upper bound of vector N and IN is 489 < k. The mapping of inverse elements  
is reversible and the extended Euclid’s function [3] is used to compute the inverse 
elements. 

 

Fig. 1. Initialisation of vectors N and IN for key value k= 982 

Step 2: Key stream generation 

In this step, the vector N is divided in to pseudorandom blocks of size 26 each to 
produce another vector B which is the key stream. For key value k = 982 the number 
of non-zero divisors are 489, and hence the number of pseudorandom blocks of vector 
B are 19 (B0 to B18) with last block having elements fewer than 26. Each number in 
the every pseudorandom block vector B is assigned with the alphabets A to Z in se-
quence and similarly in vector IN.  Similarly vector IN is also divided in to blocks of 
size 26 each in sequence. 

To induce the Shannon confusion and diffusion and thwart the cryptanalysis [2], 
these pseudorandom blocks are created taking the vector elements randomly. How-
ever the mapping of elements and their inverses is still intact as the mapping is on-to-
one. This on-to-one mapping keeps encryption and decryption reversible. 

 

Fig. 2. Initialisation of pseudorandom blocks 
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Step 3: Stream ciphering 
 

Algorithm: Encryption 

Fig. 3 describes the generation of stream cipher using MINNSC. The plain text is 
stored in vector S, out put vector C contains the cipher text. 
Input: vector S[i] – input text stream, where 0≤ i < number characters in plain text 
Output: vector C[j]- output cipher stream,  where 0≤ j < number characters in plain 
text.   

For each S[i] assign the corresponding B[j] as per the 26 characters assignment and 
then swap the corresponding inverse element from vector IN[l], the respective alpha-
bet for the IN vector block is the cipher text C. The process is continued till the end of 
stream vector S. 

 

Fig. 3. Encryption of stream of data - MINNSC 

The function Encrypt accepts a character S[i] from stream vector S and returns the 
cipher character C[n] to the vector C. It uses function binarysearch() to search the 
inverse element from vector IN for a given number from vector N. 

/* Stream Cipher Generation */ 

function_ Encrypt (S[i])  

{ Num = 0, InvNum = 0, Ch =‘ ’, RandNum = 0; 

 Temp_ch  = S[i]; 

 Cipher_Ch  = ‘ ’; 

/* initialize ch to the plait text character */ 

 ch = S[i]; 

/* Now generate a random number from 0 to the max num-
ber of blocks in the pseudorandom blocks */ 

 RandNum = function_RandNumerGen(); 

 Num = function_returnNum ( BRandNum [j], ch ) 
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/* Now assign the corresponding inverse number from 
vector IN[l] to InvNum using binary search algorithm */ 

 InvNum = function_binsearch (B[j]); 

 Cipher_Ch = function_returnChar(InvNum); 

 return (Cipher_Ch)   } 

/* The function function_returnNum returns the number 
corresponding to stream character assigned to a element 
in the RandNumth block in vector B, if Temp_Ch = “A” 
then Num = first number in RandNumth block and so on..*/ 

function_returnNum ( BlockNum, ch  ) 

{ return NonZeroDivisor_from_selectedBlock; } 

/* function_returnChar returns a character from a block 
in vector IN corresponding to the InvNum number */  

function_returnChar(InvNum) 

{ 

return Character_from_corresponding_block_in_vector_IN; 

} 

The keys streams K1, K2… are the pseudorandom blocks from vector B. The stream 
of plain text can be one character or a set of characters. To induce more randomness 
the plain text stream can be divided in to blocks of variable length and then appended 
with zero divisors to make them of equal size. 

 

Fig. 4. MINNSC – Encryption block diagram 

Fig. 5 gives the decryption block diagram which is the reverse of encryption proc-
ess as the proposed cryptosystem is developed on modulo arithmetic system. 
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Fig. 5. MINNSC – Decryption block diagram 

3   MINNSC with Feedback System for Avalanche Effect 

Avalanche effect is also a desirable property of block ciphers because each output 
depends on the all the input. It states that an average of one half of the out put cipher 
text should change whenever there is a change in the input plain text. However for the 
non-feed back stream ciphers this property does not apply, as every out put stream 
cipher text is just encryption of the plain text stream text using encryption function 
with input as plain text stream and key stream only.  

 

Fig. 6. MINNSC stream cipher encryption with feed back system 

The MINNSC stream cipher with feedback system can achieve avalanche effect as 
shown in Fig.6. Here encryption function has three inputs, plain text stream, key 
stream and cipher text stream. The input cipher text is the out put of previous stage 
encryption and is the feedback for the current stage. The decryption function too has 
three inputs cipher text stream, key stream and the plain text stream of the previous 
stage and again essentially decryption with feed back system is reverse of that of 
encryption function. 
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But this feedback system is prone to related key attack on the cipher text, as each 
input to encryption function is dependent on the previous cipher text. There is an 
amount of predictability due to the same reason; hence it compromises the random-
ness which is the strength of non-feedback system. 

4   Cryptanalysis of MINNSC 

This section describes the possible attacks on the proposed MINNSC stream cipher 
and consequences. In this research, the most common (below discussed) methods are 
applied for the cryptanalysis of MINNSC.  

4.1   Cipher Text Only Attack 

This is an attack against cipher text when only the cipher text itself is available. Given 
only some information about m cipher texts, the attack has to have some chance of 
producing some information about the plain texts. As there is no linear or any other 
kind of mathematical relationship between the m different cipher texts, cipher text 
only attack is not effective. However the set of pseudorandom block keys are used for 
set of plain text for ciphering, there is possibility of deriving the natural number by 
working on all possible permutations of pseudorandom block keys. 

4.2   Known Plain Text Attack 

In this cryptanalysis the attacker knows or can guess the plaintext for some parts of 
the cipher text. The task is to decrypt the rest of the cipher text blocks using this in-
formation, for example frequency analysis. However the frequency analysis of the 
cipher text (discussed in next section) reveals very feeble information to the hacker to 
crack the cipher text or key.  

4.3   Chosen Plain Text Attack 

Here the attacker is able to have any text encrypted with the unknown key or  
guessing a key. The task in the chosen plaintext attack is to determine the key used for 
encryption.  

This research found that proposed MINNSC stream cipher is highly resistive to the 
cipher text only, known plain text, chosen Plaintext attacks.  

4.4   Differential Cryptanalysis  

Differential cryptanalysis is effective for the attacks on block ciphers.  The design of 
the stream cipher is such that, the difference between two cipher text reveal nothing 
about the secrete key. The MINNSC stream cipher does not offer a proper support for 
initial vectors but allows variable key length. The solution for the above security 
problem can be implemented with choosing several initial vectors with particular 
difference between them. Proper implementation of randomness can deceive the dif-
ferential cryptanalysis. MINNSC stream cipher offers several levels of randomness, 
choosing initialization vector, selecting the random block of key from blocks of  
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non-zero divisors, selecting the variable length of plain text, repeated application of 
the MINNSC and a feed back system.  

4.5   Related Key Cryptanalysis  

It is similar to differential cryptanalysis, but it examines the differences between keys. 
In this attack a relationship is chosen between a pair of keys, but does not know the 
keys themselves. It relies on simple relationship between sub keys in adjacent rounds, 
encryption of plain texts under both the original (unknown) key k, and some derived 
keys K1,K2…..  It is needed to specify how the keys are to be changed; there may be 
flipping of bits in the key without knowing the key.  

There are two classes of related-key attacks [8]. First attack uses related key plain-
text pairs for which most of the encryption function is equivalent. Such relations exist 
when the key schedule is very simple. Second attack is that treat the key relation as 
another freedom level in the examination of statistical properties of the cipher for 
example weak relative round functions. On the other hand, once such a relation can be 
found, it can be used to devise an attack on the cipher.  

MINNSC stream cipher allows generating multiple non related-keys by choosing 
random blocks of non-zero divisors. Hence the key schedule of MINNSC is a strong 
one in turn leading to strong opposition on attacks on encryption functions. 

5   Analysis of MINNSC 

This section gives the analysis of the proposed stream cipher MINNSC. 

5.1   Frequency Analysis of MINNSC 

The Frequency analysis of proposed stream cipher is divided into two parts as ex-
plained below [3].  

5.1.1   Frequency Analysis of Cipher Text 
In this test number of occurrence of each character in cipher text is counted, compared 
and replaced with the equivalent standard relative English alphabet, resulting a rea-
sonable skeleton of the message. A more systematic approach is also followed like, 
certain words known to be in the text or repeating sequence of cipher letters and try to 
deduce their plain text equivalents. The process is repeated to digraphs/ digrams and 
trigraphs/ trigrams. The entire process is repeated with changing the number of char-
acters per blocks of plain text. For the test to be more effective, the plaintext and 
hence the cipher text length is chosen more than 40000 characters.  

From the results it is evident that the frequency analysis of cipher text does not re-
veal much to the hacker as the percentage of match of characters is very low and 
increase in the number of plain text stream characters per block also does not change 
the percentage of match drastically and hence their exists a nonlinearity. 

5.1.2   Relative Frequency Analysis of Cipher Text 
It is another way of revealing the effectiveness of the algorithm. The number of  
occurrences of each character in the text is counted and divided by the number of 
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occurrences of the letter e, the most frequently used letter, to normalize the plot. As 
the result, e has a relative frequency of 1, t of about 0.76 and so on for the plain text. 
The points on the x- axis correspond to the letters in order of decreasing frequency.  
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Fig. 7. Relative frequency analysis of cipher text  

Fig. 7. therefore shows the extent to which the frequency distribution of characters, 
which makes it trivial to solve substitution ciphers, is marked by encryption.  
The cipher text plot for the MINNSC stream cipher is much flatter than that of the 
other cipher algorithms, and hence the cryptanalysis using cipher text only is almost 
impossible. 

5.2   Exhaustive Key Search for MINNSC 

The exhaustive key search is a brute-force search. It is the basic technique of trying 
every possible key in turn until the correct key is identified. The proposed stream 
cipher has possible exhaustive key search attack. Assuming a fast computer applied to 
the problem of solving a cryptogram by this trial-and-error procedure. The computer 
would cycle through the possible permutations of each block 26 invertible elements, 
checking if the result were reasonable.  

Let k be the natural number used for the MINNSC stream cipher and let m be the 
number of non-zero divisors in the group deduced from k. The Euler totient function 
φ (k) = m gives us number of non-zero divisors and the average value of m is given by 
3n/π2 [1]. 

For example for k = 12345677 then there are m = 11919937 possible non-zero divi-
sors, now the keys for stream cipher are the blocks of non-zero divisors that are gen-
erated with each block having 26 elements corresponding to the 26 letters. Then the 
number permutations of blocks of non-zero divisors can be created are kPr ⇒ KP26 = 
9.62 X 10 183 numbers of different methods the pseudorandom blocks and hence the 
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keys for encrypting the plain text can be created. This is an enormous number of  
possibilities.  

Assuming that the computer could check 10,000 million permutations per second 
(100 GHz Speed - which is optimistic since there would be considerable effort to 
determine if the result were reasonable), it would take about – (9.62 X 10183 ) / ( 2 X 
1011) = 4.8 ×10172 seconds  =1.52 × 10165 Years are required to complete the computa-
tion. Hence the exhaustive key search or brute force analysis doesn’t yield anything to 
the hacker. 

6   Conclusion 

The aim of the presented work is to introduce a new stream based on the conventional 
encryption technique substitution cipher. Desired property randomness is imple-
mented at various stages. The ciphers that are generated by the proposed stream ci-
pher method have been analyzed and discussed. All possible attacks on the presented 
algorithm are discussed; it is shown that the algorithm is very simple and easy to 
implement and equally hard to crack. 
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Abstract. Many previous works on remote user authentication schemes are 
related to remote services environment such as online banking and electronic 
commerce. However, these schemes are dependent solely on one parameter, 
namely, user legitimacy in order to fulfill the authentication process. 
Furthermore, most of the schemes rely on prearranged shared secret key or 
server secret key to generate session key in order to secure its communication. 
Consequently, these schemes are vulnerable to malicious software attacks that 
could compromise the integrity of the platform used for the communication. As 
a result, user identity or shared secret key potentially can be exposed due to 
limitation of the scheme in providing trust or evidence of claimed platform 
identity. In this paper, we propose a remote authentication with hardware based 
attestation and secure key exchange protocol to resist malicious software attack. 
In addition, we also propose pseudonym identity enhancement in order to 
improve user identity privacy. 

Keywords: remote user authentication; remote attestation; trusted platform 
module; privacy; pseudonym. 

1   Introduction 

In today’s environment, web services such as online banking and e-commerce have 
become more important as more and more users are depending on these services to 
manage their daily life business. These services normally require user to be 
authenticated in order to gain access to the services. Hence, remote authentication 
becomes an important security measurement to verify legitimacy of the user. In 1981, 
Lamport [1] first introduced verifier-based remote user authentication over insecure 
communication between user and the services. Since then, many remote authentication 
schemes have been proposed to improve the scheme. However, user credential alone is 
not enough to secure the communication between user and the remote services because 
user’s platform used in the communication is always vulnerable to any attacks such as 
malicious software attacks. Furthermore, some of past works on remote authentication 
schemes [10,11,12,13] use prearranged shared secret key or server secret key to 
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generate session key in order to secure communication between client and server. 
Consequently, if the system is compromised, user credential or secret keys can 
potentially be stolen. Therefore, additional security measures such as platform integrity 
verification is needed to detect any illegitimate changes to platform configuration as 
well as providing secure secret key exchange. 

Apart from validating user legitimacy, we certainly need another mechanism to 
check platform integrity, which also becomes an important criterion in authentication 
process especially if we need to detect any changes to platform configuration caused 
by malicious software or malware. For instance, if any of the communicating parties 
has been infected by malicious software, malicious payload integrated in the malware 
normally opens a pathway to create dangerous activities such as stealing user or 
server secret keys from its victim and later takes control of the system without 
owner’s knowledge. Thus, without platform integrity verification, any prearranged 
shared secret keys used or kept by communicated parties are vulnerable to malware 
attacks and potentially exposed if it is not securely protected.  

In order to effectively perform platform integrity checks mentioned above, Trusted 
Platform Module (TPM) [18] based remote attestation has been chosen because of its 
capability to provide attestation based information about the platform and to ensure 
integrity of the platform is not tampered. Furthermore, communication between client 
and server would be more secure if secret key used in the communication is not stored 
anywhere or does not require to be sent across the network. For this reason, we have 
chosen Secure Remote Password (SRP) [2] protocol to fulfill secure secret key 
exchange requirements.  

1.1   Secure Remote Password (SRP) Protocol 

Secure Remote Password (SRP) protocol is password authentication and key 
exchange protocol over an untrusted network and it has been developed based on zero 
knowledge proof and verifier based mechanism [2]. In the event of authentication, 
zero knowledge proof allows one party to prove themselves to another without 
revealing any authentication information such as password. On the other hand, 
verifier based mechanism requires only verifier that has been derived from password 
to be stored in the server side. Thus, this protocol makes sure no sensitive 
authentication information such as password to be sent across the network. 

The SRP protocol as shown in Figure 1 consists of two stages. First stage of the 
protocol is to set up authentication information of the client and store the information 
on the server side. At this stage, client calculates secret information sent by the 
verifier based on client’s password and random salt. Server then stores client’s 
username (i), verifier (v) and random salt (s) for authentication purposes. Second 
stage is the authentication process. Steps of SRP authentication are follows [2]:  

 
1. Client then generates a random number (a) and by using generator (g), client 

calculates public key (A) = ga. Client starts the authentication process by 
sending public key, A with its username (i) to the server.  

2. Server looks up for client’s verifier (v) and salt (s) based on the username (i). 
Server then generates its random number (b) and computes its public key (B) 
using verifier (v) and generator (g) and server sends (s, B) to client. 



 Remote User Authentication Scheme with Hardware-Based Attestation 439 

3. Upon receiving B and s, client calculates private key (x) based on salt (s) and 
its password (p).  

4. Both client and server then compute their own session key (S) with different 
calculation method. Session key (S) calculated by both parties will match 
when password used in the calculation is originally used to generate the 
verifier (v). 

5. Both sides then generate cryptographically strong session key (k) by hashing 
session key (S). 

6. In order for client to prove to the server that it has correct session key, it 
calculates M1 and sends to the server. The server verifies the M1 received 
from client by comparing with its own calculated M1 values. 

7. Server then sends M2 to client as evidence that it has correct session key.  
8. Finally, once client verifies M2 is matches with its own calculated M2 value, 

client is now authenticated and secured communication channel can be 
established. 

 
 

 

Fig. 1. Secure Remote Password authentication protocol 

1.2   TPM Based Remote Attestation 

Remote attestation allows remote host such as server to verify integrity of another 
host’s (client) platform such as its hardware and software configuration over a 
network. Thus, by using this method, remote host will be able to prove and trust that 
client’s platform integrity is unaffected by any malicious software. As mentioned by 
Trusted Computing Group (TCG) [14], an entity is trusted when it always behaves in 
the expected manner for the intended purpose. Therefore, remote attestation is an 
important activity to develop trust relationship between client and server to ensure the 
communication is protected from illegitimate entity. 

In remote attestation, client’s platform integrity is measured in relation to its 
hardware and application information and the integrity measurement values will be 

Client Server

A = ga 
A , i

    lookup (s,v)
    B = 3v + gb

     u = H (A ^ B)
     S = (Avu)b
     k = H(S)

s , B
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  M1 = H (A ^ B ^ k)
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    Verify M1
     M2 = H (A ^ M1 ^ k)M2
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Channel

Verify M2
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stored into a non-volatile memory in TPM. Next, the measurement values are 
integrated as part of integrity report that later will be sent to host system such as 
server to be analyzed and verified, in order to prove to the host system that its 
platform integrity is untouched by any unwanted entity. 

However, TPM hardware itself is a passive chip. Therefore, TPM alone is unable 
to measure the platform and it requires software intervention to activate its 
functionalities. In order to recognize platform as trustworthy platform, platform 
measurement process has to start at boot time of its host. Trusted boot process such as 
TrustedGrub [15] measures platform components such as BIOS, boot loader and 
operating system and extends integrity measurement into 160 bit storage register 
inside TPM called Platform Configuration Register (PCR) [16, 17]. Therefore, this 
hardware based integrity measurements can be amalgamated with other application 
based measurements to produce evidence to other party in attestation process.       

Nevertheless, integrity measurement alone cannot provide the identity of the platform. 
For this reason, each TPM has its unique Endorsement Key (EK) certified by its 
manufacturer which identifies the TPM identity. To overcome privacy concerns if EK is 
used directly in attestation process, Attestation Identity Key (AIK) which is derived from 
the EK is used to sign integrity measurement. Thus, TPM based remote attestation is also 
crucial to establish the truly trusted identity of the platform to other party. 

1.3   Our Contribution 

Trust and privacy are important security elements that must be taken care of when 
dealing with remote services. With this in mind, each parties involve in the 
communication must ensure that they communicate with legitimate and trusted 
entities as well as their identity privacy is protected. Thus, it is crucial to incorporate 
both these elements in authentication scheme related to remote services.  

In this paper, we propose remote user authentication protocol that makes use of 
TPM features to incorporate trust element and protect user’s privacy with pseudonym 
identity. In addition, we also take advantage of SRP key exchange protocol to provide 
strong session key in our protocol communication.  

1.4   Outline 

This paper is organized as follows: Section 2 discusses previous works on 
authentication related to remote services and their issues. Section 3 presents our 
proposed solution, whereas section 4 and 5 analyze security elements on the proposed 
protocol. Finally, section 6 concludes the paper. 

2   Related Works 

Many of past works on remote authentication protocol [10,11,12,13] have been 
proposed to overcome insecure communication between client and server. These 
protocols have solely focused only on user legitimacy and require shared secret key to 
provide secure communication. However, without any protection to endpoint platform 
at both client and server, these protocols are still vulnerable to malicious software 
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attack when they reach the endpoints. Furthermore, user credential and shared secret 
key can be potentially exposed if it is not securely protected at endpoints. 

Zhou et al. [4] took initiative to introduce password-based authenticated key 
exchange and TPM-based attestation in order to have secure communication channels 
and endpoint platform integrity verification, due to the issue of normal SSL/TLS or 
IPSec which do not provide endpoint integrity. They proposed Key Exchange with 
Integrity Attestation (KEIA) protocol which is based on a combination of both 
password-based authenticated key exchange and TPM-based attestation. This protocol 
is the first known effort that combines platform integrity to endpoint identity in order 
to prevent reply attack and collusion attack. KEIA adopts SPEKE [9] as their key 
exchange protocol. However, Hu [10] stated that SPEKE is susceptible to password 
guessing attack when simple password is used. On the other hand, KEIA protocol 
uses prearranged shared secrets as the part of their authentication. 

Ali [6] has proposed remote attestation on top of normal SSL/TLS secure channel. 
His work provides architecture for access control based on the integrity status of the 
web client. Thus, client with compromised integrity will not be able to access services 
on the server. However, this solution relies solely on Secure Socket Layer (SSL) for 
their secure communication. Unfortunately, integrity reporting protocol cannot rely on 
SSL alone as the protocol is vulnerable to main-in-the-middle attack [4, 7]. Cheng et 
al. [7] proposed a security enhancement to the integrity reporting protocol by 
implementing cryptographic technique to protect measurement values. However, their 
solution requires client to generate premaster secret key and client has to carefully 
secure the key to avoid impersonation if the key is stolen [2]. 

3   Proposed Solution 

In this section, we present remote user authentication protocol with both elements of 
trust and privacy. For this purpose we decided to use TPM based remote attestation 
and user identity pseudonymization as trust and privacy implementation method 
respectively. In addition, SRP is adopted in the proposed protocol as the secured key 
are being exchanged between communicating parties. Notations used in proposed 
protocol are describes in Table 1. 

3.1   Protocol Description 

Our proposed protocol as shown in Figure 2 consists of two phases; registration phase and 
verification phase. In registration phase, client sends pseudonym identity, verifier value, 
random salt value and public certificate of its AIK to the server to set up authentication 
information via secure channel. Following are the steps for registration process: 

 
1. Client computes its pseudonym identity (u) by hashing combination of user 

identity and platform PCR values. 
2. In order to compute private key (x), client generates random salt value (s) to 

be combined with client’s password in hash function. 
3. Client calculates its verifier value (v) derived from private key (x) using 

generator (g). 
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4. Client then sends u, v, s and public certificate of its AIK to server. Server 
then stores that information in database for authentication purposes. 

Table 1.  Notation of the proposed protocol. 

Notation Description 
i User identity (user name) 
PCR Selected PCR value 
u Client pseudonym identification 
g A primitive root modulo n (often called a generator). While n is a large 

prime number. 
s A random string used as the user's salt 
Pw The user's password 
x A private key derived from the password and salt 
v Password verifier 
a,b Ephemeral private keys, generated randomly and not publicly revealed, 

1 < a or b < n 
A,B Corresponding public keys 
H(.) One-way hash function 
m ^ n The two quantities (strings) m and n concatenated 
k Session key 
Mc Client evidence 
Ms Server evidence 
SMLc Client’s Store Measurement Log 
SMLs Known good hashes of Store Measurement Log (Server side) 
Sn Signature value signed with AIK private key 
Enck Encryption method with k as key 
Deck Decryption method with k as key 

  

 
In authentication phase, there are two stages of proof evidence that need to be 

fulfilled in order to complete the authentication process. First stage, client and server 
need to proof each other that they are having the same session key (k) without 
revealing any information about the key. This is done based on zero-knowledge proof 
calculation implemented in SRP protocol. Second stage, client needs to provide proof 
to the server that its platform integrity is unaffected by any malicious software. 
Following are steps for authentication process: 

1. Client calculates its pseudonym identity (u) by hashing combination of user 
identity (i) and selected platform PCR values. Client then calculates its 
public key (A) using generator (g) and sends both values (A,u) to server. 

2. Server looks up client’s salt value (s), verifier (v) and public AIK certificate 
from its database based on pseudonym identity (u) given by client. At the 
same time, server calculates its public key (B) using generator (g) and sends 
both values (s, B) to client. Prior to sending the values, server computes its 
session key (k) based on mathematical calculation stated in SRP protocol 
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Fig. 2. Proposed solution registration and authentication scheme 

3. Upon receiving salt (s) and server’s public key (B), client computes its 
session key (k). Client then sends Mc as evidence that it has the correct 
session key. 

4. Once the server verifies Mc is matched with its own calculated Mc, server 
then computes Ms to prove that it also has the correct session key (k). Server 
then sends Ms together with random number (nc) to client. 

5. Client verifies Ms with its own calculated Ms, if the values matched, client 
then invokes TPM functionality by signing its platform measurement values 
stored in PCR with AIK private key. The signature is then encrypted with 
session key (k) together with hashed values of client’s username (i), PCR 
values and stored measurement log (SMLc). Next, the encrypted values (Ek) 
are sent to the server. 

6. Upon receiving Ek from client, server decrypts the Ek using its session key 
(k). Server then verifies signature (Sn) with client’s AIK certificate. Once the 
signature is verified, server computes hashed values of pseudonym id (u) 
with its own stored measurement log (SMLs). Next, server verifies its 
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measurement hashed values with client’s measurement hash values. If the 
verification succeeds, both parties now able to communicate in secured and 
trusted channel.  

4   Security Analysis 

In this section, we analyze security elements on our proposed solution based on 
integrity verification, impersonation attack, stolen verifier attack, insider attack and 
identity protection. 

4.1   Integrity Verification 

One of the important security elements in our proposed solution is trust. In order to 
establish trust, client’s platform integrity needs to be analyzed by remote host. 
Therefore, it is crucial to secure client’s platform integrity measurement from any 
illegitimate parties. Our protocol assures the integrity measurement is transferred 
securely. This is done by encrypting the measurement with session key (k). Thus, in 
order to manipulate the integrity measurement value, attacker would need to capture 
(k), however it is impossible as (k) has never been exchanged between client and 
server. Furthermore, our solution uses TPM as tamper-proof hardware that protects all 
the measurements from being manipulated at client side. 

4.2   Impersonation Attack 

Attacker would not able to impersonate either client or server without knowing 
session key (k) as implementation of SRP protocol requires zero knowledge proof. 
Without session key (k), attacker would not able to compute evidence Mc or Ms, in 
order to prove he or she has the correct session key. Moreover, session key (k) is 
never passed over the network and this will make impersonation attack almost 
impossible.  

4.3   Stolen Verifier Attack 

Normally when password related information such as verifier is stored at the server 
side, it is vulnerable to stolen verifier attack. This attack happens when attacker able 
to gain access to the server and manage to extract verifier information from its 
database. This attack also might lead to impersonation attack when attacker manages 
to manipulate authentication process using the stolen verifier. The strength of our 
protocol is that even though attacker manages to steal the verifier (v), the attacker 
would not able to continue with authentication process without client’s password as it 
requires expensive dictionary search to reveal it [2]. 

4.4   Insider Attack 

Weak client’s password or server secret key stored in server side is vulnerable to any 
insider who has access to the server. Thus, in the event of this information is exposed, 
the insider able to impersonate either party. The strength of our proposed protocol is 
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that it does not store any client’s password or server secret key in the server side. 
Therefore, our scheme can prevent the insider from stealing sensitive authentication 
information. 

4.5   Identity Protection 

Current remote user authentication protocols [4,6,11,7] lack privacy protection as 
most of the protocols have no mechanism to protect that information from being 
linked back to actual user.  Our protocol preserves user identity privacy by replacing 
user identity with pseudonym identity (u) which is a hashed value of user identity and 
selected platform PCR values. Pseudonym identity is important because in the event 
of server’s database has been compromised; user identity privacy is still protected due 
to the fact that attacker cannot manipulate the pseudonym identity or link it back to 
actual user. 

5   Discussion 

In this section, we summarized our protocol and other related schemes based on 
security analysis. Table 2 shows comparison between our scheme and other schemes. 

Table 2. Security analysis summary 

Protocols Security Analysis 
IV IA SV IT IP 

Our scheme √ √ √ √ √ 
Zhou et al. [4] √ √ √ Ø X 
Ali [6] √ √ √ X X 
Cheng et al. [7] √ √ √ X na 
Hu et al. [10] X √ √ √ √ 
Liao et al. [11] X √ √ X X 
Chien et al. [12] X √ √ X √ 
Chai et al. [13] X √ √ X √ 
 
* Notation: 
IV  – Integrity Verification                                                 √ – Satisfied 
IA  – Impersonation Attack                                               X – Not satisfied  
SV – Stolen Verifier Attack                             Ø – Partially satisfied 
IT  – Insider Attack           na – Unrelated 
IP  – Identity Protection 

6   Conclusion 

In this paper, we have shown current remote user authentication schemes require 
some improvement in terms of providing protection from malicious software attack 
and preserving user identity privacy. We propose trusted and secure remote user 
authentication with privacy enhancement to user identity in order to fulfill limitation 
of current schemes. The proposed solution incorporates TPM based attestation and 
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SRP key exchange protocol to provide trusted and secure communication between 
client and server. In addition, the proposed protocol preserves user identity privacy by 
replacing actual user identity with pseudonym identity. We demonstrate security 
analysis on proposed protocol based on a few security criteria which shows that the 
proposed protocol resists any possible threats.  
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Abstract. Efficient camera placement is important in order to make sure the 
cost of a monitoring system is not higher than what it should be. This is also to 
ensure the maintenance of that system will not be complex and take longer 
time. Based on these issues, it has become an important requirement to optimize 
the number of the camera in camera placement system inside particular envi-
ronment. This problem is based on the well-known Art Gallery Problem but 
most of previous works only proposed solution to this problem in 2D. We pro-
pose a method for finding the minimum number of cameras that can observe 
maximum space of 3D environment. In this method we assume that each of the 
cameras has limited field of view of 90o and only to be placed on the wall of 
the environment. Placement in 3D environment uses volume approach that 
takes frustum’s volume and space’s volume to calculate minimum number of 
camera. 

Keywords: placement, optimal camera, sensor placement, visual network. 

1   Introduction 

Camera has been used largely in video surveillance and security system as a tool to 
observe and monitor a specific area and also for crime and hazard prevention. Ineffi-
cient camera placement in a surveillance system is one of the main reasons that in-
creases cost and complexity of maintenance system. Sometimes design of the camera 
placement is not sufficient because fewer cameras are used. In other cases, the num-
ber of cameras used is more than enough. Any one of the situation may lead to main-
tenance problems in the future. By having the best placement for cameras, set-up cost 
is minimised and at the same time the maintenance cost can be reduced. 

This paper deals with the problem of 3D space monitoring which is based on the 
famous ‘Art Gallery Problem’. The goal in the art gallery problem is to find  
the minimum number of guards that can monitor a fixed number of paintings in a 
gallery. The layout of the art gallery is the polygon and the covering points (vertices 
on the polygon) are the guards. In this case the guards can be placed in the interior, on 
walls or on the corner of the gallery. Original art gallery theorem states that at most 
(n/3) guards are required for covering polygons with n edges [1]. Many variations  
of art gallery problem have been studied in previous works that address different 
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specification for the guards and the polygons and also additional constraints (see for 
example [2, 3, 4, 5 and 6]). M. C. Couto et al.[2] focuses on the placement of the 
guards that is restricted to the vertices of the polygon with 360o FOV however C. D. 
Toth [6] addressed art gallery problem with guards of range of vision from 0o to 360o . 
D. Jang et al. [3] and S. K. Gosh [4] proposed algorithms for solving minimum vertex 
and edge guard problem for polygons with or without holes. In [5], the authors intro-
duced a new concept that is the area of the art gallery to be observed is only limited to 
expensive paintings. For our research, the number of cameras is dynamic and the 3D 
space can be with or without holes. 

Finding the optimal camera placement is a difficult problem because of the con-
straints that need to be taken into consideration. These are the complexity of the envi-
ronment, diverse camera properties, and numerous number of performance metrics for 
different applications. Each solution is based on different requirements and con-
straints but has same objective that is to find the minimum number of cameras. We 
proposed a new method for camera placement in 3D environment because until now 
most of the proposed methods are only done in 2D workspace which is not applicable 
to 3D environment. Besides that, previous approaches that similar and relevant to  
this study for 3D environment only focus on specific type of 3D environment [7].  
We also aim to make our method flexible that can be implemented in any real world 
environment.  

The purpose of our research is to find the minimum number of the cameras and the 
positions for the camera within the 3D environment such that the coverage of the 
camera is maximised. Our approach focuses on observing the interior of the 3D envi-
ronment with or without objects. Given a 3D environment and a set of cameras, we 
want to find the placement for the cameras as well as the minimum number of the 
cameras needed for that environment. We intend to make the camera placement sys-
tem relevant for any purpose therefore we try to avoid any constraint other than the 
dimension of the 3D environment, the obstacles inside it and the FOV of the camera. 
Various sizes and positions of the 3D objects (obstacles) are used as the sample for 
testing to find the most accurate approach for the camera placement system.  Industry 
environment such as oil plant or manufacturing factory also is used as the testing 
environment. This is to make sure the system developed is applicable to the real world 
environment. 

The next section for this paper is organised as follows: we discuss related work in 
Section 2 and in Section 3 we present our methodology to solve the camera placement 
problem. Section 4 shows our experimental result and Section 5 has our conclusions 
and future plan. 

2   Related Works 

Most of previous camera placement approaches were proposed based on original Art 
Gallery Problem and implemented in two-dimensional (2D) environment. For 2D 
environment, grid mapping approach has been applied as in [8],[9],[10] and [11] 
where the camera locations are calculated on the coverage map. This coverage map is 
represented by a set of grids in order to convert the problem into the discrete domain 
[8]. In [8], ‘feasible region’ on the grid map is considered as the intersecting area of 
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visibility constraint, resolution constraint and camera FOV. E. Horster et al. [10] 
proposed sampling a space according to various constraints as an alternative of using 
a regular grid. Another method for 2D environment was proposed in [12] which is 
landmark-based approach. The authors modified common sensor coverage approach 
in which case, they changed the concept of sampling a set candidate sensor place-
ments to a set of landmarks that should be observed. In [11], they only concerned 
about space of target locations, camera directions, camera locations and the target 
perimeter.  

Current work focuses on 3D environment and the previous placement system pro-
posed in 2D can be enhanced into 3D as shown in [13] in order to overcome the limi-
tations in 2D. Optimal sensor position in [13] is determined based on the intersecting 
line of active vertexes and surfaces (regions) of the objects inside specific 3D envi-
ronment. Previous work only tested using some simple cases and improvement for 
their work can be done for all type of general cases or environment. E. Becker et al. 
[7] and A. Van et al. [14] also implement their camera placement methods in 3D. In 
[7], given a 3D environment, volume of interest consists of a set of points is calcu-
lated. These points are responsible to vote in the voting scheme method to find out 
which sensors are observing the points at the current time.  

Basically flow of proposed camera placement algorithm that has been applied in 
previous works is similar to [15] and [16]. As shown in previous works, visibility test 
is important in order to see the actual coverage the camera FOV. Both camera specifi-
cation in [15] and [16] has finite FOV but in [16], the authors did not consider depth 
of field of the sensor as one of the constraints. Based on the research done, there are 
three types of camera used in surveillance and monitoring system which are direc-
tional camera, omnidirectional camera and PTZ camera. Previous works that have 
addressed coverage problems for directional sensors are [10], [17] and [18]. J. Gonza-
lez et al. [20] used the combination of directional and omnidirectional cameras to 
solve the optimization problem. They also used grid map, same like in [8]. We ex-
clude the type of camera from our parameter as we only use fixed camera or direc-
tional camera for this research. Triangulation based is also one of the methods for 
camera placement system [21]. This method required measurements from the two or 
more connected sensors to be combined for an estimation of the position. Using the 
combination of two sensors the uncertainty in estimating the position of the target 
placement can be minimised. They also address the occlusion constraint which is not 
calculated in the ‘Art Gallery Problem’.  

E. A. Sultanik et al.[22] introduced a distributed version of a multiagent approxi-
mation algorithm for solving the distributed art gallery and dominating set problem. 
The dominating set problem involves the connectivity problem to find a minimum 
subset of the vertices on a polygon such that every vertex not in the subset has at least 
one member of the subset in its neighbourhood [22]. Another previous work that 
proposed distributed approach or decentralised approach is discussed in [23]. In pre-
vious paper, the number of the guards is fixed and the number of guarded painting is 
maximised instead of finding the minimum number of guards.  

In [4] the authors stated the theorem that for a polygon with holes, the approximate 
solution of minimum vertex guard can be computed using O(n5) and the theorem for 
egde guard is O(n4). D. Jang et al. [3] proposed a restricted version of original art 
gallery problem known as point guard problem [3] and their approach is improved 
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from previous algorithm in [4]. The vertex guard and the edge guard must be visible 
from some edges and vertices in each respective set. The authors present two ap-
proximation algorithms each one for vertex guards problem and edge guards problem 
[3]. Both algorithms show that the optimal solution can be calculated with O(n3) for 
any simple polygon. 

Most of previous papers focus on 2D placement that only deal with width and 
depth of particular space. With limited parameters the results produced from 2D 
placement method are not accurate and applicable to real world. Hence, our study 
focuses on 3D placement that takes the height of the space as one of the main parame-
ters to compute the space’s volume. In this study we use volume approach that makes 
use of camera FOV volume and space’s volume to calculate the minimum number of 
cameras needed to observe particular space. 

3   Methodology 

Our research objective is to find the minimum number of cameras and their placement 
in 3D environment. Specific requirements are gathered in order to achieve the objec-
tive of this study. These requirements are the coverage of the camera, visibility, limi-
tations of the camera specification and the size and dimension of the environment 
layout. The camera specifications used in this research has limited vertical and hori-
zontal viewing angle to follow the specification of some of the cameras used in real 
world. In our approach we use a frustum to represent the camera FOV. Frustum shape 
is selected because it has different angle for horizontal side and vertical side and simi-
lar to real camera FOV as in Fig. 1. 

 

 

Fig. 1. Frustum as the camera FOV 

For this research, we will implement the proposed algorithm inside existing soft-
ware to test it. As stated earlier, in our approach we try to avoid any constraints other 
than the dimension of the environment and 3D objects inside the environment (oc-
cluders) to make sure the placement system is flexible and reliable. It will be more 

Vertical Angle

Horizontal Angle

Length
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useful if the placement system can be used for any type of environment rather than to 
focus on one type of environment. We also consider that our approach to be promis-
ingly applicable to the real world environment. The flow of our approach is shown in 
Fig. 2. 

 

 

Fig. 2. Flowchart of proposed system 

The first step is to remodel the selected real world environment into 3D environ-
ment. To ensure this system is applicable in real world application, all the measure-
ment and the coordinates of the 3D models is based on the exact values (meters). 
Based on the calculated volume of the 3D environment, number of minimum frustum 
is computed as we already know the exact volume for one frustum. Eq. 1 gives the 
calculated volume 

fVolume  =    space’s volume 
                           frustum’s volume   . 

(1) 

Then, frustums will be placed inside the environment to indicate the cameras.  
Because we plan to make the system automated, we take the input of minimum num-
ber of frustums and place the frustums automatically inside the environment. All the 
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frustums must be placed on the wall and facing towards the interior of the environ-
ment. In some cases, not all places inside the 3D space need to be observed and the 
important part that must be observed is considered as the target region. Despite hav-
ing the target region, the placement system of the camera still focuses to maximise the 
space of the coverage. Transparent 3D cube is placed to indicate the target region and 
its size depends on the users input. Based on its size, number of the cameras that 
monitor the target is calculated.  

Frustum works like a light source which means its volume will change if part of it 
is occluded by any of the 3D objects inside the environment. An object inside the 3D 
environment is said to be visible from the source of the frustum if any line joining 
point on the object and the source does not intersects other objects and lies inside the 
frustum. The occluded part can be considered same as the shadowed region which is 
the region that cannot be seen from a camera position. To ensure particular space of 
the 3D environment is covered by at least one frustum, the occluded part need to be 
eliminated. This process is done to show the actual coverage of the frustum. The 
nearest obstacle inside the frustum will be calculated first for the occluded part and 
then that particular part is eliminated before the same process repeats for the next 
obstacles. The process only repeats if the next obstacles are still inside the frustum. 
This step is done to minimise the computational load and time as the part that already 
being eliminated is not included in the next calculation. This will guarantee that the 
system would not be complex and involve difficult computation. 

After the previous process completed, the percentage of the frustums is calculated 
to see whether the coverage is sufficient for that particular environment or not. We set 
80% as the limit for checking the percentage. If the coverage of each frustum is less 
than 80% the system will place additional frustum at particular space. The percentage 
of the coverage is calculated from the volume of the actual frustum coverage after the 
occluded part has been eliminated. As the shape of the final frustum will become 
irregular we use Surveyor’s formula (Eq. 2) to determine the internal area of the ge-
ometry [24]. From the internal area, the volume of each frustum can be computed. 

 
Surveyor’s formula  x xy y  .  

(2) 

4   Result and Discussion 

To check our method to form the actual coverage of the frustum in 3D environment 
we use simple test case with one frustum (45o horizontal angle and 45o vertical angle) 
and one object. A frustum is placed inside 3D environment with a cuboid as shown in 
Fig. 4 and Fig. 5. 2D view of the test case is shown in Fig. 3 which only shows the top 
view of the objects and the frustum is assumed to cover half of the objects. However, 
in Fig. 4 we can clearly see only quarter of the object is covered by the frustum. This  
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is one of the limitations in 2D approach where the actual space that been observed is 
not accurate. 

To calculate the actual coverage of the frustum, our system will check each one of 
the frustum inside the environment and the objects within the frustum coverage. In 2D 
perspective, the occluded part between the frustum and the cuboid can be identified as 
the shadow part. Similar in 3D environment, the occluded part is formed from the 
projection of each vertex on the cuboid onto the plane (front surface) of the frustum. 
The source point to compute the shadow part is the source point of the frustum. 3D 
shadow formed then will be subtracted from the original frustum to produce actual 
coverage as shown in Fig. 6. For this study, the actual coverage of a frustum is com-
puted in order to maximise coverage of the camera. 

 

Fig. 3. 2D Workspace top view with one object within the frustum coverage 

 

 

Fig. 4. Side view of the previous image in 3D 
environment 
 

Fig. 5. Top view in 3D environment 
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Fig. 6. Side view of actual frustum coverage 
 
For another test case without holes (objects) we present experimental results about 

the comparison between previous 2D camera placement [25] and the actual coverage 
in 3D environment. We use same polygon layout in Fig. 7. and remodelled the layout 
into 3D workspace as shown in Fig. 8. Purposely for this test case, the viewing angle 
used for testing are fixed at two values which are 90o for horizontal angle and 60o for 
vertical angle. The length of the frustum will be the distance from the wall to another 
wall or from wall to the target region. We make the position of a camera to be only on 
wall as the camera used is a static directional camera. We chose staircase polygon 
case from [25] because they assumed the camera FOV to be 90o and the camera posi-
tion must be on the vertices of the polygon which is in our case to be on the wall not 
in the interior of the polygon. 

 

 
 

Fig. 7. Polygon layout and guard placement taken from [25] 
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Fig. 8. Remodelled previous figure into 3D 

Table 1 shows the coverage for 2D case while Table 2 shows the coverage for 3D 
case. Coverage for each case is compared in term of volume (m3) to see the differ-
ences between 2D and 3D placement. As in Table 2, the average percentage of the 
coverage is 66.65% which means the coverage is insufficient for that space. 

Table 1.  Result For 2D Placement Coverage 

 Coverage(m3) 

Camera 1 304.3116 

Camera 2 702.144 

Camera 3 296.6558 

Camera 4 139.5633 

Total Coverage 1442.675 

Table 2. Result for 3D Placement Coverage 

 Coverage (m3) Coverage % 

Camera 1 202.79 66.60% 

Camera 2 468.12 66.67% 

Camera 3 197.7753 66.67% 

Camera 4 93.0417 66.67% 

Total Coverage 961.727  
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The actual coverage of the camera placement in 3D space is shown in Fig.9 and the 
blind spot of the camera or the place below the camera FOV is not covered at all. As 
in 2D we cannot see the actual height of the camera FOV because previous work 
assumed the vertical angle of the camera to be 180o. To solve this problem we placed 
another camera facing towards the other camera to cover its blind spot as shown in 
Fig. 10. From this result it is clear that the location of the camera itself should be 
covered by at least one camera to make sure maximum coverage.  

 

Fig. 9. Actual coverage seen from the side view 

 

Fig. 10. Another frustum covers the original frustum 

The main important advantage of our system is that the actual coverage of the 
cameras, the vertical angle of camera FOV and the objects inside it can be measured 
and seen. This is also the main purpose why we implement the camera placement in 
3D. Most of the previous works only implemented in 2D, where they assumed the 
camera has 180o vertical angle. Using our 3D system, vertical angle of the camera can 
be seen and calculated to get the actual coverage of the space. This will optimise  
the placement of the cameras because we can manipulate the whole volume of 3D 
environment. 
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5   Conclusions 

We have developed a brief flow of methodology for camera placement system for 3D 
environment and our method is based on the interaction with 3D models. The inter-
sected part between the coverage of the frustum and occluded part inside that space is 
subtracted from the frustum. From this we are able to see the actual coverage of the 
frustum and maximise the observed space. For future work, we plan to enhance our 
program so that it can handle the automation for camera placement and more complex 
3D environment and several constraints.  
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Abstract. Storing XML documents in a relational database is a promising 
solution because relational databases are mature and scale very well and they 
have the advantages that in a relational database XML data and structured data 
can coexist making it possible to build application that involve both kinds of 
data with little extra effort. In this paper, we propose an algorithm schema 
named XRecursive that translates XML documents to relational database 
according to the proposed storing structure. The steps and algorithm are given 
in details to describe how to use the storing structure to storage and query XML 
documents in relational database. Then we report our experimental results on a 
real database to show the performance of our method in some features. 

Keywords: XML, Relational Database, SQL. 

1   Introduction 

Today’s data exchange between organizations has become challenging because of the 
difference in data format and semantics of the meta-data which used to describe the data. 
Now day’ XML emerged as a major standard for representing data on the World Wide 
Web while the dominant storage mechanism for structured data is the relational databases, 
which has been an efficient tool for storing, searching, retrieving data from different 
collection of data. The ability to map XML data in relational databases is difficult mission 
and challenging in the world of all IT organization so there is a need to develop an 
interfaces and tools for mapping and storing XML data in relational databases. 

The extensible Markup Language (XML) is quickly becoming the de facto 
standard for data exchange over the Internet [10] and now it plays a central role in 
data management, transformation, and exchange. Since its introduction to industry in 
the Late 1990s, XML [1] has achieved widespread support and adoption among all the 
leading software tools, server, and database vendor s. As importantly, XML has 
become the lingua franca for data by lowering the cost of processing, searching, 
exchanging, and re-using information. XML provides a standardized, self-describing 
means for expressing information in a way that is readable by humans and easily 
verified, transformed, and published, the hot topic is to seek the best way for storing 
XML documents in order to get high query processing efficiency[12]. In addition, 
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data can be transmitted to remote services anywhere on the Internet using XML-based 
Web services to take advantage of the new ubiquity of connected software 
applications. The openness of XML [2] allows it to be exchanged between virtually 
any hardware, software, or operating system. Simply put, XML opens the door for 
information interchange without restriction. Today, the dominant storage mechanism 
for structured enterprise data is the relational database, which has proven itself an 
efficient tool for storing, searching for, and retrieving information from massive 
collections of data. Relational databases specialize in relating individual data records 
grouped by type in tables. Developers can join records together as needed using SQL 
(Structured Query Language) and present one or more records to end-users as 
meaningful information. The relational database model revolutionized enterprise data 
storage with its simplicity, efficiency, and cost effectiveness. Relational databases 
have been prevalent in large corporations since the 1980s, and they will likely remain 
the dominant storage mechanism for enterprise data in the foreseeable future. Despite 
these strengths, relational databases lack the flexibility to seamlessly integrate with 
other systems, since this was not historically a requirement of the database model [3]. 
In addition, although relational databases share many similarities, there are enough 
differences between the major commercial implementations to make developing 
applications to integrate multiple products difficult. Among the challenges are 
differences in data types, varying levels of conformance to the SQL standard, 
proprietary extensions to SQL, and so on.For the storage of XML document, the key 
issue is transforming the tree structure of an XML document into tuples in relational 
tables [11].Nowadays, there are more and more data presented as XML document, the 
need of storing them persistently in a database has increased rapidly while the native–
XML databases usually have limited support for relational databases. In recent years, 
with the popularity of relational databases (RDB), approaches based on 
RDB[4,5,6,7,8,9,] to store and manipulate XML data as relational tables but still there 
is need to manage XML data and relational data seamlessly with similar storage and 
retrieval efficiencies simultaneously. XML and Relational databases cannot be kept 
separately because XML is becoming the universal standard data format for the 
representation and exchanging the information whereas most existing data lies in 
RDBMS and their power of data capabilities cannot be degraded so the solution to 
this problem a new efficient  methods for storing XML documents in relational 
database is required.A new efficient method for storing XML document in relational 
database is proposed in this paper to face these problems.  

The rest of the paper is organized as follows. Section 2 briefly discusses existing 
techniques to store and query XML in an RDBMS. The database schema of 
XRecursiveis presented in Section 3 which   briefly describe how an XML document 
is stored in an RDBMS using XRecursive. InSection 4, we present the analysis of the 
experimental results. The last section concludes the paper. 

2   Related Works 

There are basically three alternatives for storing XML data: in semi-structured 
databases [15], in object-oriented databases [13], and in relational systems [21–19, 17, 
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14, 22, 16, and 23]. Among these approaches, the relational storage approach has 
attracted considerable interest with a view to leveraging their powerful and reliable 
data management services. In order to store an XML document in a relational 
database, the tree structure of the XML document must first be mapped into an 
equivalent, flat, and relational schema. XML documents are then shredded and loaded 
into the mapped tables. Finally, at runtime, XML queries are translated into SQL, 
submitted to the RDBMS, and the results are then translated into XML. There is a rich 
literature addressing the issue of managing XML documents in relational back- ends 
[21–19, 17, 14, 22, 16, and 23]. These approaches can be classified into two major 
categories as follows: 

 
1.1 Schema-conscious approach: This method first creates a relational schema based 

on the DTD/schema of the XML documents. First, the cardinality of the 
relationships between the nodes of the XML document is established. Based on 
this information a relational schema is created. The structural information of 
XML data is modeled by using primary-key foreign-key joins in relational 
databases to model the parent–child relationships in the XML tree. Examples of 
such approaches are Shared-Inlining [14], LegoDB [21, 20]. Note that this 
approach depends on the existence of a schema describing the XML data. 
Furthermore, due to the heterogeneity of XML data, in this approach a simple 
XML schema/DTD often produce a relational schema with many tables. 

 
1.2 Schema-oblivious approach: This method maintains a fixed schema which is used 

to store XML documents. The basic idea is to capture the tree structure of an 
XML document. This approach does not require existence of an XML 
schema/DTD. Also, number of tables is fixed in the relational schema and does 
not depend on the structural heterogeneity of XML documents. Some examples 
of schema-oblivious approaches are Edge approach [19], XRel [16], XParent 
[17].Schema-oblivious approaches have obvious advantages such as the ability to 
handle XML schema changes better as there is no need to change the relational 
schema and a uniform query translation approach. Schema-conscious approaches, 
on the other hand, have the advantage of more efficient query processing [18]. 
Also, no special relational schema needs to be designed for schema-conscious 
approaches as it can be generated on the fly based on the DTD of the XML 
document(s). 

3   The Proposed Method 

3.1   XML Document 

The data structure of XML document is hierarchical, consist of nested structures.  The 
elements are strictly marked by the beginning and ending tags, for empty elements by 
empty-elements tags. Character data between tags are the content of the elements. It is 
an instance of XML document contains information about an employee as follows. 
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<? Xml version="1.0" encoding="UTF-8"?> 
<Personnel> 
<Employee type="permanent"> 
<Name>Seagull</Name> 
<Id>3674</Id> 
<Age>34</Age> 
</Employee> 
<Employee type="contract"> 
<Name>Robin</Name> 
<Id>3675</Id> 
<Age>25</Age> 
</Employee> 
<Employee type="permanent"> 
<Name>Crow</Name> 
<Id>3676</Id> 
<Age>28</Age> 
</Employee> 
</Personnel> 

Fig. 1. XML Document 

3.2   The Tree Structure Representation of XML Document 

In this section, the structure independent mapping approach is explained with a 
sample XML document shown in above Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Tree structure of XML document with XRecursive labeling 

3.3   XRecursive Structure  

Each and every XML can be describing as a XML tree. In this figure the squares are 
the elements and the ovals are the attributes of the elements. A generated XML tree 
has been shown in the figure. Every element or attributes are identified by a signature 
(number). 
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Definition 1. XRecursive Structure: XRecursive is a storage structure for storing 
XML documents whereeach path is identified by its parent from the root node in a 
recursive manner.  

3.4   Algorithm  

XML document can be stored in relational database, in this paper, MYSQL by use of 
above two tables. In this paper algorithms are proposed to store XML document into 
relational database as the following: 

 

 
 
Example 1. In this structure when an element or type associates with its signature it 
also represents its parent element. We add document name in association with the id 
to be able to add multiple XML file in the storage. Figure 2 represents the storage of 
the XML file associated with its signature. For every element there will have a 
signature associated with it and there will also have a parent’s signature associated 
with it. In table 1: tagName represents the name of the node; id represents the id of the 
node which is the PK. And finally pId represents the parent id of the node. As 
document name don’t have any parent id so the id of the document name and parent id 
of the document name is same that has been shown in the figure 2. 
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Table 1. Tag_structure 

tagName Id pId 
Personal.xml 1 1 
personal 2 1 
Employee 3 2 
type 4 3 
name 5 3 
id 6 3 
age 7 3 
Employee 8 2 
type 9 8 
name 10 8 
id 11 8 
age 12 8 
Employee 13 2 
type 14 13 
name 15 13 
id 16 13 
age 17 13 

Table 2. Tag_value 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
In table 2, we represent the value associated with the elements or type. In 

XRecursive structure there is no need to store the path value or path structure as it will 
be determine recursively by its parent id. In Table 1: tagName is the name of the tag, 
where Id is the parent key. In Table 2: tagId presents the Table 1 id thus tagIdis the 
foreign key. In Table 2 tagId only represents the elements which contain a value and 
the value represents on the value column. And the type ‘A’ denoted to the attribute 
and ‘E’ denoted to the element. 

tagId Value Type 
4 Permanent A 
5 Seagua11 E 
6 3674 E 
7 34 E 
9 Contract A 
10 Robin E 
11 3675 E 
12 25 E 
14 Permanent A 
15 Crow E 
16 3676 E 
17 28 E 
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4   The Analysis of Experiment 

We ran experiments using our xml document in Fig.1. Our experiment was performed 
on 3.00 GHz Pentium 4 processor with 4GB RAM, 240 GB of hard disk running on 
windows XP system, we used MySQL v5.01 as the database for storing XML 
document  and java language (Version jdk6) for parsing the XML document and then 
save it in MySQL . The experiments are conducted using the XML benchmark. The 
experiment evaluates the efficiency of storing XML document in relational database 
based-on the XRecursive structure. The experiment is made with respect to the 
following four factors: 

 
a. Database Size: 

XRecursive has lesser storage requirement than the SUCXENT, as XRecursive 
only uses two tables to store the XML data whereas SUCXENT uses five tables. 
Comparison can be seen from the fig.3 which shows that by this storage method 
we can reduce not only the size of database requirement of the labeling of node, 
but also the number of tables. 

 

 

Fig. 3. Database Size in MB 

b. Insertion Time 
The Fig. 4 Shows comparison of the document’s insertion time. XRecursive 
method is approximately 1.5 times faster than the SUCXENT method. The reason 
because XRecursive only uses two tables whereas SUCXENT uses five tables 
which requires some more processing time during the filing the contents of tuples 
in each table. 

 
c. Retrieval Time 

The document retrieval time is given in Fig 5. The results are much closed. 
XRecurisve seems to be little faster than SUCXENT. 
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Fig. 4. Insertion Time in Second 

 

Fig. 5. Retrieval Time in Second  

5   Conclusion 

XRecursive, a general storage method for XML document using relational database is 
proposed in this paper. XRecursive adopts the model-mapping method to store XML 
document in relational database, to decompose the tree structure  into nodes and store 
all information of nodes in relational database according to the node types by 
recursive way. It can deal with any documents no matter whether it has fixed schema 
or not. By using this method we can reduce the database size require to store the XML 
document into relational database. The storing algorithm of XML document into 
relational database was also given in the paper, and examined the accuracy of it by 



468 M.A.I. Fakharaldien, J.M. Zain, and N. Sulaiman 

using the XML document in performance section. Utilizing the actual Xml document 
evaluated the performance of storing XML document into relational database by using 
our method.  
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Abstract. Artificial intelligence chatbot is a technology that makes
interaction between men and machines using natural language possi-
ble. From literature of chatbot’s keywords/pattern matching techniques,
some potential issues for enhancement had been discovered. The dis-
covered issues are in the context of relation between previous and next
responses/outputs and also keywords arrangement for matching prece-
dence together with keywords variety for matching flexibility. To en-
counter these issues, two respective algorithms had been proposed. Those
algorithms are Extension and Prerequisite and OMAMC (One-match
and All-match Categories). Implemented in SQL-Based chatbot, both
algorithms are shown to be enhancing the capability of chatbot’s key-
words/pattern matching process by providing an augment ways in stor-
ing the data and performing the process. This paper will present the
significance of results from implementing both proposed algorithms into
SQL-Based chatbot that will result on some enhancements in certain
area of chatbot’s processes.

Keywords: chatbot, keywords/pattern matching, response relation,
keywords category, matching precedence.

1 Introduction

In 1950, mathematician Alan Turing proposed the question ”Can machines
think?” [13]. Since then, a number of attempts to tackle this question had been
emerged in computer science field that later formed the field of Artificial Intel-
ligence. One of many attempts to visualize an intelligence machine is chatbot
or chatter robot. Chatbot is a technology that enabled an interaction between
man and machine using human natural language. First introduced by Weizen-
baum (an MIT professor) in 1966 [15], the chatbot named ELIZA later became
a main inspiration for computer science and linguistic researchers in creating an
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application that can understand and response to human natural language. The
huge breakthrough in chatbot technology came in 1995 when Dr. Richard Wal-
lace, an ex-Professor of Carnegie Mellon University combined his background
in computer science with his interest in internet and natural language process-
ing to create Artificial Linguistic Internet Computer Entity or A.L.I.C.E. [14].
A.L.I.C.E. that later being described as modern ELIZA is a three times winner
of Loebners annual instantiation of Turings Test for machine intelligence [10].

When computer science evolves, so does the chatbot technology. In an as-
pect of managing knowledge-based data (some call it as the chatbots brain), an
evolvement in chatbots architecture can be justified. The first chatbot ELIZA
stored/embedded its data directly into the applications code, while more ad-
vanced A.L.I.C.E. later uses custom design language named Artificial Intelli-
gence Markup Language or AIML (a derivative of Extensible Markup Language
or XML) to manage its knowledge-based data [12],[14]. With more evolve Re-
lational Database Model design together with Database Management System
(DBMS) technology, came more advance chatbots. One of an example is VP-
bot, a SQL-Based chatbot for medical application [7]. Developed by Dr. Weber
from Harvard University, VPbot is a chatbot that takes advantage of Rela-
tional Database Model design to stored, manage and even uses the SQL lan-
guage (database scripting language) to perform the chatbot keywords/pattern
matching process.

2 Proposed Algorithms for Chatbots Issues

2.1 Extension and Prerequisite for Response’s Relation

Extension and Prerequisite are proposed to enable relations between responses
in chatbot technology. Designed by using an approach of Relational Database
Model, Extension and Prerequisite was implemented both in keywords match-
ing and knowledge-based authoring process. Typical chatbots are designed to
response for users input in a one-way input-response paradigm without any pa-
rameter that holds the conversation issue. It was like a search engine where user
typed an input and engine will produce an output based on that input alone.
Later if a new search parameter is being entered, the search process will start
again without any relation/reference to the previous search’s issue. Therefore, in
general chatbot process model (Fig. 1), input 1 will return a response 1, input
2 will return a response 2, and so on until the last input from user, an input n
will return a response n.

Although there is a used of some techniques that will hold the topic of the con-
versation (AIML <topic> or <that> tags [14] and VPbot topic parameter [7]),
those techniques does not exactly hold the conversation issue because the topic
mechanism is a technique that replaces word/phrase with another word/phrase
that had been stored as a constant variable at that particular conversation.
There is also an argument that suggested the irrelevantly of the response given
by AIML chatbot prior to the conversation issue. Jia stated that within two or
more rounds, most users could find that the responses from chatbot are stupid
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Fig. 1. General chatbot process model

and irrelevant with the topic and the context [3]. Shawar and Atwell stated that
there is a logical inconsistencies in chatbot replies given by example that previ-
ous chatbot sentence suggested a non-enthusiasm about sport but later become
enthuses about football [11].

In other words, topic is basically used as a replacement over pronoun with a
constant noun. Example conversation implementing topic mechanism is; I broke
my hand, Did it hurt?, replacement of pronoun it to the constant noun hand.
Whereby, the real matter in holding conversation issue is a hypothetical conver-
sation lines that human draw when they had a conversation with each other.
For example, as human talk about car, What brand is your car? Toyota, How
much is it? A thousand Dollar and later changed to the issue of house within the
same conversation, Do you live in a bungalow? Yes, Where is it located? Near
the beach. From this example, there is a hypothetical line regarding relations
between responses in the issue of car and another line in the issue of house. This
line is basically a connection that had been created in human conversation from
responses that relate to each other. Extension and Prerequisite is attempt to
create this line in a human conversation with chatbot so that in chatbot process
model, it will become as in Fig. 2 where previous response is relate to current
response and so on (P is Prerequisite data and E is Extension data).

Fig. 2. Chatbot process model with response’s relation
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As proposed, tested and implemented by SQL-Based chatbot named ViDi
(acronyms for Virtual Diabetes physician) [5], two components need to be in-
corporated into chatbot architecture in order to actualize Extension and Pre-
requisite algorithm into the matching process. Those components are; 1) unique
ID for every response, 2) Extension and Prerequisite variable attach to every
response that will used to hold the response’s ID/s (Extension to hold next
possible response/s while Prerequisite to hold previous possible response/s). Im-
plementing Extension and Prerequisite, the algorithm steps regarding chatbot
processes of receive input from user, performing keywords matching process and
generate response back to user become as follows (for details on implementation
of Extension and Prerequisite, please refer to [5]):

1. From current response, hold current response’s Extension data (if any).
2. Receive another input from user.
3. Process input (normalization, synonyms replacement and so on).
4. Analyze Extension data gathered from Step 1.
5. Keywords matching regarding Extension ID/s (if Step 1 didn’t hold any ID,

proceed to Step 7).
6. If match, generate response and hold new responses Extension data (if any).

If no match, proceed to Step 7.
7. Run keywords matching process towards the entire keywords database.
8. If match, generate response and hold new response’s Extension data (if any).
9. If no match, generate response for user to enter another input. Hold same

Extension data as in Step 1.

2.2 OMAMC for Matching Precedence and Flexibility

Reviewing ELIZA’s keywords matching technique, an input sentence is analyzed
from left to right. Each word is looked up in a dictionary of keywords for a
match and if word/s is identified as keywords, then decomposition rule will ap-
ply [15] (note that decomposition rule is a method used by ELIZA in the process
of reassembly rule or response generation). For A.L.I.C.E., its knowledge about
English conversation is stored using a mechanism called Graphmaster (written
using AIML). The Graphmaster consists of collection of nodes called Nodemap-
pers. These Nodemappers map the branches from each node. The branches are
either single words or wildcards. A convenient metaphor for AIML patterns is
the file system stored in computers that are organized hierarchically (tree struc-
ture). The file system has a root, such as ”c:/” and the root have some branches
that are files, and some that are folders. The folders, in turn, have branches
that are both folders and files. The leaf nodes of the whole tree structure are
files. Every file has a ”path name” that spells out its exact position within the
tree. The Graphmaster is organized in exactly the same way. AIML that stored
a pattern like ”I LIKE TO *” is metaphorically are ”g:/I/LIKE/TO/star”. All
of the other patterns that begin with ”I” also go into the ”g:/I/” folder. All of
the patterns that begin with ”I LIKE” go in the ”g:/I/LIKE/” subfolder. So it’s
like the folder ”g:/I/LIKE/TO/star” has a single file called ”template.txt” that
contains the template [12],[14].
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From above literature, chatbots keywords/pattern matching techniques can
be divided into two categories. First is rather similar to human brain incremental
parsing technique where an input sentence is being analyzed in a word-by-word
basis from left to right by sequence [8]. Keywords can be one-word keywords or
many-words keywords but each word in many-words keywords must be attached
to one another, forming a long keywords pattern (cannot be separated as e.g. one
word in prefix and one word in suffix separated by several words in the middle).
Second is a direct match process where input sentence is being analyzed for an
appearance of keywords anywhere in the input sentence. Whole input sentence
is being treated as a one variable and available keywords in the database will
scan this variable for match.

The principal difference between first and second technique is first being in-
put centered (words from input sentence is being matched against keywords in
knowledge-based) and second being keywords centered (keywords in knowledge-
based is being matched against an input sentence). Despite the difference, both
categories suggested the same paradigm for matching process in which only one
keywords is needed in order to trigger the respective response. One keywords
in this context means one word, phrase or even sentence for one keywords set
(not a collection of word, phrase or sentence). However, there is an augment re-
garding this matter by VPbot’s keywords architectural design. In VPbot, author
can assign several keywords (maximum of three) in the same keywords set. All
keywords within the same set must be matched in order to trigger the respec-
tive response [7]. Using the second category of keywords matching technique,
all keywords can be located anywhere in the input sentence and as long as the
keywords is in the same set, VPbot will matched it. For the issue of precedence
over which keywords is more accurate, longer keywords appear to have the top
priority justified by long keywords set will only match a very specific phrase,
while short keywords set will match a larger range of possible input queries [7].

One-match and All-match Categories or OMAMC technique comprises of two
components that correlated with each other. The components are; 1) keywords
arrangement (for matching precedence) and 2) keywords variety (for matching
flexibility). Describing the fundamental idea of OMAMC, each response in ViDi’s
knowledge-based is designed to have an infinite number of keywords sets associ-
ated with either One-match or All-match category (note that OMAMC had been
tested and implemented by the same SQL-Based chatbot named ViDi used by
Extension and Prerequisite). Each keywords set in One-match category contains
single keywords that can be in a form of one-word or many-words keywords (a
single word or a phrase) while each keywords set in All-match category con-
tains more than single keywords as in VPbot’s keywords design. The different
is that All-match keywords had no limit over how many keywords can a single
set have (VPbot limitation is three keywords for each set). All-match keywords
can be in a form of combination between a single word and a phrase, producing
either multiple one-words keywords, multiple phrases keywords or combination
of one-word/s and phrase/s keywords in the same single keywords set.
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For both One-match and All-match categories, each keywords set will be
stored as a single variable. Therefore, for All-match category that can have
multiple keywords within the same set, author need to put a symbol of commas
(”,”) to separate each keyword. For matching process, One-match is equalize to
an exact-match process where word/s and its location must be the same as in
the input sentence, while All-match is equalize to a flexible-match where words
location is a flexible factor. Same as VPbot’s keywords matching technique, if
each All-match keywords within the same set is matched, the response will be
triggered. The sequence location of the keywords can be different between the
set and the input sentence. As example, first and second keywords in the set do
not have to be in the same sequence location as in the input sentence (in the
input sentence, the second keywords can come first before the first keywords).

Looking back to the two components of OMAMC (keywords arrangement for
matching precedence and keywords variety for matching flexibility), keywords
arrangement for this technique was designed based on keywords precedence as in
literature, long keywords over short keywords (note that the length of keywords is
defined by a total count of words within each set) and exact-match over flexible-
match (one keywords over generic keywords) that is One-match over All-match.
For keywords variety, OMAMC technique had expanse VPbot’s technique on
generic keywords by making no limitation on the number of keywords that can
be associated with a single set. For details on implementation of OMAMC, please
refer to [6].

3 Significance of Results and Contributions

Significance of results from implementing both proposed algorithms can be pre-
sented using following comparison tables (Table 1 and Table 2). Measurements
are being done in regard to several focus area in which the discovered issues had
been identified. Comparisons are being done towards both A.L.I.C.E.’s AIML
and VPbot algorithms as being the two most referred chatbot in this investiga-
tion. Table 1 will present Extension and Prerequisite enhancement against chat-
bot’s topic mechanism which are AIML <that> tag and VPbot topic parameter,
while Table 2 will present OMAMC enhancement against AIML Graphmaster
and VPbot’s keywords set.

Significant contributions in regard to both proposed algorithms can be de-
rived from presented comparison tables. Extension and Prerequisite algorithm
have enabled the relations between responses in chatbot’s chatting conversation.
The relations created by this algorithm is a specific interaction between responses
that relate to each other in the context of a whole sentence, not as the ”topic”
mechanism (by previous chatbot) that basically replaces word/phrase/sentence
with another word/phrase/sentence that had been stored as a constant variable
at each particular conversation. Although AIML <that> tag also support the
context of a whole sentence, the implementation was rather unproductive con-
sidering the need to repetitively write the same template in every <that> tag
for possible expected patterns.
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Table 1. Extension and Prerequisite against topic mechanism

Extension and
Prerequisite

AIML Topic VPbot Topic

Direct/exact
relation/s between
response/s

Yes No No

Matching
precedence

Extension
response/s, then
Others (whole

keywords database)

<that> tag, then
Others (whole

keywords database)

Whole keywords
database (lack of
true support of

context)

Support for same
keywords
representing
different meaning

Yes

Yes (AIML
complexity, writing
previous utterance

for each pattern is a
tedious activity)

No

Possible link for the
whole conversation

Yes (draw a path)
No (did not draw a

path)
No (did not draw a

path)
Human Working
Memory imitation
(storing previous
utterance)

Yes (can store the
whole utterance)

Yes (can store the
whole utterance)

Not particularly
(cannot store the
whole utterance)

Table 2. OMAMC against AIML Graphmaster and VPbot’s keywords set

OMAMC AIML Graphmaster VPbot Keywords set

Longer keywords
effect on matching
precedence

Yes No Yes

Precedence analysis
while keywords
matching

While matching While matching After matching

Exact-match
precedence priority
against other
matching types

Highest (respective
category)

Highest (same
category)

Highest (same
category)

Benchmark for
stopping matching
process if a match is
found

Different category
and/or lower words

count

No benchmark (stop
instantly)

No benchmark
(matching all)

Generic keywords
support

Yes (unlimited) No
Yes (maximum of

three)

Responses’ relations have opened the possibility for chatbot to have a conver-
sation that focus on one specific issue per time of the conversation. This scenario
will create a more productive process for both chatbot (keywords matching) and
users (input entering). For chatbot, implementing Extension and Prerequisite
will reduce the processing time for keyword matching process. This is because
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algorithm have narrow down the size of keywords to be match from an entire
keywords database, to just a keywords that correlate with the Extension data.
As for users, input entering will become much easier when chatbot is capable of
understanding elliptic syntax as an input. Elliptic input is an essential concern in
chatbot processes because it was a general habit for human in chatting activity
to response in such manner.

This issue is impartially related to a study in human cognitive function that
suggested a Long-Term Working Memory component in human performing cog-
nitive task. The example given is when human reading a sentence in a text, they
must have access to previously mentioned actors and objects and also a con-
textual information (in that particular subject) in order to integrate coherently
with the information presented in the current sentence [2]. This relation also
supported the issue of the needs for direct instructional guidance rather than
minimally-guided or unguided instruction that is less effective and efficient on
human learning process [4]. In the context of chatbot that functions as knowl-
edge representation system, relations between responses can be substantially
used for the guided-chatting activity in which chatbot can keep giving guidance
on how to proceed. This chatting scenario will principally eliminate the idle time
when users did not know what to response and later leaving the chatbot as they
become bored.

In OMAMC implementation, the first issue to be analyzed is precedence. For
AIML with Graphmaster component, precedence for keywords goes by atomic
categories (exact- match), then default categories (pattern with wildcard/s) and
lastly recursive categories (symbolic reduction, synonyms replacement). To be
noted that in AIML, longer keywords will not affect the precedence level. For VP-
bot, all keywords will be matched first before precedence analysis is being done.
VPbot precedence goes by specific instance over generic response (exact-match
over flexible-match), variation with low total weighs over high total weights (sym-
bolic reduction, synonyms replacement) and lastly total string length (longer
string over shorter string). For both techniques, exact-match is considered to be
the highest precedence over all keywords.

In OMAMC, exact-match keywords is treated in a total different category
from generic keywords (flexible-match) with One-match being the exact-match
and All-match being the flexible-match. Being in different category, if algorithm
finds a match in One-match category, then All-match category will not be pro-
cessed. This will eliminate the redundant matching time for less precedence
keywords if more precedence keywords had already been matched. Later if no
match is found within One-match category, algorithm will proceed to generic
keywords match that is an All-match category.

With strong argument by VPbot that longer string length have more prece-
dence over short string length, One-match and All-match keywords had built in
attached variable name ”wordCount” to encounter this issue. In each category
according to precedence (One-match then All-match), wordCount will be among
the first to be analyzed in order to avoid unnecessary matching process. That is
if a match is found, wordCount for that keywords will be saved as a benchmark
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for string length. Therefore, algorithm will not process keywords with less count
of words than already matched keywords, eliminating the need for unnecessary
matching process for keywords that eventually will not be used.

The second issue to be analyzed is matching flexibility that is created by
generic keywords technique. AIML did not have the support for generic keywords
while VPbot had the limit of maximum three keywords for each set (keywords
1, 2 and 3). For All-match category, generic keywords had no limit in quota
(keywords 1 to n). Same rule as VPbot is applied where all keywords within the
same set must be matched in order to trigger the response.

4 Conclusion

In this paper, the significance of results and contributions from two proposed algo-
rithms has been presented. The algorithm named Extension and Prerequisite had
enabled chatbot to have relations between responses that open up a possibility
for chatbot to have a specific issue conversation in a more controlled approach.
This functionality also makes the chatting activity become more productive for
human and chatbot itself prior to the focus issue being the main concern. As a re-
sult, telegraphic/elliptic inputs by users become understandable by chatbot and
processing time regarding finding a keywords becoming much faster.

The second algorithm named OMAMC is proposed to enhance chatbot’s key-
words matching technique in the context of keywords arrangement for matching
precedence and keywords variety for matching flexibility. Other area in which
OMAMC technique can be implemented is in computer hardware processing algo-
rithms that involved in string matching process [9]. In this area, further research
can be done into making the two categories of OMAMC being process in two dif-
ferent string matching algorithms with One-match category being directly match
without preprocessing phase, and All-match category being match with prepro-
cessing phase (because the flexible matching process of generic keywords). Dif-
ferentiating these two processes could result in 1) faster processing time by the
reason that All-match category did not have to be matched if One-match category
already foundamatch and2)maintainingmatching flexibility for generic keywords
category (All-match category) while still concerning the processing time for exact
match keywords category (One-match category). From interconnectivity between
OMAMC and other areas of computing, it can be said that OMAMC technique is
also and could be useful in many areas despite the original design purpose is for the
used of keywords matching process in chatbot technology.
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Abstract. Mining weighted based association rules has received a great atten-
tion and consider as one of the important area in data mining. Most of the items 
in transactional databases are not always carried with the same binary value. 
Some of them might associate with different level of important such as the 
profit margins, weights, etc. However, the study in this area is quite complex 
and thus required an appropriate scheme for rules detection. Therefore, this pa-
per proposes a new measure called Weighted Support Association Rules 
(WSAR*) measure to discover the significant association rules and Weighted 
Least Association Rules (WELAR) framework. Experiment results shows that 
the significant association rules are successfully mined and the unimportant 
rules are easily differentiated. Our algorithm in WELAR framework also out-
performs the benchmarked FP-Growth algorithm. 

Keywords: Weighted, Association rules; Significant; Measure. 

1   Introduction 

Association rules mining is playing an important role in knowledge discovery for 
more than a decade. The main objectives of association rules mining are to search for 
the interesting correlations, associations or casual structures among sets of items in 
the data repositories. It was first initiated by Agrawal et al. [1] and amazingly still 
continuing as one of the active research areas. In association rules, a set of item is 
defined as an itemset. The itemset is said to be frequent, if it occurs more than a pre-
defined minimum support. Besides that, confidence is another alternative measure 
used for association rules. The association rules are said to be strong if they appear 
more than a predefined minimum confidence. Least itemset is a set of item that is 
rarely found in the database but may produce a useful insight for certain domain ap-
plications. The least itemset occurs very rare in the database but surprisingly that they 
might co-occurs in a high proportional with other specific itemset. In fact, this itemset 
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is very important to some applications regardless of its tiny of support value. For 
examples, it can be used in detecting the unexpected parameters in air pollution, net-
work intruders, critical faulty [4], diseases symptoms [2], and many more. However, 
the traditional approachs rooted in the crisp and uniform minimal support are hardly 
in facilitating such uncommon itemsets [3]. By increasing the minimum support, 
many potential itemsets and rules are truncated out during the pruning process. There-
fore, a simple approach is by decreasing the minimum support until the least itemsets 
are found. But, the trade off is it may generates a huge number of both significant and 
unnecessary of itemsets. Furthermore, the low minimum support will also proportion-
ally increase the computational cost and its complexity. This unavoidable drawback is 
also known as the rare item problem [7]. Mining frequent itemsets or association rules 
are considered one of the most famous studies in data mining. Hence, there are quite a 
number in term of efficient methods and techniques have been introduced in the past 
[1, 3, 5, 7-10, 13, 15-17]. Here, all items in transactional database are assumed to 
have an equal weight or also known as binary weight (1 or 0). Indeed, the frequent 
itemset are always relied on two standard measures; support and confidence. How-
ever, this assumption is not always accurate since there are many cases that the items 
hold their own weight. In fact, the weight can be used to represent the important of 
the item in the transactional databases such as the price, profits margin, quantity, etc. 
Theoretically, mining weighted least itemset or association rules is not similar to mine 
binary frequent itemsets. The following scenario elaborates the limitation of mining 
tradition rules. For instance, in market basket analysis the manager wants to find out 
the association rules with the certain predefined conditions such as the item with the 
highest profit margins.  Let assume that the profit of selling the smart phone is more 
than selling the cell phone accessories. Hence, the association between SIM card and 
smart phone is more significant than the association between SIM card and cell phone 
accessories. However, without considering the profit margin for each individual item, 
it is impossible to discover the most significant or interesting rules. Thus, the transac-
tional items should be able to hold their own weight and a special measure should be 
derived or employed to trigger such association rules. On top of that, the performance 
issue is another challenge in mining these rules. Most of the previous studies are still 
incorporated with Apriori-like algorithms. As a result, these types of algorithms are 
suffered from two non-trivial costs [11]; generating of a huge number of candidate 
itemsets and repeatedly scanning the database to find the large itemsets. For k-
itemsets, Apriori will produce up to 2k – 2 candidates in total. As a result, several 
studies have changed the strategy by employing the frequent pattern growth algorithm 
to mine the rules. It outperforms the typical Apriori-like algorithms. However, it may 
not fit into memory if the dataset size is very huge and the minimum support thresh-
old is set to very low. Here, we have summarized three main contributions to solve 
the mentioned above problems. First, the Weighted Support Association Rules 
(WSAR*) measure is proposed to as a new measure for weighted association rules. 
The item support and its weight are utilized in formulating the WSAR*. Second, an 
enhanced version of existing prefix tree and frequent pattern growth algorithm called 
LP-Tree and LP-Growth algorithm is employed [14]. Hash-based approach [15] is 
employed to reduce the complexities and increase the computational performance of 
the algorithm. Third, experiments with benchmarked UCI dataset repositories [20] are 
performed to evaluate the scalability of the framework. 
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The rest of the paper is organized as follows. Section 2 describes the related work. 
Section 3 explains the proposed method. Section 4 discusses the framework compari-
son. This is followed by comparison tests in section 5. Finally, conclusion and future 
direction are reported in section 6. 

2   Related Work 

Up to date, only few efforts have been made to discover the weighted association 
rules as compared to mine the typical binary rules. Three dominant factors of discour-
aging research in this field are computational cost, complexity and appropriate meas-
ures. There are several works have been carried out for the past decades in order to 
discover the significant itemset. Szathmary et al. [18] proposed Apriori-Rare model to 
extract rare itemsets with high confidence and low support from large databases. 
However, the main drawbacks of this model are the restoration of rare itemset is a 
very computational extensive and may generate a huge number of unnecessary rules. 
Cai et al. [12] introduced Weighted Association Rules (WAR) with MINWAL(O) and 
MINWAL(W) algorithms based on the support bounds approach to mine the weighted 
binary ARs. However, these algorithms are quite complicated and very time consum-
ing. Selvi et al. [16] introduced Dynamic Collective Support Apriori (DCS-Apriori) to 
produce an interesting rare association rules by using two auto-counted minimum 
supports. However, the model is not yet tested using the real dataset and still suffers 
from candidate itemset generations. Kiran et al. [5] suggested an Improved Multiple 
Support Apriori Algorithm (IMSApriori) with support of different notion. However, it 
still cannot avoid from facing the problems of rule missing and rule explosion. Zhou 
et al. [6] proposed two approaches to generate the least association rules called Ma-
trix-based Scheme (MBS) and Hash-based scheme (HBS). The main drawbacks of 
MBS and HBS are memory space consumption and expensive cost of collision for 
unlimited items length, respectively.  Koh et al. [7] proposed a novel Apriori-Inverse 
algorithm to mine the least itemset without generating any frequent rules. However, 
the main challenges are it still suffers from too many candidate itemset generations 
and computational times during generating the least association rules. Yun et al. [8] 
introduced a Relative Support Apriori Algorithm (RSAA) toward generating the least 
itemset from database. The main constrain of this algorithm is it increases the compu-
tational cost if the minimum relative support is set close to zero. In addition, determi-
nation of three predefined measurements is also another issue for this algorithm. Liu 
et al. [9] suggested algorithm called Multiple Support Apriori (MSA) to capture the 
least association rules. However, if the predefined MIS, lowest item minimum support 
LS and values are set to very high or very low, this algorithm is still suffered from the 
“rare item problem”. Wang et al. [10] proposed Adaptive Apriori to capture the re-
quired itemset. Several support constraints are used to each itemset. However, this 
algorithm still suffers from necessity of scanning multiple times of database for gen-
erating the required itemset.Tao et al. [11] proposed an algorithm namely Weighted 
Association Rule Mining (WARM) to discover significant weight of itemset. How-
ever, the structure of this algorithm is still resembles the Apriori algorithm and it is 
not suitable for data types without having a preassigned weights. Ding [13] suggested 
a Transactional Co-Occurrence Matrix (TCOM) model to mine the least association 
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rules. TCOM structure utilized the advantage of transactional and item oriented layout 
of the database. Although the theory behind the model is very advance, but implemen-
tation wise is quite costly and impractical. In summary, a main basic concept underly-
ing the proposed approaches [3-10] is still relying on the Apriori-like algorithm. The 
test-and-generate strategy is still the main concerns and open problems. If the varied 
minimum support threshold is set close to zero, these approaches will take similar 
amount of time as taken by Apriori. Most of previous approaches are required to set 
up a minimum support to be very low in order to capture the least items. As a result, 
enormous mixed of rules will be generated. Therefore, any approach to discover 
weighted association rules should try to evade from employing Apriori-like algo-
rithms. However, implementation wise for others than tradition Apriori-like algorithm 
is not straight forward. Currently, FP-Growth [17] is considered as one of the fastest 
approach and benchmarked algorithm for frequent itemset mining. This algorithm can 
break two bottlenecks of Apriori-like algorithms. Yet, this algorithm is not scalable 
enough in mining the significant association rules and due to its limitation of static 
minimum support threshold. 

3   Proposed Method 

Throughout this section the set { }AiiiI ,,, 21= , for 0>A  refers to the set of liter-

als called set of items,  { }AwwwW ,,, 21= , refers to the set of literals called set of 

weights with a non-negative real numbers,  and the set { }
U

tttD ,,, 21= , for 0>U  

refers to the data set of transactions, where each transaction Dt ∈  is a list of distinct 

items { }
M

iiit ,,, 21= , AM ≤≤1  and each transaction can be identified by a dis-

tinct identifier TID. 

3.1   Definition 

Definition 1. (Least Items). An itemset X is called least item if ( ) βα ≤≤ Xsupp , 

where α  and β  is the lowest and highest support, respectively.  

The set of least item will be denoted as Least Items and 
 

( ){ }βα ≤≤⊂= XIX supp|ItemsLeast  

 
Example 2. Let { }6,5,4,3,2,1=I , { }1.0,2.0,4.0,9.0,3.0,1.0=W  and 

{ } { } { } { } { } { }{ }5,4,2,5,3,2,6,1,5,1,5,2,1,4,3,2,1=T . Thus, the Least Items for Interval 

Least Support (ILSupp) [ ]4.0,2.0   will capture only items 3 and 4, i.e., 
 

{ }3,4ItemsLeast =  
 

Definition 3. (Frequent Items). An itemset X is called frequent item if ( ) β>Xsupp , 

where β  is the  highest support.  
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The set of frequent item will be denoted as Frequent Items and 
 

( ){ }β>⊂= XIX supp|ItemsFrequent   
 

Example 4. From transaction T in Example 8, the Frequent Items for 3.0>β , will 

capture items 1, 2 and 3, i.e., 
 

{ }1,2,5ItemsFrequent =  

 
Definition 5. (Merge Least and Frequent Items). An itemset X is called least frequent 
items if ( ) α≥Xsupp , where α  is the lowest support.  

 
The set of merging least and frequent item will be denoted as LeastFrequent Items 
and 

( ){ }α≥⊂= XIX supp|Itemsent LeastFrequ  

LeastFrequent Items will be sorted in descending order and it is denoted as 
 

( ) ( )
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⊂=

≠≤≤≥
=

Itemsent LeastFrequ,,Itemsent LeastFrequ

,,,1,suppupps
Itemsent LeastFrequ desc

ji

jii

xxk

jikjiXXX
 

 
Example 6. From transaction T in Example 8, the Frequent Items for 4.0>β , will 

capture items 1, 2 and 5 i.e., 
 

{ }1,2,3,4,5Itemsent LeastFrequ =  

 
These leastfrequent items are then sorted in descending order. 
 

{ }1,2,5,3,4Itemsent LeastFrequ desc =  

 
Definition 7. (Ordered Items Transaction). An ordered items transaction is a transac-
tion which the items are sorted in descending order of its support and denoted as 

desc
it , where 

0,0,1,entItemsLeastFrequ descdesc >>≤≤= frequent
i

least
iii ttnitt ∩ . 

An ordered items transaction will be used in constructing the proposed model, so-
called LP-Tree. 
 
Definition 8. (Significant Least Data). Significant least data is one which its occur-
rence less than the standard minimum support but appears together in high propor-
tion with the certain data. 
 
Example 9. (In the case of significant and critical least items are not discovered). 
From transaction T in Example 7, based on ILSupp [ ]4.0,2.0  both items 3 and 4 have 
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support of 0.33 which classify as Least Items. Itemset { }2,3  and { }2,4  have supports 

of 0.33, respectively, but in contrast, item 2 has support of 0.67 and classifies as Fre-
quent Item. Therefore, using the existing methods, itemset { }2,3  and { }2,4  are not 

discovered because they do not satisfy the minimum support, β of 0.4.   

 
Definition 10. (Item Weight). A weight of an item is defined as a non negative real 
number and it denoted as 
 

( ){ }10| WeightItem ≤≤⊂= XweightIX  
 
Definition 11. (Itemset Length). A weight of an item is defined as a non negative real 
number and it denoted as 
 

( ){ }10|LengthItemset ≤≤⊂= XweightIX  

 
Definition 12. (Weighted Support Association Rules). A Weighted Support Associa-
tion Rules (WSAR*) is a weight of itemset by formulating the combination of the sup-
port and weight of item, together with the total number of support in either of them.  
 
The value of Weighted Support Association Rules denoted as WSAR* and 
 

( ) ( )( ) ( )( )( )
( ) ( ) ( )( )BAsupp-BsuppAsupp

weight(B)Bsupp weight(A)Asupp
 *WSAR

⇒+
×+×=I  

 
WSAR* value is determined by multiplying the summation of items weight from both 
antecedent and consequence, with the support of the itemset.  
 
Example 13. (Weighted Support Association Rules). From the transaction T in Ex-
ample 10, based on ILSupp [ ]3.0,2.0  and value of Minimum 
WSAR*, 0.7MinWSAR* ≥ , the calculation of WSAR* for itemset { }3,5  and { }3,7  are 
as follows :   

{ }( ) 75.0

6

2

6

2

6

4

9.0
6

2
3.0

6

4

 2,3*WSAR =
⎟
⎠
⎞

⎜
⎝
⎛ −+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛ ×+⎟

⎠
⎞

⎜
⎝
⎛ ×

=  

{ }( ) 49.0

6

2

6

2

6

4

4.0
6

2
3.0

6

4

 2,3*WSAR =
⎟
⎠
⎞

⎜
⎝
⎛ −+

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛ ×+⎟

⎠
⎞

⎜
⎝
⎛ ×

=

 

Therefore, itemset { }3,5  is considered as a significant association rule since its 
WSAR* more than Min-WSAR*. 
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3.2   Algorithm Development  

Determine Interval Least Support. Let I is a non-empty set such that 
{ }niiiI ,,, 21= , and D is a database of transactions where each T is a set of items 

such that IT ⊂ . An itemset is a set of item. A k-itemset is an itemset that contains k 
items. From Definition 3, an itemset is said to be least if it has a support count within 
a range of α  and β , respectively. In brevity, a least item is an itemset that satisfies 
the predefined Interval Least Support (ILSupp). 

Construct LP-Tree. A Least Pattern Tree (LP-Tree) is a compressed representation 
of the least itemset. It is constructed by scanning the dataset of single transaction at a 
time and then mapping onto a new or existing path in the LP-Tree. Items that satisfy 
the ILSupp are only captured and used in constructing the LP-Tree.  

Mining LP-Tree. Once the LP-Tree is fully constructed, the mining process will 
begin using bottom-up strategy. Hybrid ‘Divide and conquer’ method is employed to 
decompose the tasks of mining desired pattern. LP-Tree utilizes the strength of hash-
based method during constructing itemset in descending order. Intersection technique 
from definition 4 is employed to increase the computational performance and reduce 
the complexity.  

Construct Weighted Least Association Rules (WELAR). The rule is classified as 
weighted least association rules (WELAR) if it fulfilled two conditions. First, 
WSAR* of association rule must be greater than predefined minimum WSAR*. Sec-
ond, the antecedent and consequence of association rule must be either Least Items or 
Frequent Items, respectively. The computation of WSAR* of each association rule is 
employed from Definition 12. Figure 1 shows a complete procedure to construct the 
WELAR algorithm. 

 
WELAR Algorithm 

1:  Specify minWSI  

2:  for ( )emWeightedItWIa ∈  do 

3:     for ( )emsFrequentItWIWFI ai ∩∈  do 

4:         for ( )LeastItemsWIWLI ai ∩∈  do 

5:               Compute ( )ii WLIWFIWSI ,  

6:               if ( )( )min, WSIWLIWFIWSI ii >  do 

7:                    Insert ( )ii WLIWFIWELAR ,  

8:              end if 
9:           end for loop 
10:      end for loop 
11:  end for loop 

 
Fig. 1. WELAR Algorithm 

3.3   The Model/Framework 

There are four major components involved in producing the significant weighted least 
association rules (WELAR). All these components are interrelated and the process 
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flow is moving in one-way direction. A complete an overview framework of WELAR 
is shown in Fig. 2. 

Scan Transactional Databases. This is the first stage of the model. The selected 
dataset are read or uploaded. The dataset is in a format of flat-file. Practicality, this 
format takes up much less space than the structure file. In the dataset, each transaction 
(record) is presented in a line and each item is separated by a single space. The main 
sources of dataset are obtained from UCI Machine Learning Repositories and research 
articles.  

Generate Least Patterns. The first process is to convert the transactional data into 
LP-Tree structure by LP-Tree technique. During this process, Interval Threshold 
(Interval Least Support) is provided.  The second process is to mine the least patterns 
from LP-Tree using LP-Growth technique. Any patterns that are failed to fulfil the 
Interval Least Support will be pruned out. 

Assign Weight to Rules. The extracted patterns are then converted into association 
rules and assigned with WSAR* measure. Determination of item weight is based on 
the importance of the item in the transactions. Any rules that less than Minimum 
WSAR* will be excluded. The association rules will be than segregated according to 
predefine Interval Threshold (Interval Weighted Support).  

Significant Weighted Least Association Rules. This is the final stage of the model. 
All association rules are now have their own weight. Ideally, the weight of the rules is 
a combination of classical item or itemset support and their weight (importance). The 
determinations of which rules are really significant or meaningful are then will be 
carried out by the domain expert.  

 

Read Transactional Databases 

Generate Least Patterns 

Assign Weight to Rules 

Significant Weighted Least Association Rules 

LP-Tree 
Technique 

LP-Growth 
Technique

WSAR* 
Measure 

UCI 
Dataset 

Real 
Dataset 

Interval 
Thresholds 

 

Fig. 2. An Overview Framework for WELAR 
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4   Framework Comparison 

In this section, we do comparison tests between FP-Growth and LP-Growth algo-
rithms. The performance analysis is made by comparing the processing time and 
number of iteration required. We used one simple dataset and two benchmarked data-
sets. These experiments have been conducted on Intel® Core™ 2 Quad CPU at 
2.33GHz speed with 4GB main memory, running on Microsoft Windows Vista. All 
algorithms have been developed using C# as a programming language. 

4.1   A Dataset from [19]   

In this section, we do comparative analysis of weighted least rules being generated 
using current weighted association rules, and the proposed measure, Weighted Sup-
port Association Rules (WSAR*). Table 1 shows 10 transactional databases with a 
maximum and minimum size of transaction are 5 and 1, respectively. Table 2 presents 
all items weight and its support. A range of interval supports used in mining least 
association rules for different measures are shown in Table 3. 

Table 1. Transactional Database 

TID       Items 

T1 1 2 3 

T2 2 4 

T3 1 4 

T4 3 

T5 1 2 4 5 

T6 1 2 3 4 5 

T7 2 3 5 

T8 4 5 

T9 1 3 4 

T10 2 3 4 5 

 
Table 2. Items with weight and support 

 
Items Weight Support 

1 0.60 0.50 

2 0.90 0.60 

3 0.30 0.60 

4 0.10 0.70 

5 0.20 0.50 
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Table 3. Comparison of different weighted measures and their thresholds  

 
Measures Description Interval Thresholds 

CAR Classical Association Rules (Agrawal et al., 1993) [1] 10% - 30% 

WAR Weighted Association Rules (Cai et al., 1993) [12] 0.1 – 0.3 

WSSAR 
Weighted Support Significant Association Rules (Tao et al., 1993) 
[11] 

0.1 – 0.3 

WSAR* Weighted Support Association Rules (proposed measure) 0.1 – 0.3 

 
 

Table 4. Comparison of different weighted measures for least association rules 

Rules Support WAR  WSSAR WSAR* 

3 1  -->  5 10% 0.11 0.36 0.35 

4 2  -->  3 20% 0.26 0.43 0.46 

2 3  -->  1 20% 0.36 0.60 0.68 

4 3  -->  1 20% 0.2 0.33 0.34 

4 2  -->  1 20% 0.32 0.53 0.56 

2 1  -->  5 20% 0.34 0.56 0.58 

1  -->  5 20% 0.16 0.40 0.50 

4 1  -->  5 20% 0.11 0.45 0.31 

4 3  -->  5 20% 0.18 0.20 0.21 

4  -->  3 20% 0.12 0.20 0.25 

2  -->  1 20% 0.45 0.75 1.05 

3  -->  1 20% 0.27 0.45 0.60 

3  -->  5 20% 0.15 0.25 0.35 

4 2  -->  5 20% 0.36 0.40 0.47 

2 3  -->  5 20% 0.42 0.47 0.55 

4  -->  2 40% 0.4 0.50 0.68 

2  -->  3 40% 0.48 0.60 0.90 

4  -->  1 40% 0.28 0.35 0.46 

2  -->  5 40% 0.44 0.55 0.91 

4  -->  5 40% 0.12 0.15 0.21 
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Table 5. Comparison of different weighted measures and the occurrence of least association 
rules based on predefined interval thresholds 

 
Measures Total Rules  

CAR 15 

WAR 11 

WSSAR 4 

WSAR* 3 

 
In overall, the total number of least association rules extracted using different 

measures is not similar. As in Tables 4 and 5, the result shows the lowest number of 
least association rules are captured by WSAR* and the highest are produced by CAR. 
From the 20 rules and based on the proposed measure, only 15% rules are classified 
as significant least association rules.  

5   Comparison Tests 

In this section, we do comparison tests between FP-Growth and LP-Growth algo-
rithms. The performance analysis is made by comparing the number of rules extracted 
and the processing time required using variety of measures. The items weights are 
assigned randomly in a range of 0.1 to 1.0.  For rules generation, only binary associa-
tion between antecedent and consequence are taken into account. These experiments 
have been conducted on Intel® Core™ 2 Quad CPU at 2.33GHz speed with 4GB 
main memory, running on Microsoft Windows Vista. All algorithms have been devel-
oped in .NET environment and C# as a programming language. 

5.1   Retail Dataset from [20] 

The first benchmarked dataset is Retails from Frequent Itemset Mining Dataset Re-
pository. This dataset contains the retails market basket data from an anonymous 
Belgian retail store. Table 6 shows the fundamental characteristics of the dataset.  
The mapping between interval support and weighted interval support is presented in 
Table 7.  

The number of significant least association rules being extracted from different 
types of measures with variety of interval thresholds is depicted in Fig. 3. From the 
total 2,404 of rules, WSAR* classified only 13% of them are significant least associa-
tion rules. As compared to the other 3 measures, it is the lowest percentage. There-
fore, our proposed measure can be considered as a good alternative to help in drilling 
down and finally determining the actuality of significance least association rules.  

Fig. 4 shows the actual performance of both algorithms. In average, time taken for 
mining pattern sets for LP-Growth was 1.51 times faster than FP-Growth. Thus, this 
model is more scalable as compared to benchmarked FP-Growth. Generally, the proc-
essing time is decreasing once the MinSupp is increasing. This fact is applicable for 
both FP-Growth and LP-Growth.  
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Table 6. Retails Characteristics 

Data sets Size #Trans #Items Average length 
Retails 4.153 MB 88,136 16,471 10 

 
Table 7. Mapping of interval support and interval weighted supports for Retails dataset 

 
Interval Support 

(CAR) 
Interval Weighted Supports 
(WAR, WSSAR, WSAR*) 

0.01 - 0.10 0.001 - 0.010 

0.11 - 0.50 0.011 - 0.050 

0.51 - 1.00 0.051- 0.100 

1.01 - 1.50 0.101 - 0.150 

1.51 - 2.00 0.151 - 0.200 
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Fig. 3. Total significant least association 
rules generated from Retails dataset using 
different measures 

Fig. 4. Computational performance of mining 
the Retail dataset between FP-Growth and LP-
Growth 

5.2   Mushroom Dataset From [20] 

The second and last benchmarked dataset is Mushroom from Frequent Itemset Mining 
Dataset Repository. It is a dense dataset and consists of 23 species of gilled mush-
room in the Agaricus and Lepiota Family. Table 8 shows the fundamental characteris-
tics of the dataset. The mapping between interval support and weighted interval sup-
port is presented in Table 9. For rules generation, as similar to above experiment, only 
binary association between antecedent and consequence are considered.  

The total number of least association rules extracted using different types of meas-
ures and interval thresholds is presented in Fig. 5. From out of 2,871 of rules, only 
11% of them are categorized by WSAR* as the significant least association rules. As 
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compared to the other 3 measures, this is the lower percentage. Therefore and based 
on the previous experiment as well, our proposed measure is still the best option for 
zooming in details the most significance of the least association rules among them. 

Fig. 6 illustrates the actual performance of both algorithms. In average, time taken 
for mining pattern sets for LP-Growth was 1.48 times faster than FP-Growth. Thus, 
this model is still scalable as compared to benchmarked FP-Growth. As similar to 
previous experiment, the processing time is decreasing once the MinSupp is increas-
ing. In fact, this condition is also applicable for both FP-Growth and LP-Growth.  

 
Table 8. Mushroom Characteristics 
 

Data sets Size #Trans #Items Average length 
Mushroom 0.83MB 8,124 120 23 

 
 

Table 9. Mapping of interval support and interval weighted supports for Mushroom dataset 

 
Interval Support 

(CAR) 
Interval Weighted Supports 
(WAR, WSSAR, WSAR*) 

1 - 5 0.01 - 0.05 

6 - 10 0.06 - 0.10 

11 - 15 0.11- 0.15 

16 - 20 0.16 - 0.20 

21 - 30 0.21 - 0.25 
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Fig. 5. Total significant least association rules 
generated from Mushroom using different 
measures 

Fig. 6. Computational performance of mining 
the Mushroom dataset between FP-Growth 
and LP-Growth 
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6   Conclusion 

Mining the weighted association rules is a very important study since not all items in 
transactional databases are carrying the same binary value. There are many situations 
that the item itself is associated with different levels of importance such as the profit 
margins, special offers, weights, etc. However, the complexity level of this research is 
very high as compared to mine the classical binary frequent rules. Moreover, a special 
measures and scalable framework are also become a crucial to deal with this problem.  
Therefore, in this paper we proposed a new weighted measure called Weighted Sup-
port Association Rules (WSAR*) and a novel Weighted Association Rules (WELAR) 
framework. We compared our proposed WSAR* with Classical Association Rules 
[1], Weighted Association Rules [12] and Weighted Support Significant Association 
Rule [11] in term of number of significant rules being extracted. Two datasets from 
Frequent Itemset Mining Dataset Repository [20] were used in the experiments.  
We do compare our algorithm in WELAR framework with the benchmarked FP-
Growth algorithm. The result shows that our proposed measure and algorithm are  
outperformed the existing benchmarked measures and algorithm. It can discover the 
significant and least association rules from the large databases with an excellent com-
putational performance. 

In the future, we plan to evaluate our proposed solution into several real and 
benchmarked datasets.  
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Abstract. Up to this moment, association rules mining are one of the most im-
portant issues in data mining application. One of the commonly and popular 
techniques used in data mining application is association rules mining. The pur-
pose of this study is to apply an enhanced association rules mining method, so 
called SLP-Growth (Significant Least Pattern Growth) proposed by [9] for cap-
turing interesting rules in student suffering mathematics anxiety dataset. The 
dataset was taken from a survey on exploring mathematics anxiety among engi-
neering students in Universiti Malaysia Pahang (UMP). The results of this re-
search will provide useful information for educators to make a decision on their 
students more accurately, and to adapt their teaching strategies accordingly. It 
also can be helpful to assist students in handling their fear of mathematics and 
useful in increasing the quality of learning. 

Keywords: Least association rules; Efficient; Critical least support, Mathemat-
ics anxiety. 

1   Introduction 

Anxiety is a psychological and physical response to treat a self-concept characterized 
by subjective, consciously perceived feelings of tension [1]. Anxious students have 
experience of cognitive deficits like misapprehension of information or blocking of 
memory and recall.  Anxiety response to mathematics is a significant concern in terms 
of the perception that high anxiety will relate to avoidance of math tasks [2]. Mathe-
matics anxiety is one of the psychological barriers that students encounter when  
they are performing a mathematics task [3]. Many mathematics educators find them-
selves overwhelmed with data, but lack the information they need to make informed 
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decisions. Currently, there is an increasing interest in data mining and educational 
systems, making educational data mining as a new growing research community [4]. 
One of the popular data mining methods is Association Rules Mining (ARM). Asso-
ciation rules mining has been widely studied in knowledge discovery community [5]. 
It aims at discovering the interesting correlations, frequent patterns, associations or 
casual structures among sets of items in the data repositories. The problem of associa-
tion rules mining was first introduced by Agrawal for market-basket analysis [6,7,8]. 
There are two main stages involved before producing the association rules. First, find 
all frequent items from transactional database. Second, generate the common associa-
tion rules from the frequent items. 

Generally, an item is said to be frequent if it appears more than a minimum support 
threshold. These frequent items are then used to produce the ARs. Besides that, confi-
dence is another measure that always used in pair with the minimum support thresh-
old. By definition, least item is an itemset whose rarely found in the database but it 
may produce interesting and useful ARs. These type of rules are very meaningful in 
discovering rarely occurring but significantly important, such as air pollution detec-
tion, critical fault detections, network intrusions, etc. and their possible causes. For 
the past developments, many series of ARs mining algorithms are using the minimum 
supports-confidence framework to avoid the overloaded of ARs. The challenge is, by 
increasing or decreasing the minimum support or confidence values, the interesting 
rules might be missing or untraceable. Since the complexity of study, difficulties in 
algorithms [2] and it may require excessive computational cost, there are very limited 
attentions have been paid to discover the highly correlated least ARs. In term of rela-
tionship, both of frequent and least ARs have a different degree of correlation. Highly 
correlated least ARs are referred to the itemsets that its frequency does not satisfy a 
minimum support but are very highly correlated. ARs are classified as highly corre-
lated if it is positive correlation and in the same time fulfils a minimum degree of  
predefined correlation. Until this moment, statistical correlation technique has been 
successfully applied in the transaction databases [3], which to find relationship among 
pairs of items whether they are highly positive or negative correlated. As a matter of 
fact, it is not absolute true that the frequent items have a positive correlation as com-
pared to the least items. In previous papers, we address the problem of mining least 
ARs with the objectives of discovering significant least ARs but surprisingly highly 
correlated [9,10]. A new algorithm named Significant Least Pattern Growth (SLP-
Growth) to extract these ARs is proposed [9]. The proposed algorithm imposes inter-
val support to extract all least itemsets family first before continuing to construct a 
significant least pattern tree (SLP-Tree). The correlation technique for finding rela-
tionship between itemset is also embedded to this algorithm [9]. In this paper, we ex-
plore SLP-Growth algorithm for capturing interesting rules in student suffering 
mathematics anxiety dataset. The dataset was taken from a survey on exploring 
mathematics anxiety among engineering students in Universiti Malaysia Pahang 
(UMP). The results of this research will provide useful information for educators to 
make a decision on their students more accurately, and to adapt their teaching  
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strategies accordingly. It also can be helpful to assist students in handling their fear of 
mathematics and useful increasing the quality of learning. 

The reminder of this paper is organized as follows. Section 2 describes the related 
work. Section 3 describes the basic concepts and terminology of ARs mining. Section 
4 describes the proposed method, SLP-Growth algorithm. This is followed by 
performance analysis through mathematics anxiety dataset in section 5 and the results 
are presented in Section 6. Finally, conclusions of this work are reported in section 7. 

2   Related Works 

For the past decades, there are several efforts has been made to discover the scalable 
and efficient methods for mining frequent ARs. However, mining least ARs is still 
left behind. As a result, ARs that are rarely found in the database are pruned out by 
the minimum support-confidence threshold. As a matter of fact, the rarely ARs can 
also reveal the useful information for detecting the highly critical and exceptional 
situations. Zhou et al. [12] suggested a method to mine the ARs by considering only 
infrequent itemset. The drawback is, Matrix-based Scheme (MBS) and Hash-based 
scheme (HBS) algorithms are very expensive in term of hash collision. Ding [5] pro-
posed Transactional Co-occurrence Matrix (TCOM for mining association rule among 
rare items. However, the implementation wise is quite complex and costly. Yun et al. 
[11] introduced the Relative Support Apriori Algorithm (RSAA) to generate rare 
itemsets. The challenge is, it takes similar time taken as performed by Apriori if the 
allowable minimum support is set to very low. Koh et al. [14] suggested Apriori-
Inverse algorithm to mine infrequent itemsets without generating any frequent rules. 
However, it suffers from candidate itemset generations and costly in generating the 
rare ARs. Liu et al. [15] proposed Multiple Support Apriori (MSApriori) algorithm to 
extract the rare ARs. In actual implementation, this algorithm is facing the “rare item 
problem”. From the proposed approaches [11,12−15], many of them are using the 
percentage-based approach to improve the performance as faces by the single mini-
mum support based approaches. In term of measurements, Brin et al. [16] introduced 
objective measure called lift and chi-square as correlation measure for ARs. Lift com-
pares the frequency of pattern against a baseline frequency computed under statistical 
independence assumption. Omiecinski [17] proposed two interesting measures based 
on downward closure property called all confidence and bond. Lee et al. [18] sug-
gested two algorithms for mining all confidence and bond correlation patterns by  
extending the pattern-growth methodology Han et al. [19]. In term of mining algo-
rithms, Agrawal et al. [6] proposed the first ARs mining algorithm called Apriori. The 
main bottleneck of Apriori is, it requires multiple scanning of transaction database 
and also generates huge number of candidate itemsets. Han et al. [20] suggested FP-
Growth algorithm which amazingly can break the two limitations as faced by Apriori 
series algorithms. Currently, FP-Growth is one of the fastest approach and most 
benchmarked algorithms for frequent itemsets mining. It is derived based on a prefix 
tree representation of database transactions (called an FP-tree).  
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3   Essential Rudiments 

3.1   Association Rules (ARs) 

ARs were first proposed for market basket analysis to study customer purchasing pat-
terns in retail stores [6]. Recently, ARs has been used in many applications or disci-
plines such as customer relationship management [21], image processing [22], mining 
air pollution data [24]. Typically, association rule mining is the process of discovering 
associations or correlation among itemsets in transaction databases, relational data-
bases and data warehouses. There are two subtasks involved in ARs mining: generate 
frequent itemsets that satisfy the minimum support threshold and generate strong rules 
from the frequent itemsets.  

Throughout this section the set { }AiiiI ,,, 21= , for 0>A  refers to the set of lit-

erals called set of items and the set { }
U

tttD ,,, 21= , for 0>U  refers to the data set 

of transactions, where each transaction Dt ∈  is a list of distinct items 

{ }
M

iiit ,,, 21= , AM ≤≤1  and each transaction can be identified by a distinct 

identifier TID. 
 

Definition 1. A set IX ⊆  is called an itemset. An itemset with k-items is called a k-
itemset. 

 
Definition 2. The support of an itemset IX ⊆ , denoted ( )Xsupp  is defined as a 

number of transactions contain X.  
 

Definition 3. Let IYX ⊆,  be itemset. An association rule between sets X and Y is an 

implication of the form YX ⇒ , where φ=YX ∩ . The sets X and Y are called ante-

cedent and consequent, respectively. 
 

Definition 4. The support for an association rule YX ⇒ , denoted ( )YX ⇒supp , is 

defined as a number of transactions in D contain YX ∪ . 
 

Definition 5. The confidence for an association rule YX ⇒ , denoted ( )YX ⇒conf  

is defined as a ratio of the numbers of transactions in D contain YX ∪  to the number 
of transactions in D contain X. Thus 

 

( ) ( )
( )X

YX
YXconf

psup

psup ⇒=⇒ . 

 
An item is a set of items. A k-itemset is an itemset that contains k items. An itemset is 
said to be frequent if the support count satisfies a minimum support count (minsupp). 
The set of frequent itemsets is denoted as kL . The support of the ARs is the ratio of  
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transaction in D that contain both X and Y (or YX ∪ ). The support is also can be con-
sidered as probability ( )YXP ∪ . The confidence of the ARs is the ratio of transac-

tions in D contains X that also contains Y. The confidence also can be considered as 
conditional probability ( )XYP . ARs that satisfy the minimum support and confidence 

thresholds are said to be strong. 

3.2   Correlation Analysis 

After the introduction of ARs, many researches including Brin et al. [16] had realized 
the limitation of the confidence-support framework. Utilizing this framework alone is 
quite impossible to discover the interesting ARs. Therefore, the correlation measure 
can be used as complimentary measure together with this framework. This leads to 
correlation rules as 

( )corrconf,supp,BA ⇒                                                (1) 

The correlation rule is a measure based on the minimum support, minimum confi-
dence and correlation between itemsets A and B.  There are many correlation meas-
ures applicable for ARs. One of the simplest correlation measures is Lift. The occur-
rence of itemset A is independence of the occurrence of itemset B if 

( ) ( ) ( )BPAPBAP =∪ ; otherwise itemset A and B are dependence and correlated. The 

lift between occurrence of itemset A and B can be defined as: 

( ) ( )
( ) ( )BPAP

BAP
BA

∩=,lift                                                    (2) 

The equation of (4) can be derived to produce the following definition: 
 

( ) ( )
( )BP

ABP
BA

|
,lift =

                                                     
 (3) 

or 

( ) ( )
( )B

BA
BA

supp

conf
,lift

⇒=
                                              

 (4) 

The strength of correlation is measure from the lift value. If ( ) 1,lift =BA  or 

( ) ( )BPABP =|  ( ) ( )( )BPBAP =|or  then B and A are independent and there is no 

correlation between them. If ( ) 1,lift >BA  or ( ) ( )BPABP >|  ( ) ( )( )BPBAP >|or , 

then A and B are positively correlated, meaning the occurrence of one implies the 
occurrence of the other. If ( ) 1,lift <BA  or ( ) ( )BPABP <|  ( ) ( )( )BPBAP <|or , 

then A and B are negatively correlated, meaning the occurrence of one discourage the 
occurrence of the other. Since lift measure is not down-ward closed, it definitely will 
not suffer from the least item problem. Thus, least itemsets with low counts which per 
chance occur a few times (or only once) together can produce enormous lift values. 
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3.3   FP-Growth 

Candidate set generation and tests are two major drawbacks in Apriori-like algo-
rithms. Therefore, to deal with this problem, a new data structure called frequent pat-
tern tree (FP-Tree) was introduced. FP-Growth was then developed based on this data 
structure and currently is a benchmarked and fastest algorithm in mining frequent 
itemset [19]. The advantages of FP-Growth are, it requires two times of scanning the 
transaction database. Firstly, it scans the database to compute a list of frequent items 
sorted by descending order and eliminates rare items. Secondly, it scans to compress 
the database into a FP-Tree structure and mines the FP-Tree recursively to build its 
conditional FP-Tree. 

A simulation data [23] is shown in Table 1. Firstly, the algorithm sorts the items in 
transaction database with infrequent items are removed. Let say a minimum support is 
set to 3, therefore alphabets f, c, a, b, m, p are only kept. The algorithm scans 
the entire transactions start from T1 until T5. In T1, it prunes from {f, a, c, d, 
g, i, m, p} to {f, c, a, m, p, g}. Then, the algorithm compresses this trans-
action into prefix tree which f becomes the root. Each path on the tree represents a set 
of transaction with the same prefix. This process will execute recursively until the end 
of transaction. Once the complete tree has been built, then the next pattern mining can 
be easily performed. 

Table 1. A Simple Data 

TID Items 
T1 a c m f p 
T3 b f h j o 
T4 b c k s p 
T5 a f c e l p m n 

4   The Proposed Method 

4.1   Algorithm Development 

Determine Interval Support for least Itemset 

Let I is a non-empty set such that { }niiiI ,,, 21= , and D is a database of transactions 

where each T is a set of items such that IT ⊂ . An item is a set of items. A k-itemset 
is an itemset that contains k items. An itemset is said to be least if the support count 
satisfies in a range of threshold values called Interval Support (ISupp). The Interval 
Support is a form of ISupp (ISMin, ISMax) where ISMin is a minimum and ISMax is 
a maximum values respectively, such that φ≥ISMin , φ>ISMax  and 

ISMaxISMin ≤ . The set is denoted as kL . Itemsets are said to be significant least if 

they satisfy two conditions. First, support counts for all items in the itemset must  
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greater ISMin. Second, those itemset must consist at least one of the least items. In 
brevity, the significant least itemset is a union between least items and frequent items, 
and the existence of intersection between them. 

Construct Significant Least Pattern Tree 
A Significant Least Pattern Tree (SLP-Tree) is a compressed representation of signifi-
cant least itemsets. This trie data structure is constructed by scanning the dataset of 
single transaction at a time and then mapping onto path in the SLP-Tree. In the SLP-
Tree construction, the algorithm constructs a SLP-Tree from the database. The SLP-
Tree is built only with the items that satisfy the ISupp. In the first step, the algorithm 
scans all transactions to determine a list of least items, LItems and frequent items, 
FItems (least frequent item, LFItems).  In the second step, all transactions are sorted 
in descending order and mapping against the LFItems. It is a must in the transactions 
to consist at least one of the least items. Otherwise, the transactions are disregard. In 
the final step, a transaction is transformed into a new path or mapped into the existing 
path. This final step is continuing until end of the transactions. The problem of exist-
ing FP-Tree are it may not fit into the memory and expensive to build. FP-Tree must 
be built completely from the entire transactions before calculating the support of each 
item. Therefore, SLP-Tree is an alternative and more practical to overcome these limi-
tations. 

Generate Least Pattern Growth (LP-Growth) 
SLP-Growth is an algorithm that generates significant least itemsets from the SLP-
Tree by exploring the tree based on a bottom-up strategy. ‘Divide and conquer’ 
method is used to decompose task into a smaller unit for mining desired patterns in 
conditional databases, which can optimize the searching space. The algorithm will 
extract the prefix path sub-trees ending with any least item. In each of prefix path sub-
tree, the algorithm will recursively execute to extract all frequent itemsets and finally 
built a conditional SLP-Tree. A list of least itemsets is then produced based on the 
suffix sequence and also sequence in which they are found. The pruning processes in 
SLP-Growth are faster than FP-Growth since most of the unwanted patterns are al-
ready cutting-off during constructing the SLP-Tree data structure. The complete SLP-
Growth algorithm is shown in Figure 1.  

4.2   Weight Assignment 

Apply Correlation 
The weighted ARs (ARs value) are derived from the formula (4). This correlation 
formula is also known by lift. The processes of generating weighted ARs are taken 
place after all patterns and ARs are completely produced.  

 
Discovery Highly Correlated Least ARs 
From the list of weighted ARs, the algorithm will begin to scan all of them. However, 
only those weighted ARs with correlation value that more than one are captured and 
considered as highly correlated. For ARs with the correlation less than one will be 
pruned and classified as low correlation. 
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1:   Read dataset, D 
2:   Set Interval Support (ISMin, ISMax) 
3: for items, I in transaction, T do
4:        Determine support count, ItemSupp 
5: end for loop
6:   Sort ItemSupp in descending order, ItemSuppDesc
7: for ItemSuppDesc do
8:        Generate List of frequent items, FItems > ISMax 
9: end for loop
10: for ItemSuppDesc do
11:       Generate List of least items,  ISMin <= LItems < ISMax
12: end for loop
13:  Construct Frequent and Least Items, FLItems = FItems U LItems 
14: for all transactions,T do
15: if (LItems  I in T > 0) then
16: if (Items in T = FLItems) then
17:    Construct items in transaction in descending order, TItemsDesc 
18: end if
19: end if 
20: end for loop
21: for TItemsDesc do
22:       Construct SLP-Tree 
23: end for loop
24: for all prefix SLP-Tree do
25:       Construct Conditional Items, CondItems 
26: end for loop
27: for all CondItems do
28:       Construct Conditional SLP-Tree 
29: end for loop
30: for all Conditional SLP-Tree do
31:       Construct Association Rules, AR 
32: end for loop
33: for all AR do
34:       Calculate Support and Confidence 
35:       Apply Correlation 
36: end for loop

 

Fig. 1. SLP-Growth Algorithm 

5   Scenario on Capturing Rules 

5.1   Dataset 

The dataset was taken from a survey on exploring mathematics anxiety among engi-
neering students in Universiti Malaysia Pahang (UMP) [3]. A total 770 students par-
ticipated in this survey. The respondents were 770 students, consisting of 394 males 
and 376 females. The respondents are undergraduate students from five engineering 
faculties at Universiti Malaysia Pahang, i.e., 216 students from Faculty of Chemical 
and Natural Resources Engineering (FCNRE), 105 students from Faculty of Electrical 
and Electronic Engineering (FEEE), 226 students from Faculty of Mechanical  
Engineering (FME), 178 students from Faculty of Civil Engineering and Earth Re-
sources (FCEER), and 45 students from Faculty of Manufacturing Engineering and 
Technology Management (FMETM).The survey’s finding indicated that mathematics 
anxiety among engineering students are manifested into five dimensions, namely; (a) 
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Feel mathematic is difficult subject, (b) Always fail in mathematic, (c) Always writ-
ing down while mathematic class, (d) Anxious if don’t understand, and (e) Lose inter-
est of mathematic. To this, we have a dataset comprises the number of transactions 
(student) is 770 and the number of items (attributes) is 5 (refers to Table 2).  

Table 2. Mathematics anxiety dataset 

Dataset Size #Transactions # 
Items 

Mathematic anxiety 14KB 770 25 

5.2   Design 

The design for capturing interesting rules on in student suffering mathematics anxiety 
dataset is described in the following figure. 

 

 

 

 
Dataset 

LP-Growth 
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Fig. 2. The Procedure of Mining Critical Least Association Rules 

In order to capture the interesting rules and make a decision, the experiment using 
SLP-Growth method will be conducted on Intel® Core™ 2 Quad CPU at 2.33GHz 
speed with 4GB main memory, running on Microsoft Windows Vista. The algorithm 
has been developed using C# as a programming language. The mathematics anxiety 
dataset used and SLP-Growth produced in this model are in a format of flat file. 
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6   The Results 

We evaluate the proposed algorithm to Mathematics anxiety dataset as in Table 1. To 
this, we have a dataset comprises the number of transactions (student) is 770 and the 
number of items (attributes) is 5. Table 3 displays the mapped of original survey di-
mensions, Likert scale with a new attribute id.  

Table 3. The mapping between survey dimensions of mathematic anxiety, Likert scale and a 
new attribute Id 

Survey Dimensions Likert 
Scale 

Attribute 
Id 

Felt mathematics is difficult 1 – 5 1 
Always fail in mathematics 1 – 5 2 
Always writing down while mathematic class 1 – 5 3 
Anxious if don’t understand 1 – 5 4 
Lose interest of mathematic  1 – 5 5 

 
Item is constructed based on the combination of survey dimension and its likert 

scale. For simplicity, let consider a survey dimension “Felt mathematics is difficult” 
with likert scale “1”. Here, an item “11” will be constructed by means of a combina-
tion of an attribute id (first characters) and its survey dimension (second character). 
Different Interval Supports were employed for this experiment.  

By embedding FP-Growth algorithm, 2,785 ARs are produced. ARs are formed by 
applying the relationship of an item or many items to an item (cardinality: many-to-
one). Fig. 3 depicts the correlation’s classification of interesting ARs. For this dataset, 
the rule is categorized as significant and interesting if it has positive correlation and 
CRS value should be equal or greater than 0.5.  

 

Correlation Analysis of Interesting Association Rules for Student Anxiety 
Dataset
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Classification 2785 1114 0 1671 171

ARs ARs (-ve corr) ARs (no corr) ARs (+ve corr) ARs (significant)

 
 

Fig. 3. Classification of ARs using correlation analysis. Only 3.60% from the total of 1,082 
ARs are classified as interesting ARs. 
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Table 4. Top 20 of highest correlation of interesting association rules sorted in descending 
order of correlation 

No. Association Rules Supp Conf Corr CRS 
1 34 53 23 11 → 41 0.13 100.00 45.29 1.00 
2 34 53 11 → 41 0.13 100.00 45.29 1.00 
3 34 24 51 15 → 41 0.13 100.00 45.29 1.00 
4 34 23 11 → 41 0.13 100.00 45.29 1.00 
5 25 51 15 31 → 41 0.13 100.00 45.29 1.00 
6 25 15 31 → 41 0.13 100.00 45.29 1.00 
7 24 51 15 → 41 0.13 100.00 45.29 1.00 
8 55 21 → 31 0.13 100.00 38.50 1.00 
9 53 43 25 11 → 31 0.13 100.00 38.50 1.00 

10 53 25 11 → 31 0.13 100.00 38.50 1.00 
11 53 15 42 → 31 0.13 100.00 38.50 1.00 
12 53 12 25 → 31 0.26 100.00 38.50 1.00 
13 51 42 21 → 31 0.26 100.00 38.50 1.00 
14 51 42 11 21 → 31 0.13 100.00 38.50 1.00 
15 45 55 21 → 31 0.13 100.00 38.50 1.00 
16 45 15 55 21 → 31 0.13 100.00 38.50 1.00 
17 44 53 12 25 → 31 0.26 100.00 38.50 1.00 
18 44 23 51 11 → 31 0.13 100.00 38.50 1.00 
19 44 23 11 → 31 0.13 100.00 38.50 1.00 
20 43 54 22 15 → 31 0.13 100.00 38.50 1.00 

 
Table 4 shows top 20 interesting ARs with numerous types of measurements. The 

highest correlation value from the selected ARs is 45.29 (No. 1 to 7). From these 
ARs, there are only one dominant of consequence items, item 41 (Anxious if don’t 
understand is 1 or never). In fact, item 11 only appears 2.21% from the entire dataset. 
Besides item 41, others consequent item that occur in to 20 interesting ARs is item 31. 
Item 31 is stand for “Always writing down while mathematic class is 1 or never”. For 
item 31, it occurrences in the dataset is 2.60%. Table 1 also indicates that all interest-
ing ARs have a value of CRS is equal to 1. Therefore, further analysis and study can 
be used to find out others interesting relationships such as academic performance, 
personality, attitude, etc. Fig. 4 illustrates the summarization of correlation analysis 
with different Interval Support. 

Fig 5 presents the minimum and maximum values of each employed measure with 
the confidence value is equal to 100%. The total number of ARs being produced ac-
cording to the range as stated in Fig 5 is shown in Table 5. The result illustrates that 
CRS successfully produced the lowest number of ARs as compared to the others 
measures. The support measure alone is not a suitable measure to be employed to dis-
cover the interesting ARs. Although, correlation measure can be used to capture the 
interesting ARs, it ratio is still 3 times larger than CRS measure. Therefore, CRS is 
proven to be more efficient and outperformed the benchmarked measures for discov-
ering the interesting ARs. 
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Interesting Association Rules (ARs) for Mathematic Anxiety Dataset
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Fig. 4. Correlation analysis of interesting ARs using variety Interval Supports. Generally, total 
numbers of ARs are decreased when the predefined Interval Supports thresholds are increased. 
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Fig. 5. The range of respective measures based on the confidence value is 100% 

Table 5. Summarization of total ARs based on the confidence value is 100% 

 
Measure Min Max Total ARs Ratio 

CRS 1.00 1.00 84 3.80% 
Supp 0.13% 0.52% 1,869 84.45% 
Corr 6.58% 45.29% 260 11.75% 

 



 Mining Interesting Association Rules of Student Suffering Mathematics Anxiety 507 

7   Conclusion 

Mathematics anxiety is one of the psychological barriers that students encounter when 
they are performing a mathematics task [3]. Many mathematics educators find them-
selves overwhelmed with data, but lack the information they need to make informed 
decisions. Currently, there is an increasing interest in data mining and educational 
systems, making educational data mining as a new growing research community [4]. 
One of the popular data mining methods is Association Rules Mining (ARM). In this 
paper, we had successfully applied an enhanced association rules mining method, so 
called SLP-Growth (Significant Least Pattern Growth) proposed by [9] for capturing 
interesting rules in student suffering mathematics anxiety dataset. The dataset was 
taken from a survey on exploring mathematics anxiety among engineering students in 
Universiti Malaysia Pahang (UMP). The dataset was taken from a survey on explor-
ing mathematics anxiety among engineering students in Universiti Malaysia Pahang 
(UMP) [3]. A total 770 students participated in this survey. The respondents were 770 
students, consisting of 394 males and 376 females. The respondents are undergraduate 
students from five engineering faculties at Universiti Malaysia Pahang. It is found that 
SLP_Growth method is suitable to mine the interesting rules which provide faster and 
accurate results. Based on the results, educators can obtain recommendation from the 
rules captured. The results of this research will provide useful information for educa-
tors to make a decision on their students more accurately, and to adapt their teaching 
strategies accordingly. It also can be helpful to assist students in handling their fear of 
mathematics and useful increasing the quality of learning. 
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Abstract. Fuzzy logic has been considered as a strategy to define the values of 
the complex realities that define every aspect of education and to demonstrate 
formalized educational issues. This is because the quality of education has 
awakened the interest of investigators worldwide because they can be the an-
swer of Education problems, and because some countries spend more resources 
in funding education compared to others which leads to higher levels of growth. 
This article proposes a new methodology using fuzzy logic to measure the qual-
ity of education by using quantitative and qualitative values with the hopes to 
develop criteria for the quality of education in a way closer to the realities of 
Latin American countries.  

Keywords: Fuzzy Logic, Education, Economic Growth. 

1   Introduction 

Human capital theory emerges from the contributions of Mincer (1958) [1], Schultz 
(1961)[2] and Becker (1964) [3], they considered education as an investment to be 
made by individuals which allows them the ability to increase their human capital 
endowment. This investment increases their productivity and, in the neoclassical 
framework of competitive markets in which this theory is developed, your future 
income. Thus, establishing a causal relationship between education, productivity and 
income, so that an increase of education produces a higher level of income and greater 
economic growth. 

In 1960 Gary Becker developed the pure model of human capital, its main hy-
pothesis is based on the fact that a education increases so does the productivity of the 
individual who receives it [3]. 

Becker In his study reaches two important conclusions. The first deals with theo-
ries of income distribution, rising yields a simple model that emerges from Human 
capital, this can be described as: 

 

Gi=f (QNi, Ei)                                                                (1) 
 

Where:  G returns, QN innate or natural qualities, E is education or characteristics 
acquired through investment in human capital, i is a person. 
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Becker arrives to an interesting conclusion in this first part of his study and as out-
lined in his article, "Human Capital.” pp.62 and 63, one can assume that there is a 
whip positive correlation between the natural qualities and the level of educational 
investment. 

In the purpose to satisfy all the expectations and needs of a society as a whole in 
terms of education this is linked to a series of qualitative and quantitative variables 
which together gives us an insight as to the differences in quality of Education, by just 
mentioning various aspects we can refer to: the ratio of students per teacher numbers, 
the access that students have to technology and by appropriately spending their 
budget they are able to allocate to the authorities of various countries or the percent-
age of Gross Domestic Product (GDP) spent on education.  

In recent years numerous studies have found that the there is a difficulty in the cri-
teria of variables used to measure elements of education or the factors related to it. 
These variables include; schooling rates, and the average number of years purchased, 
for example, the years that an  person studies,(what is purchased The number of years 
a person studies or  the average number of years a person has to pay for education but 
these variables are imperfect measures of the educational component of human capital 
since they measure the component of quantity, not quality taking a weakening of the 
value between these comparisons[4-6]. 

The quality of education has begun to become a high concern among researchers of 
education because they believe that the expectations and needs of human beings de-
pends on factors like the quality of curricula for which they are prepared, the infra-
structure of the country in education, the academic environment which is developed, 
the faculty and the relationship between teachers and students, among some. Despite 
this being clearly identified it still remains a difficult task to select the most appropri-
ate indicators to determine which of them have a greater impact on the quality of 
education [4]. 

The motivations to incorporate these indicators to improve the quality of education 
imply that the factors vary from year to year. For instance, in Latin American coun-
tries education systems vary widely in terms of the organization of resources, teacher 
preparation, student-teacher ratio in classrooms, access to technology and education 
spending per student among other factors, these have high rates of variability among 
the different countries of Latin America. 

The hegemony of the positivist epistemological paradigm in the social sciences has 
been hindering theoretical constructions that are approximate to reality without reduc-
ing their complexity, dismissed with this-not-scientific phenomena such as subjectiv-
ity, culture, health, social system and education.  

There has recently emerged from different disciplinary fields, a number of theories 
that come close to the social reality and is able to approach it in all its complexity. 
These, have a clear epistemological emphasis. 

One theory of complexity is that of fuzzy sets  as a mathematical formalization of a 
logical model of imprecise, uncertain, fuzzy, and blurry [7]. 
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2   Measurement of Quality 

2.1   How to Measure the Quality of Education 

Several factors have been incorporated to measure aspects involving the quality of 
education, Hanushek and Kim proposed to measure education using skills learned 
from the test or tests used internationally [8], for example, the Program for Interna-
tional Assessment Students of the OECD (PISA acronym in English) or in the case of 
Mexico, National Assessment of Academic Achievement in Schools (LINK), which 
are intended to assess how far students near the end of their compulsory education 
acquired, to some degree, the knowledge and skills necessary for full participation in 
society.  

The results of these tests show a relationship between the quality of education with 
the growth of gross national product (GNP) per capita. This suggests that the quality 
of education is a factor of great importance for the analysis of the relationship be-
tween human capital and economic growth[9-11].  

However these results have not yet reached a consensus on how to measure quali-
tative and quantitative jointly due to the heterogeneity in the capture of such data. 
But, given the difficulty that exists in measuring the quality of education (CE) be-
lieves that the main contribution of this work would build a model to measure the 
quality of education in quantitative and qualitative, eliminating the heterogeneity in 
the ways of measuring this indicator and reach a final consensus on this controversial 
issue.  

2.2   Fuzzy Logic  

The concept of Fuzzy Logic, was conceived by Lotfi Zadeh a professor at the Univer-
sity of California at Berkeley, who disagreed with the classical sets (crisp sets), which 
allows for only two options; membership or not an item to the all presented as a way 
of processing information about allowing partial memberships joint as opposed to the 
classic called Fuzzy Sets [12]. 

Fuzzy logic versus conventional logic can work with information that is not en-
tirely accurate, so that conventional assessments, which propose that an element al-
ways belongs to a certain degree to a set while at the same time never quite belonging 
to it. This allows for there to be established an efficient way to work with uncertain-
ties, and to put knowledge in the form of rules to a quantitative level, feasible to be 
processed by computers. 

If we make a comparison between the classical and fuzzy logic we can say that 
classical logic provides a logical parameters between true or false, that is, using bi-
nary combinations of 0 and 1, 0 if false and 1 if true. Now if we take into account that 
the fuzzy logic which introduces a function that expresses the degree of membership 
of an attribute or variable to a linguistic variable taking the values between 0 and 1, 
this is called fuzzy set and can be expressed mathematically: 
 

                  A = {x / μA(x) ∀ x ∈ X}.                                                   (2) 
 

Linguistic variable - membership function. By measuring the quality of education, 
we can analyze the components that make up the whole and if we analyze depending 
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on how much public expenditure there is on education according to classical logic we 
would be able to know good quality or poor quality regardless of the income distribu-
tion of students or the percentage of the generations that come at a higher level, i e if 
option one then BC = 1 or if the second option MC = 0. 

If we use fuzzy logic it is not necessarily the scanned object that has two states be-
cause there are other states in which we could label it for example: 

Excellent quality VQ = 1, GQ = 0.8 Good quality, medium quality MQ= 0.5, bad 
quality  BQ = 0.1 and too Bad quality  TBQ = 0. 

3   Methodology 

Our methodology is to analyze the indicators used by the United Nations Educational 
Scientific and Cultural Organization (UNESCO) to measure the education of the 
countries that have the following input variables to consider. 

 
a) Education expenditure as a percentage of Gross Domestic Product 

(EXPGDP). This variable represents the percentage of gross domestic 
product that countries devote to education spending 

 
b) Government Public Expenditure on Education (GPEE). This variable 

represents the total government spending for education. 
 

c) Distribution of Public Spending by Level of Government (DPSLG). This 
variable represents the distribution of educational levels (primary, secon-
dary or tertiary) of the total allocation to the education of government ex-
penditure. 

 
d) Pupil- Teacher Ratios (PTR). This variable represents the number of stu-

dents by teachers at different educational levels. 
 

e) Income rate to last grade of primary (TIUGP). Represents the rate of stu-
dents who manage to take the primary level in its entirety.  

 
f) Percentage of students who continue to secondary school (SSPE). This 

variable represents the percent of students who continue their secondary 
studies completed once a primary school. 

 
g) Expenditure per pupil as a percentage of GDP Per Capita (EPP GDP). 

Represents the average expenditure per student relative to per capita gross 
domestic product. 

h) Average per pupil expenditure (APPE). Represents the average expendi-
ture per pupil. 

3.1   Equations  

The relationship between the quality of education and its determinants can be ana-
lyzed by a production function of education as: 
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Q=f (EF, R) + U                                                      (3) 

 
Where Q represents the quality of education, EF represents the economic factors ; R 
resources used in schools and U are unmeasured factors that may affect the quality of 
education. 

The system, which is posed in three blocks is also associated with the process to 
use fuzzy logic techniques. Blocks are broadcast, and desdifusión inference. 

It is important to know the inputs and outputs of the system. The former is formed 
by the variables and are taken into account in the representation intended by the sys-
tem. The output is a particular result. 

The input variables from a selection process that involves knowing the context of 
the problem being addressed. As an illustration, the module dealing with MATLAB 
fuzzy logic, considering the following input and output given the linguistic variables: 
very bad, bad, average, fair, good, very good, the linguistic variables are made to the 
perception of education of a particular country. 

As input, establishing the factors that influence: EXPGDP, GPEE, DPSLG, PTR, 
TIUGP, SSPE, EPPGDP and APPE. 

 

Fig. 1. Membership function 

As output, look for the linguistic value that determines a country's education. The 
functions of each component are: 

 
a) Fuzzification interface; transform variables into fuzzy variables. For this 

interface must be defined ranges of variation of input variables and fuzzy 
sets associated with their membership functions. 

 
b) Knowledge Base; contains the linguistic rules of control and information 

relating to the membership functions of fuzzy sets. 
 

c) Inference engine; makes the task of calculating the output variables from 
input variables, by the rules of fuzzy inference controller and, delivering 
output fuzzy sets. 

 
d) Defuzzification interface; gets a diffuse overall output from the aggrega-

tion of fuzzy outputs and performs the defuzzification. 
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Fig. 2. Fuzzy logic system 

To create the fuzzy inference system that calculates the role of education quality, 
we used the Fuzzy in (Matlab, 2009). Each indicator of education was considered a 
linguistic variable. Each of these is associated with three fuzzy sets with membership 
functions of the variable "real" to the set. Each set was labeled with the linguistic 
labels of "very good", "good", "medium " "bad" and "very bad" to rate the educational 
value of the indicator considered. The degree of membership of an element in a fuzzy 
set is determined by a membership function that can take all real values in the range 
[0.1]. A total of 8 variables defined input and output which corresponds to the quality 
of education that a country has, it also has the same linguistic labels very good, "" 
good "," medium "" bad "and" very bad "to describe education. 

  

 

Fig. 3. Resulted ponderous normalized 
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4   Results 

The use of new tools and methodologies for economic theory gives us as output: each 
level was rated high and low quality of education depending on the limit values 
"good" and "bad" for all indicators, which do not always coincide with the upper and 
lower value ranges, it depends if an indicator that is preferred with low or high. The 
results are shown in Figure 3, where there is the Global Rating education on a value 
of 1 as the most high. You can see that the higher education is the options if the value 
of GPEE and EXPGDP is practically the same, while for the other options are ap-
praised lower values being less important technology. In the case of PTR and EPP 
GDP this show much difference between the cases of low and high quality of educa-
tion, this is because the ranges of values that can have different indicators are great. 

5   Conclusions 

The methodology developed for obtaining a function of the quality of education is easy 
to manage; view and can serve for multiple different sensitivity analysis of changes in 
the values of education indicators. The great advantage of the methodology based on 
fuzzy logic is that you can handle an unlimited number of indicators expressed in any 
unit of measurement. Like any other methodology, it is strongly dependent on the 
accuracy with which the indicators have been calculated or determined. This paper 
shows the potential of fuzzy logic to describe particular systems and public policies to 
determine that the education of a country to be "good "or "bad ".  
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Abstract. This paper presents an alternative feature ranking technique for Tra-
ditional Malay musical instruments sounds dataset using rough-set theory based 
on the maximum degree of dependency of attributes. The modeling process 
comprises seven phases: data acquisition, sound editing, data representation, 
feature extraction, data discretization, data cleansing, and finally feature rank-
ing using the proposed technique. The results show that the selected features 
generated from the proposed technique able to reduce the complexity process.  

Keywords: Rough Set Theory; Dependency of attribute; Feature ranking, Tra-
ditional Malay musical instruments sounds dataset. 

1   Introduction 

With the growing volume of digital audio data and feature schemes, feature ranking 
has become very vital aspect in musical instruments sounds classification problems. 
In general, the purpose of the feature ranking is to alleviate the effect of the ‘curse of 
dimensionality’. While, from the classification point of view, the main idea of feature 
ranking is to construct an efficient and robust classifier. It has been proven in practice 
that the optimal classifier difficult to classify accurately if the poor features are pre-
sented as the input. This is because some of the input features have poor capability to 
split among different classes and some are highly correlated [1]. As a consequence, 
the overall classification performance might decrease with this large number of fea-
tures available. For that, finding only relevant subset of features may significantly 
reduce the complexity process and improve the classification performance by elimi-
nating irrelevant and redundant features.  
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This shows that the problem of feature ranking must be addressed appropriately. For 
that, various feature ranking algorithms in musical instruments sounds classification 
have been proposed by several researchers [1,2,3]. Liu and Wan [1] carried out a study 
on classifying the musical instruments into five families (brass, keyboard, percussion, 
string and woodwind) using NN, k-NN and Gaussian mixture model (GMM). Three 
categories of features schemes which are temporal features, spectral features and coef-
ficient features (with total of 58 features) were exploited. A sequential forward selec-
tion (SFS) is used to choose the best features. The k-NN classifier using 19 features 
achieves the highest accuracy of 93%. In Deng et. al [2], they conducted a study on 
selecting the best features schemes based on their classification performance. The 44 
features from three categories of features schemes which are human perception, cep-
stral features and MPEG-7 were used. To select the best features, three entropy-based 
feature selection techniques which are Information Gain, Gain Ratio and Symmetrical 
Uncertainty were utilized. The performance of the selected features was assessed and 
compared using five classifiers which are k-nearest neighbor (k-NN), naive bayes, sup-
port vector machine (SVM), multilayer perceptron (MLP) and radial basic functions 
(RBF). Deng et al [[2] demonstrated that the Information Gain produce the best classi-
fication accuracy up to 95.5% for the 20 best features with SVM and RBF classifiers. 
Benetos et. al [3] applied subset selection algorithm with branch-bound search strategy 
for feature reduction. A combination of 41 features from general audio data, MFCC 
and MPEG-7 was used. By using the best 6 features, the non-negative matrix factoriza-
tion (NMF) classifier yielded an accuracy rate of 95.2% at best. They found that the 
feature subset selection method adopted in their study able to increase the classification 
accuracy. In overall, all these works demonstrate that the reduced features able to pro-
duce highest classification rate with less computational time. On the other hand, Deng 
et al. [2] claimed that benchmarking is still an open issue in this area of research. This 
shows that the existing feature ranking approaches applied in the various sound files 
may not effectively work to other conditions. Therefore, there were significant needs to 
explore other feature ranking methods with different types of musical instruments 
sounds in order to find the best solution.  

One of the potential techniques for dealing with this problem is based on the rough 
set theory. The theory of rough set proposed by Pawlak in 1980s [4] is a mathematical 
tool for dealing with the vague and uncertain data. Rough sets theory is one of the 
useful tools for feature selection [5,6,7]. Banerjee et al. [5] claimed that the concept 
of core in rough set is relevant in feature selection to identify the essential features 
amongst the non-redundant ones. The attractive characteristics of rough set in tackling 
the problem of imprecision, uncertainty, incomplete, irrelevant or redundancy in the 
large dataset, has magnificently attracted researchers in wide areas of data mining 
domain to utilize rough set for feature selection. However, to date, a study on rough 
sets for feature ranking of musical instruments sounds classification is scarce and still 
needs an intensive research. It is well-known that one of the most crucial aspects of 
musical instruments sounds classification is to find the best features schemes. With 
the special capability of rough set for feature ranking, we are going to apply this tech-
nique in musical instruments sounds classification to overcome this issue. 
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In this paper, an alternative feature selection technique based on rough set theory 
for Traditional Malay musical instruments sounds classification is proposed. This 
technique is developed based on rough set approximation using Maximum Degree of 
dependency of Attributes (MDA) technique proposed by [8]. The idea of this tech-
nique is to choose the most significant features by ranking the relevant features based 
on the highest dependency of attributes on the dataset and then remove the redundant 
features with the similar dependency value. To accomplish this study, the quality of 
the instruments sounds is first examined. Then, the 37 features from two combination 
of features schemes which are perception-based and Mel-Frequency Cepstral Coeffi-
cients (MFCC) are extracted [9]. In order to employ the rough set theory, this original 
dataset (continuous values) is then discritized into categorical values by using equal 
width and equal frequency binning algorithm [10]. Afterwards, data cleansing process 
is done to remove the irrelevant features. Finally, the proposed technique is then 
adopted to rank and select the best feature set from the large number of features avail-
able in the dataset.  

The rest of this paper is organized as follows: Section 2 presents the theory of 
rough set. Section 3 describes the details of the modelling process. A discussion of the 
result is presented in Section 4 followed by the conclusion in Section 5. 

2   Rough Set Theory 

In this Section, the basic concepts of rough set theory in terms of data are presented. 

2.1   Information System  

Data are often presented as a table, columns of which are labeled by attributes, rows 
by objects of interest and entries of the table are attribute values. By an information 
system, a 4-tuple (quadruple) ( )fVAUS ,,,= , where U  is a non-empty finite set of 

objects, A is a non-empty finite set of attributes, ∪ Aa aVV
∈

= , aV  is the domain 

(value set) of attribute a, VAUf →×:  is a total function such that ( ) aVauf ∈, , for 

every ( ) AUau ×∈,  , called information (knowledge) function. In many applications, 

there is an outcome of classification that is known. This a posteriori knowledge is 
expressed by one (or more) distinguished attribute called decision attribute; the proc-
ess is known as supervised learning. An information system of this kind is called a 
decision system. A decision system is an information system of the form 

{ }( )fVdAUD ,,, ∪= , where Ad ∉  is the decision attribute. The elements of A are 

called condition attributes. 

2.2   Indiscernibility Relation 

The notion of indiscernibility relation between two objects can be defined precisely. 
 



 Rough Set Theory for Feature Ranking of Traditional Malay Musical Instruments 519 

Definition 2.1. Let ( )fVAUS ,,,=  be an information system and let B be any subset 

of A. Two elements Uyx ∈,  are said to be B-indiscernible (indiscernible by the set of 

attribute AB ⊆   in S) if and only if ( ) ( )ayfaxf ,, = , for every Ba ∈ . 

 
Obviously, every subset of A induces unique indiscernibility relation. Notice that, an 
indiscernibility relation induced by the set of attribute B, denoted by ( )BIND , is an 

equivalence relation. It is well known that, an equivalence relation induces unique 
partition. The partition of U induced by ( )BIND  in ( )fVAUS ,,,=  denoted by BU /  

and the equivalence class in the partition BU /  containing Ux ∈ , denoted by [ ]Bx .  

Given arbitrary subset UX ⊆ , in general, X as union of some equivalence classes 
in U might be not presented. It means that, it may not be possible to describe X pre-
cisely in AS . X  might be characterized by a pair of its approximations, called lower 
and upper approximations. It is here that the notion of rough set emerges. 

2.3   Set Approximations 

The indiscernibility relation will be used next to define approximations, basic con-
cepts of rough set theory. The notions of lower and upper approximations of a set can 
be defined as follows. 

 
Definition 2.2. Let ( )fVAUS ,,,=  be an information system, let B be any subset of A 

and let X be any subset of U. The B-lower approximation of X, denoted by ( )XB  and 

B-upper approximations of X, denoted by ( )XB , respectively, are defined by 

 
( ) [ ]{ }XxUxXB

B
⊆∈=  and ( ) [ ]{ }φ≠∈= XxUxXB

B
∩ . 

 
The accuracy of approximation (accuracy of roughness) of any subset UX ⊆  with 

respect to AB ⊆ , denoted ( )XBα  is measured by 

 

( ) ( )
( )XB

XB
XB =α , 

 
where X  denotes the cardinality of X. For empty set φ , ( ) 1=φα B  is defined. Obvi-

ously, ( ) 10 ≤≤ XBα . If X is a union of some equivalence classes of U, then 

( ) 1=XBα . Thus, the set X is crisp (precise) with respect to B. And, if X is not a union 

of some equivalence classes of U, then ( ) 1<XBα . Thus, the set X is rough (impre-

cise) with respect to B [11]. This means that the higher of accuracy of approximation 
of any subset UX ⊆  is the more precise (the less imprecise) of itself. 
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Another important issue in database analysis is discovering dependencies between 
attributes. Intuitively, a set of attributes D depends totally on a set of attributes C, 
denoted DC ⇒ , if all values of attributes from D are uniquely determined by values 
of attributes from C. In other words, D depends totally on C, if there a functional de-
pendency between values of D and C. The formal definition of attributes dependency 
is given as follows. 

 
Definition 2.3. Let ( )fVAUS ,,,=  be an information system and let D and C be any 

subsets of A. Attribute D is functionally depends on C , denoted DC ⇒ , if each value 
of D is associated exactly one value of C. 

2.4   Dependency of Attributes 

Since information system is a generalization of a relational database. A generalization 
concept of dependency of attributes, called a partial dependency of attributes is also 
needed. 

 
Definition 2.4. Let ( )fVAUS ,,,=  be an information system and let D and C be any 

subsets of A. The dependency attribute D on C in a degree k ( )10 ≤≤ k , is denoted by 

C k⇒ D, where 

 

( ) ( )
U

XC
DCk DUX∑ ∈== /,γ .                                            (1) 

 
Obviously, 10 ≤≤ k . If all set X are crisp, then 1=k . The expression 

( )∑ ∈ DUX
XC

/
, called a lower approximation of the partition DU /  with respect to C, 

is the set of all elements of U that can be uniquely classified to blocks of the partition 
DU / , by means of C. D is said to be fully depends (in a degree of k) on C if 1=k . 

Otherwise, D is partially depends on C. Thus, D fully (partially) depends on C, if all 
(some) elements of the universe U can be uniquely classified to equivalence classes of 
the partition DU / , employing C.  

2.3   Reducts and Core 

A reduct is a minimal set of attributes that preserve the indiscernibility relation. A 
core is the common parts of all reducts. In order to express the above idea more pre-
cisely, some preliminaries definitions are needed.  

 
Definition 2.5. Let ( )fVAUS ,,,=  be an information system and let B be any subsets 

of A and let a belongs to B. It say that a is dispensable (superfluous) in B if 
{ }( ) BUbBU // =− , otherwise a is indispensable in B.  
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To further simplification of an information system, some dispendable attributes from 
the system can be eliminated in such a way that the objects in the table are still able to 
be discerned as the original one. 

 
Definition 2.6. Let ( )fVAUS ,,,=  be an information system and let B be any subsets 

of A.  B is called independent (orthogonal) set if all its attributes are indispensable. 
 

Definition 2.7. Let ( )fVAUS ,,,=  be an information system and let B be any subsets 

of A. A subset *B  of B is a reduct of B if *B  is independent and BUBU /*/ = .  
 

Thus a reduct is a set of attributes that preserves partition. It means that a reduct is the 
minimal subset of attributes that enables the same classification of elements of the 
universe as the whole set of attributes. In other words, attributes that do not belong to 
a reduct are superfluous with regard to classification of elements of the universe. 
While computing equivalence classes is straighforward, but the problem of finding 
minimal reducts in information systems is NP-hard. Reducts have several important 
properties. One of them is a core. 

 
Definition 2.8. Let ( )fVAUS ,,,=  be an information system and let B be any subsets 

of A. The intersection off all reducts of is called the core of B, i.e., 
 

( ) ( )∩ BB RedCore = , 

 
Thus, the core of B is the set off all indispensable attributes of B. Because the core is 
the intersection of all reducts, it is included in every reduct, i.e., each element of the 
core belongs to some reduct. Thus, in a sense, the core is the most important subset of 
attributes, for none of its elements can be removed without affecting the classification 
power of attributes. 

3   The Modeling Process  

In this section, the modelling process of this study is presented. There are seven main 
phases which are data acquisition, sound editing, data representation, feature extrac-
tion, data discretization, data cleansing and feature ranking using proposed technique 
known as ‘Feature Selection using Dependency Attribute’ (FSDA). Figure 1 illus-
trates the phases of this process. To conduct this study, the proposed model is imple-
mented in MATLAB version 7.6.0.324 (R2008a). It is executed on a processor Intel 
Core 2 Duo CPUs. The total main memory is 2 gigabytes and the operating system is 
Windows Vista. The details of the modelling process as follows: 

3.1   Data Acquisition, Sound Editing, Data Representation and Feature 
Extraction 

The 150 sounds samples of Traditional Malay musical instruments were downloaded from 
personal [15] and Warisan Budaya Malaysia web page [16]. The dataset comprises four 
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different families which are membranophones, idiophones, aerophones and chordophones. 
This original dataset is non-benchmarking (real work) data. The number of the original 
sounds per family is imbalance which also differs in term of the lengthwise. It is well-
known that the quality of the data is one of the factors that might affect the overall classifi-
cation task. To this, the dataset is firstly edited and trimmed. Afterwards, two categories of 
features schemes which are perception-based and MFCC features were extracted. All 37 
extracted features from these two categories are shown in Table 1. The first 1-11 features 
represent the perception-based features and 12-37 are MFCC’s features. The mean and 
standard deviation were then calculated for each of these features. In order to avoid biased 
classification, the dataset are then eliminated to uniform size. The details of these phases 
can be found in [17]. 

 

 

Fig. 1. The modelling process for feature ranking of the Traditional Malay musical instruments 
sounds classification 

Table 1. Features Descriptions 

Number Description 
1 Zero Crossing 

2-3 Mean and Standard Deviation of Zero Crossings Rate 
4-5 Mean and Standard Deviation of Root-Mean-Square 
6-7 Mean and Standard Deviation of Spectral Centroid 
8-9 Mean and Standard Deviation of Bandwidth 

10-11 Mean and Standard Deviation of Flux 
12-37 Mean and Standard Deviation of the First 13 MFCCs 
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3.2   Data Discretization 

The features (attributes) extracted in the dataset are in the form of continuous value 
with non-categorical features (attributes). In order to employ the rough set approach 
in the proposed technique, it is essential to transform the dataset into categorical ones. 
For that, the discretization technique known as the equal width binning in [10] is ap-
plied. In this study, this unsupervised method is modified to be suited in the classifi-
cation problem. The algorithm first sort the continuous valued attribute, then the 
minimum minx  and the maximum maxx  of that attribute is determined. The interval 

width, w, is then calculated by: 
 

*

minmax

k

xx
w

−
= , 

 

where, *k  is a user-specified parameter for the number of intervals to discretize of 
each target class. The interval boundaries are specified as iwx +min , where 

1,,2,1 −= ki . Afterwards, the equal frequency binning method is used to divide the 
sorted continuous values into k interval where each interval contains approximately 

kn /  data instances with adjacent values of each class. In this study, the difference of 
k value (from 2 to 10) is examined. The purpose is to identify the best k value which 
able to produce highest classification rate. For that, rough set classifier is used. 

3.3   Data Cleansing Using Rough Set 

As mentioned in Section 1, the dataset used in this study are raw data obtained from 
multiple resources (non-benchmarking data). In sound editing and data representation 
phases, the reliability of the dataset used have been assessed. However, the dataset 
may contain irrelevant features. Generally, the irrelevant features present in the data-
set are features that having no impact on processing performance. However, the exis-
tence of these features in the dataset might increase the response time. For that, in this 
phase, the data cleansing process based on rough sets approach explained in sub-
section 2.5 is performed to eliminate the irrelevant features from the dataset.  

3.4   The Proposed Technique 

In this phase, the construction of the feature ranking technique using rough set ap-
proximation in an information system based on dependency of attributes is presented. 
The idea of this technique is derived from [8]. The relation between the properties of 
roughness of a subset UX ⊆  with the dependency between two attributes is firstly 
presented as in Proposition 3.1. 

 
Proposition 3.1. Let ( )fVAUS ,,,=  be an information system and let D and C be 

any subsets of A. If D depends totally on C, then 
 

( ) ( )XX CD αα ≤ , 
 

for every .UX ⊆  



524 N. Senan et al. 

Proof. Let D and C be any subsets of A in information system ( )fVAUS ,,,= . From 

the hypothesis, the inclusion ( ) ( )DINDCIND ⊆  holds. Furthermore, the partition 

CU /  is finer than that DU / , thus, it is clear that any equivalence class induced by 
( )DIND  is a union of some equivalence class induced by ( )CIND . Therefore, for 

every UXx ⊆∈ , the property of equivalence classes is given by 
 

[ ] [ ]DC xx ⊆ . 
 

Hence, for every UX ⊆ , we have the following relation 
 

( ) ( ) ( ) ( )XDXCXXCXD ⊆⊂⊂⊆ . 
 

Consequently, 
 

( ) ( )
( )

( )
( )

( )X
XC

XC

XD

XD
X CD αα =≤= . 

 
The generalization of Proposition 3.1 is given below. 

 
Proposition 3.2. Let ( )fVAUS ,,,=  be an information system and let nCCC ,,, 21  

and D be any subsets of A. If  DCDCDC
nknkk ⇒⇒⇒ ,,,

21 21 , where 

121 kkkk nn ≤≤≤≤ − ,  then 

 
( ) ( ) ( ) ( ) ( )XXXXX CCCCD nn 121

ααααα ≤≤≤≤≤
−

, 

 
for every .UX ⊆  

 
Proof. Let nCCC ,,, 21  and D be any subsets of A in information system S. From the 

hypothesis and Proposition 3.1, the accuracies of roughness are given as 
 

( ) ( )XX CD 1
αα ≤  

( ) ( )XX CD 2
αα ≤  

 
( ) ( )XX

nCD αα ≤  
 

Since 121 kkkk nn ≤≤≤≤ − , then 

 
[ ] [ ]

1−
⊆

nn CC xx  

[ ] [ ]
21 −−

⊆
nn CC xx  

 
[ ] [ ]

12 CC xx ⊆ . 
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Obviously, 
 

( ) ( ) ( ) ( ) ( )XXXXX CCCCD nn 121
ααααα ≤≤≤≤≤

−
.           □ 

 
Figure 2 shows the pseudo-code of the proposed technique. The technique uses the 

dependency of attributes in the rough set theory in information systems. It consists of 
five main steps. The first step deals with the computation of the equivalence classes of 
each attribute (feature). The equivalence classes of the set of objects U can be  
obtained using the indiscernibility relation of attribute Aai ∈  in information sys-

tem ( )fVAUS ,,,= . The second step deals with the determination of the dependency 

degree of attributes. The degree of dependency attributes can be determined using 
formula in Equation (1). The third step deals with selecting the maximum dependency 
degree. Next step, the attribute is ranked with the ascending sequence based on the 
maximum of dependency degree of each attribute. Finally, all the redundant attributes 
are identified. The attribute with the highest value of the maximum degree of depend-
ency within these redundant attributes is then selected.  

≠

 
Fig. 2. The FSDA algorithm 

4   Results and Discussion 

The main objective of this study is to select the best features using the proposed tech-
nique. Afterwards, the performance of the selected features is assessed using two dif-
ferent classifiers which are rough set and MLP. As mentioned, the assessment of the  
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performance is based on the accuracy rate and response time achieved. Thus, in this 
section, the results of this study are presented as follows:  

4.1   The Best k Value for Discretization Is Determined 

The original dataset in continuous value is discritized into categorical form in order to 
employ rough set theory. For that, the modified equal width binning technique is em-
ployed. In this study, the difference of k (number of intervals) value from 2 to 10 is 
also investigated. The best k value is determined based on the highest classification 
accuracy achieved by the rough set classifier. The finding reveals that k=3 able to 
generate the highest classification accuracy up to 99% as shown in Table 2. This k 
value is then applied in the propose feature ranking technique to identify the best fea-
tures for the dataset. 

4.2   Irrelevant Features Is Eliminated 

The dataset is represented in decision table form as { }( )fVdAUS ,,, ∪= . There are 

1116 instances in the universe U, with the family of the instruments as the decision 
attribute d and all other attributes shown in Table 1 as the set of condition attributes, 
A. The distribution of all instances in each class is uniform with no missing values in 
the data. From the data cleansing step, it is found that {MMFCC1, SMFCC1} is the 
dispensable (irrelevant) set of features. It is means that the number of the relevant 
features is 35 out of 37 of original full features. Thus, this relevant features can be 
represented as A−{MMFCC1, SMFCC1}. 

4.3   Finding the Best Features  

In this experiment, the proposed technique is employed to identify the best features 
for Traditional Malay musical instruments sounds classification. As demonstrated in 
Table 3, all the 35 relevant features are ranked in ascending sequence based on the 
value of the maximum degree of attribute dependency. From the table, it is fascinating 
to see that some of the features adopted in this study are redundant. In order to reduce 
the dimensionality of the dataset, only one of these redundant features is selected. It  
is revealed that the proposed feature ranking technique able to select the best 17 fea-
tures out of 35 features available successfully. The best selected features are given in 
Table 4. 

Table 2. Finding the best k value for discretization 

k 2 3 4 5 6 7 8 9 10 
Classification 

Accuracy  
(%) 

93.6 98.9 98.6 98.4 98.4 98.3 98.3 98.3 98.3 
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Table 3. Feature ranking using proposed method 

Number of Features Name of Features Maximum Degree of  
Dependency of Attributes 

3 STDZCR 0.826165 

36 SMFCC12 0.655914 

23 MMFCC12 0.52509 

24 MMFCC13 0.52509 

22 MMFCC11 0.237455 

30 SMFCC6 0.208781 

31 SMFCC7 0.208781 

1 ZC 0.193548 

37 SMFCC13 0.1819 

32 SMFCC8 0.108423 

33 SMFCC9 0.108423 

34 SMFCC10 0.108423 

35 SMFCC11 0.108423 

27 SMFCC3 0.087814 

29 SMFCC5 0.087814 

11 STDFLUX 0.077061 

21 MMFCC10 0.077061 

20 MMFCC9 0.074373 

6 MEANC 0.065412 

19 MMFCC8 0.065412 

18 MMFCC7 0.056452 

28 SMFCC4 0.056452 

7 STDC 0.042115 

8 MEANB 0.042115 

9 STDB 0.042115 

13 MMFCC2 0.031362 

16 MMFCC5 0.031362 

17 MMFCC6 0.031362 

5 STDRMS 0.021505 

10 MEANFLUX 0.011649 

2 MEANZCR 0 

4 MEANRMS 0 

14 MMFCC3 0 

15 MMFCC4 0 

26 SMFCC2 0 
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Table 4. The selected features 

Number of Features Name of Features Maximum Degree of  
Dependency of Attributes 

3 STDZCR 0.826165 

36 SMFCC12 0.655914 

23 MMFCC12 0.52509 

22 MMFCC11 0.237455 

30 SMFCC6 0.208781 

1 ZC 0.193548 

37 SMFCC13 0.1819 

32 SMFCC8 0.108423 

27 SMFCC3 0.087814 

11 STDFLUX 0.077061 

20 MMFCC9 0.074373 

6 MEANC 0.065412 

18 MMFCC7 0.056452 

7 STDC 0.042115 

13 MMFCC2 0.031362 

5 STDRMS 0.021505 

10 MEANFLUX 0.011649 

5   Conclusion 

In this study, an alternative technique for feature ranking using rough set theory based 
on the maximum dependency of the attributes Traditional Malay musical instruments 
sounds is proposed. A non-benchmarking dataset of Traditional Malay musical  
instruments sounds is utilized. Two categories of features schemes which are percep-
tion-based and MFCC that consist of 37 attributes are extracted. Afterward, the data-
set is discretized into 3 categorical values. Finally, the proposed technique is then 
adopted for feature ranking through feature ranking and dimensionality reduction.  

In overall, the finding shows that the relevant features selected from the proposed 
model able to reduce the complexity. Thus, the future work will investigate the proc-
ess of classifier techniques to evaluate the performance of the selected features in 
terms of the accuracy rate and response time produced.  
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Abstract. In this study, two artificial neural network (ANN) models, a 
Pi-Sigma Neural Network (PSNN) and a three-layer multilayer perceptron 
(MLP), are applied for temperature forecasting. PSNN is use to overcome the 
limitation of widely used MLP, which can easily get stuck into local minima 
and prone to overfitting. Therefore, good generalisation may not be obtained. 
The models were trained with backpropagation algorithm on historical tempera-
ture data of Batu Pahat region. Through 810 experiments, we found that PSNN 
performs considerably better results compared to MLP for daily temperature 
forecasting and can be suitably adapted to forecasts a particular region using the 
historical data over larger geographical areas. 

Keywords: pi-sigma neural network, temperature forecasting, backpropagation. 

1   Introduction 

Malaysia’s weather is generally hot and sunny all year around [1] where an average 
daily temperature is about ±32ºC (±90ºF) during day time and falls to merely ±24ºC 
(±75ºF) at night. The temperature is affected by humidity, which is consistent in the 
range of 75% to 80% throughout the year [2]. While the average annual rainfall of 
around 200 cm to 300 cm, thus the days are typically warm whilst the nights and the 
early mornings are moderately cool [1]. Temperature which can be considered as a 
kind of atmospheric time series data, involve the time index on a predetermined or 
countably unlimited set of values. Indeed, temperature can be defined qualitatively as 
a measure of hotness which can be categorised in a sequence according to their hot-
ness [3]. Since it is a stochastic process, these values usually comprise measurements 
of a physical system took on a specific time delays that might be hours, days, months 
or years. Accurate measurement of the temperature is highly difficult to fulfill. Some 
great observations are needed to obtain accuracies for the temperature measurement 
[4]. 
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Temperature forecasting is one of the most important components in successful 
operation in any weather forecasting system. The greatest interest in developing 
methods for more accurate predictions for temperature forecasting has led to the de-
velopment of several methods that can be mull over into three categories: 1) physical 
methods that utilise the laws of radiation, 2) statistical-empirical methods that consist 
of mathematical approaches fitted to archive meteorological data and 3) numerical-
statistical methods [5], [6] with the arrival of numerical weather modelling. This 
method has been adopted by many Meteorological Services [5], which later on is use 
as input to obtain a temperature forecast. There have been many different scientific 
efforts in order to realise better results in the domain of forecasting meteorological 
parameters [5], [6], [7] like temperature. Temperature forecasting which usually done 
using the projected images of data taken by meteorological satellites to assess future 
trends [7], is intrinsically costlier and only proficient of providing certain information. 
Nevertheless, the extensive use of such numerical weather method is still restricted by 
the availability of numerical weather prediction products, thus leading to various 
studies being conducted for temperature forecasting. Moreover, most meteorological 
processes often exhibit temporal scale in parameter estimation and spatial variability 
[8].  

Therefore, a variety of artificial neural network (ANN) configurations has been de-
veloped. The predictive potentiality of ANN is widely acknowledged and applicable 
to many range of problems, including simulation and forecasting of meteorological 
parameters. It can be said that ANN provides an attractive alternative tool and has the 
ability to approximate the uncertainty that relates the forecast data to the actual data 
[8]. Furthermore, it takes into account for non-linearity of meteorological processes 
that are difficult to solve by the aforementioned techniques. Given the reported suc-
cesses of ANN applications in forecasting, it would appear that a suitably designed 
ANN might be able to represents the flow of temperature. The Multilayer Perceptron 
(MLP), which is a counterpart of conventional ANN, has been increasingly popular 
among researchers as various approaches have been applied in temperature forecast-
ing. This includes the work of Hayati and Mohebi [9] for short-term temperature 
forecasting in Kermanshah, Iran. The results showed that MLP performed much better 
when it achieved the minimum forecasting error and reasonable forecasting accuracy. 
Lee et al. [10] proposed a new method for temperature prediction to improve the rate 
of forecasting accuracy using high-order fuzzy logical relationships. The method was 
implemented by adjusting the length of each interval in the universe of discourse. 
Smith et al. [11] presents an application of ANN for air temperature predictions based 
on near real-time data with the reduction of prediction error. The prediction error is 
achieved by increasing the number of distinct observations in the training set.  

A similar problem has also been tackled by Radhika et al. [12] using Support Vec-
tor Machines (SVM) for one-step-ahead weather prediction applications. It is found 
that SVM consistently gives better results compared to MLP when daily maximum 
temperature for a span of previous n  days was used as the input of the network [12]. 
Wang and Chen [13] provided the prediction of daily temperature for Taiwan using 
automatic clustering techniques. The techniques used to cluster the historical numeri-
cal data into intervals of different lengths based on two-factor high-order fuzzy time 
series. Baboo and Shereef [14] forecast temperature using real time dataset and com-
pare it with practical working of meteorological department. Results showed that the 
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convergence analysis is improved by using simplified conjugate gradient (CG) 
method.  

Though, MLP is the most common type of network in use and its ability in fore-
casting has been well performed, it is however, MLP is unable to handle non-smooth, 
discontinuous training data, and complex mappings [15], [16]. Somehow, MLP that 
can be thought as a blackbox, whereas taking in and giving out information [7] is 
unable to explain the output of meteorological processes obviously. Indeed, MLP is 
prone to overfit the data [12]. On the other hand, MLP also suffer long training times 
and often reach local minima [15].  

This is then; be the first motivation of using Pi-Sigma Neural Network (PSNN) 
[17] in this study. PSNN is an openbox model whereas each neuron and weights are 
mapped to function variable and coefficient. The second motivation of using PSNN is 
due to the network model that can automatically select the initial coefficients for 
nonlinear data analysis. Despite, this network model possess high learning capabilities 
[15] that reduce the complexity of the network’s structure in terms of less weights and 
nodes required [17]. For that reason, PSNN was chosen to learn the historical tem-
perature data in the study area, namely Batu Pahat for daily temperature forecasting, 
and is benchmarked with MLP. 

This paper is structured as follows: in Section 2, we briefly review basic concepts 
of MLP and PSNN. In Section 3, we described the dataset used in this study and the 
model identification for temperature forecasting in Batu Pahat, Malaysia. Section 4 
and Section 5 presents the performance comparison metrics in this study and training 
of the ANN, respectively while Section 6 presents the result by comparing the per-
formance of both networks for one-step-ahead forecasting. The conclusions are dis-
cussed in Section 7. 

2   Model Description 

In this section, we briefly review the concepts of MLP and PSNN. 

2.1   Multilayer Perceptron 

The MLP, which is a key development in the field of machine learning emulates the 
biological nervous system’s by distributing computations to processing units termed 
neurons to perform computational tasks [18], [19]. The MLP has the ability to learn 
from input-output pairs [20] and is capable of solving highly nonlinear problems [21]. 
The neurons are grouped in layers and adjacent layers that are connected through 
weights [19]. The MLP adaptively change their synaptic weights through the process 
of learning. A typical MLP usually has three layers of neurons: input layers, summing 
layers and output layers [16]. Each hidden and output neurons take linear combination 
of all values of the previous layer and transformed it with the sigmoid function 

( )xe−+11 . The result then is given to the next layer [16] to produce output which is 
based upon theorem of weighted values passed to them [22]. The sigmoid function 
acts as a squashing function that prevents accelerating growth throughout the network 
[23], [24]. The weights of the linear combination are adjusted in the course of training 
for achieving the desired input-output relation of the network [22] by minimising  
the error function. It is noted that the MLP has successfully been applied in many 
applications involving pattern recognition [25], signal processing [26], [27], and  
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classification [28]. However, the ordinary MLP is extremely slow due to its multi-
layer architecture especially when the summing layer increases. MLP converge very 
slow in typical situations especially when dealing with complex and nonlinear prob-
lems. They are also effectively do not scale the network size [15]. 

2.2   Pi-Sigma Neural Network 

In an effort to overcome the limitations of the ordinary MLP, PSNN that can be de-
scribed as a multilayer higher order neural network (HONN) has turned researchers’ 
attention. PSNN consists of a single layer of tuneable weights [17], leads MLP in 
terms of weights and nodes which make the convergence analysis of the learning rules 
for the PSNN more accurate and tractable [17], [29]. Fig. 1 shows the architecture of 
k -th Order PSNN which consists of two layers; the product unit and the summing 
unit layers.  

 

Fig. 1. Structure of k -th Order PSNN. 

Input x  is an N  dimensional vector and 
kx  is the k -th component of x . The 

weighted inputs are fed to a layer of K  linear summing units; 
jih  is the output if the 

j -th summing units for the i -th output 
iy , viz: 
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where 
kjiw  and 

jiθ  are adjustable coefficients, and σ  is the nonlinear transfer function 

[17]. The number of the summing units in PSNN reflects the network order. By using 
an additional summing unit, it will increase the network’s order by 1. In this study, 
both hidden nodes and higher order terms for MLP and PSNN, respectively are set 
between 2 and 5. In PSNN, weights from summing layer to the output layer are fixed 
to unity, resulting to a reduction in the number of tuneable weights. Therefore, it  
can reduce the training time. Sigmoid and linear functions are adopted in the  
summing layer and output layer, respectively. The applicability of this network  
was successfully applied for function approximation [15], pattern recognition [15], 
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classification [17], [30], and so forth. Compared to other HONN, Shin and Ghosh [17] 
argued that PSNN can contribute to maintain the high learning capabilities of HONN, 
whilst outperformed the ordinary MLP for similar performance levels, and over a 
broad class of problems [29]. 

3   Data Description 

We are considering homogenous input data; a series of historical temperature data 
ranging from 2005 to 2009 as inputs to the network. The data was obtained from 
Malaysian Meteorological Department (MMD), Malaysia. The selection of ANN 
input variables are generally based on priori knowledge of the problem under consid-
eration. Therefore, in this study, we use a trial-and-error procedure to determine the 
input which lies between 4 and 8. As for forecasting horizon, we choose one-step-
ahead prediction since the main target is to predict the upcoming measure of daily 
temperature. To eliminate the non-linearities, the data then is normalised between 
upper and lower bounds of network’s transfer function in the range of [ ]8.0,2.0 .  

Each of data series is partitioned into three parts. They are segregated into 50% of 
training, 25% of testing and 25% of validation. The training set serves the model for 
training purpose and the testing set is used to evaluate the network performances [21]. 
Training involves the adjustment of the weights so that the ANN is capable to predict 
the value assigned to each member of the training set. During the training, the actual 
and predicted output are compared and weights are adjusted by using the gradient 
descent rule [31]. The ANN is trained to a satisfactory level with proper features and 
architectures that able to perform better in prediction [7]. Meanwhile, the validation 
set has dual-function: 1) to implement an early stopping in order to prevent the train-
ing data from overfitting and 2) to select the best predictions from a number of 
ANN’s simulations. On the other hand, the testing set is for generalisation purpose 
[21], which means producing appropriate outputs for those input samples which were 
not encountered during training [7].  

4   Evaluation of Model Performances 

In this study, the Mean Squared Error (MSE), Signal to Noise Ratio (SNR) [29], Mean 
Absolute Error (MAE) [32] and Normalised Mean Squared Error (NMSE) [29]  were 
used to evaluate the performance of the network models, which are, expressed by:  
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where n is the total number of data patterns, iP  and *
iP  represent the actual and 

predicted output value [29], [32]. In addition, we also consider the number of itera-
tions and CPU Time during the training process. 

5   Training of the Artificial Neural Network 

The identification of ANN structure is to optimise the number of hidden nodes/higher 
order terms, h  in the summing layer with the known model inputs and output by 
using training data. Theoretically, Cybernko [24] proved that one-summing-layer 
using sigmoid transfer function is sufficient enough for the network to memorise 
patterns and to approximate continuous functions in order to find the local character-
istics of the variables examined. Consequently, one summing layer is perfectly 
enough if no constraints are placed on the number of hidden neurons to model any 
solution function of practical interest [33], [34]. Additional summing layers might 
lead to enormous complexity and overfitting problem. Therefore, the identified archi-
tecture of ANN models in this study is a three-layered network, which comprise of an 
input layer, a summing layer and an output layer. The learning rate, η  governs the 
rate at which the weights are allowed to change at any given presentation. Higher η  
will accelerate the convergence, however, it may lead to oscillations in weight correc-
tions during training, which could expose the integrity of the network, and may cause 
the learning process to fail [35]. To avoid oscillations and to improve convergence, a 
smoothing factor, α  (momentum) is generally used to ignore small features in the 
error surface, and therefore, will improve the network performance [35], [36]. The 
optimal size h  of the summing layer is found by systematically increasing the number 
of hidden neurons and higher order terms for MLP and PSNN, respectively from  
2 to 5 until the network performance on the validation is set no longer improves  
significantly.  

Among various kinds of training algorithms, the popular and extensively tested 
backpropagation method [31], [37] was chosen. In order to minimise the error func-
tion at each iteration, the weights are adjusted to ensure the stability and differenti-
ability of the error function, and it is important to ensure the non-existence of regions 
which the error function is completely flat. As the sigmoid always has a positive  
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derivative, the slope of the error function provides a greater or lesser descent direction 
which can be followed. The combination of weights which minimises the error func-
tion is considered to be a solution of the learning problem [38]. 

6   Results and Discussions 

We have implemented the models using MATLAB 7.10.0 (R2010a) on Pentium® 
Core ™2 Quad CPU. In the present study, the average results of 10 simulations have 
been conducted on the same training, testing and validation sets. The reason to initial-
ise weights with small values between ( )1,0  is to prevent saturation for all patterns and 
the insensitivity to the training process. On the other hand, if the initial weights are  
set too small, training will tend to start very slow. Early stopping is use as one of  
the stopping criteria. The stopping criteria are taking under consideration during the 
learning process. If the validation error continuously increased several times, the 
network training will be terminated. The weights at the minimum validation error are 
stored for network generalisation purpose. In the testing phase, this set of weights 
from the lowest validation error that was monitored during training phase is used. The 
target error is set to 0.0001 and the maximum epochs to 3000. Table 1 and Table 2 
show the simulation results for the PSNN and the MLP, respectively.  

Table 1. Average Result of PSNN for One-Step-Ahead Prediction 

No. of 
Input 
Nodes 

Network 
Order 

MAE NMSE SNR 
MSE 

Training 
MSE 

Testing 
Epoch 

CPU 
Time 

2 0.0635 0.7791 18.7104 0.0062 0.0065 1211.8 108.80 
3 0.0635 0.7792 18.7097 0.0062 0.0065 1302.9 233.68 
4 0.0635 0.7797 18.7071 0.0062 0.0065 1315.3 366.96 

4 

5 0.0636 0.7822 18.6935 0.0062 0.0066 1201.0 494.56 
2 0.0631 0.7768 18.7234 0.0061 0.0065 1222.5 112.98 
3 0.0632 0.7769 18.7226 0.0061 0.0065 1221.6 234.29 
4 0.0632 0.7775 18.7193 0.0061 0.0065 1149.9 355.84 

5 

5 0.0633 0.7806 18.7023 0.0062 0.0065 916.9 458.76 
2 0.0631 0.7758 18.7289 0.0061 0.0065 961.3 92.37 
3 0.0632 0.7770 18.7222 0.0061 0.0065 852.5 180.98 
4 0.0632 0.7775 18.7192 0.0061 0.0065 1155.6 310.29 

6 

5 0.0635 0.7832 18.6880 0.0062 0.0066 948.0 423.68 
2 0.0630 0.7726 18.7470 0.0061 0.0065 1064.0 106.45 
3 0.0630 0.7733 18.7432 0.0061 0.0065 911.6 205.83 
4 0.0631 0.7760 18.7277 0.0061 0.0065 922.1 314.09 

7 

5 0.0632 0.7766 18.7244 0.0061 0.0065 1072.2 449.68 
2 0.0626 0.7674 18.7688 0.0061 0.0064 719.3 74.16 
3 0.0627 0.7677 18.7671 0.0061 0.0064 877.0 173.73 
4 0.0627 0.7693 18.7579 0.0061 0.0065 861.4 279.71 

8 

5 0.0628 0.7694 18.7574 0.0061 0.0065 970.9 408.92 
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Table 2. Average Result of MLP for One-Step-Ahead Prediction 

No. of 
Input 
Nodes 

No. of 
Hidden 
Nodes 

MAE NMSE SNR 
MSE 

Training 
MSE 

Testing 
Epoch 

CPU 
Time 

2 0.0636 0.7815 18.6971 0.0062 0.0065 2849.9 324.26 
3 0.0637 0.7831 18.6881 0.0062 0.0066 2468.2 606.15 
4 0.0638 0.7825 18.6918 0.0062 0.0066 2794.2 925.29 

4 

5 0.0638 0.7827 18.6903 0.0062 0.0066 2760.9 1242.21 
2 0.0632 0.7803 18.7037 0.0062 0.0065 2028.6 323.10 
3 0.0633 0.7792 18.7097 0.0062 0.0065 2451.8 602.07 
4 0.0634 0.7789 18.7114 0.0062 0.0065 2678.1 906.99 

5 

5 0.0635 0.7792 18.7097 0.0062 0.0065 2565.8 1200.46 
2 0.0631 0.7750 18.7335 0.0061 0.0065 2915.1 331.88 
3 0.0633 0.7763 18.7261 0.0062 0.0065 2837.2 655.24 
4 0.0634 0.7776 18.7188 0.0062 0.0065 2652.4 958.81 

6 

5 0.0634 0.7783 18.7152 0.0061 0.0065 2590.8 1256.28 
2 0.0631 0.7742 18.7378 0.0061 0.0065 2951.2 337.62 
3 0.0632 0.7780 18.7164 0.0061 0.0065 2566.6 632.05 
4 0.0632 0.7771 18.7217 0.0061 0.0065 2796.4 1186.71 

7 

5 0.0633 0.7786 18.7131 0.0061 0.0065 2770.0 1897.30 
2 0.0629 0.7734 18.7350 0.0061 0.0065 2684.8 306.90 
3 0.0630 0.7749 18.7268 0.0061 0.0065 2647.2 610.67 
4 0.0630 0.7747 18.7278 0.0061 0.0065 2557.1 905.12 

8 

5 0.0631 0.7753 18.7242 0.0061 0.0065 2774.6 1225.88 

 
As it can be noticed, Table 1 shows the results for temperature prediction using 

PSNN. At the first sight, it would be appear that PSNN reasonably well at tempera-
ture forecasting by demonstrating the best results using all measuring criteria with 
input node equal to 8 and the 2nd order of PSNN. Shortly, it can be said that PSNN 
with architecture 8-2-1 shows the best results in predicting the temperature. It is same 
goes to the MLP, which signifies the MLP with the same network architecture to be 
the best model for temperature forecasting (refer to Table 2). When forecasting the 
temperature, it can be perceived that PSNN converge faster compared to the MLP for 
all 810 network architectures that have been trained and tested. This proves that by 
reducing the number of tuneable weights in the network model, the network can tre-
mendously shorten the training time.  

Table 3. Best Results for the PSNN and MLP 

Network MAE NMSE SNR MSE Training MSE Testing Epoch CPU Time 
PSNN 0.0626 0.7674 18.7688 0.00612 0.0064 719.3 74.16 
MLP 0.0629 0.7734 18.7350 0.00615 0.0065 2684.8 306.90 

 
Table 3 shows the best simulation results for PSNN and MLP. As depicted in the 

table, it can be seen that PSNN leads MLP by 0.48% for MAE, 0.78% for NMSE, 
0.18% for SNR, 0.48% for MSE Training, 1.54% for MSE Testing, 73.21% for Epoch 
and 75.84% for CPU Time. By considering the MAE, it shows how close forecasts 
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that have been made by PSNN are to the actual output in analysing the results. Con-
currently, PSNN beat out the MLP by having smaller percentage of NMSE. There-
fore, it can be said that PSNN outperformed MLP in terms of bias and scatter between 
the predicted and the actual values. In training samples, the MSE for PSNN had 
shown an improvement by leading the MLP merely to 5103×  as for training, 4101× . 
While showing huge comparison in epochs and CPU Time, it can be wrapped up that 
PSNN not only forecast with minimum error but also can converge faster compared to 
MLP. Fig. 2 and Fig. 3 represent the best forecast made by PSNN and MLP on tem-
perature, correspondingly. The blue line represents the actual values while the red and 
black line refers to the predicted values. 

 

Fig. 2. Temperature Forecast made by PSNN on the Testing Set 

 

Fig. 3. Temperature Forecast made by MLP on the Testing Set 

Graphically, it is verified that PSNN has the ability to perform an input-output 
mapping of temperature data as well as better performance when compared to MLP 
for all measurement criteria. More specifically, the PSNN can approximate arbitrarily 
closely to the actual values. The better performance of temperature forecasting is 
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allocated based on the vigour properties it contains. Hence, it can be seen that PSNN 
reached higher value of SNR which shows the network can track the signal better than 
MLP. The thrifty representation of higher order terms in PSNN facilitates the network 
to model effectively. Accordingly, when compared the MLP with PSNN in terms of 
CPU Time, it gives an enormous comparison. This is due to the fact that the proper-
ties of MLP which has problems in dealing with large amount of training data and 
require longer time to complete the learning process. While showing a small differ-
ence between both models, some might said that it is insignificant to implement 
PSNN as an alternative for MLP, whilst MLP still can gives an outstanding result, 
without considering the epochs and the CPU Time. However, it has to be mentioned 
that no one had ever compared the PSNN with the MLP for temperature forecasting 
for years. Therefore, the comparison that has been made for both models are still 
significant to the problem under study, even though the deviation is relatively small.  

7   Conclusion 

Two ANN models, PSNN and MLP were created and simulated for temperature fore-
casting. The performances of both models are validated in two ways: (a) the minimum 
error that can be reached in both training and testing; and (b) the speed of conver-
gence measured in number of iterations and CPU time. From the extensive simulation 
results, it can be simplified that PSNN with architecture 8-2-1, with learning rate 0.1, 
momentum 0.2, provides better prediction compared to the MLP. Hence, it can be 
concluded that PSNN are capable of modelling a temperature forecast for 
one-step-ahead prediction. As for future works, we are considering on using the tem-
perature historical data for two-step-ahead and expanded to heterogeneous tempera-
ture parameters for the robustness of the network model. 
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Abstract. In this paper, we give a review of some recent results concerning the 
study of an efficient protocol that allows parties to share data in a private way 
with no restrictions and without loss of accuracy. Privacy policies might dis-
courage people who would otherwise participate in a joint contribution to a data 
mining task. Previously, we proposed a method that has the immediate applica-
tion on horizontally partitioned databases which can be brought together and 
made public without disclosing the source/owner of each record. We also 
showed an additional benefit that we can apply our protocol to privately share 
patterns in the form of association rules. We performed more experiments to 
show that our protocol is more efficient than previous protocols. Aside from the 
above, we propose a new categorization for the privacy preserving data mining 
field. 

Keywords: Privacy preserving data mining, secure multi-party computation, 
data sanitization, data privacy, sensitive knowledge, association rule-mining. 

1   Introduction 

Information communication technology (ICT) has made this world very competitive 
with more and more privacy breaches. In their struggle to preserve client’s rights, to 
approach new clients or even to enhance services and decision making, data owners 
need to share their data for the common good. This philosophy collides with privacy 
rights and the need for security. Privacy concerns have been influencing data owners 
and preventing them from achieving the maximum benefit of data sharing. Data own-
ers usually sanitize their data and try to block as many inference channels as possible 
to prevent other parties from concluding what they consider sensitive. Data sanitiza-
tion is defined as the process of making sensitive information in non-production data-
bases safe for wider visibility [1]. However, sanitized databases are presumed secure 
and useful for data mining, in particular, for extracting association rules. 

Oliveira et al. [2] classified the existing sanitizing algorithms into two major 
classes: data-sharing techniques and pattern-sharing techniques (see Figure 1). 

I Data-sharing techniques communicate data to other parties without analysis or 
summarization with data mining or statistical techniques. Under this approach, re-
searchers proposed algorithms that change databases and produce distorted databases 
in order to hide sensitive data. Data-sharing techniques are, in themselves, categorized 
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as follows: First, (item restriction)-based algorithms. In this class, the methods [3], 
[4], [5], [6] reduce either the support or confidence to a safe zone (below a given 
privacy sup- port threshold) by deleting transactions or items from a database to hide 
sensitive rules that can be derived from that database. Second, (item addition)-based: 
algorithms. This group of methods [3] adds imaginary items to the existing transac-
tions. Usually the addition is performed to items in the antecedent part of the rule. As 
a result, the confidence of such a rule is reduced and enters the safe zone. The prob-
lem with this approach is that the addition of new items will create new rules and 
parties could share untrue knowledge (sets of items that are not frequent itemsets 
appear as such). Third, (item obfuscation)-based: algorithms. The algorithms [7] re-
place some items with a question mark in some transactions to avoid the exposure of 
sensitive rules. Unlike the (item addition)-based, the (item obfuscation)-based, ap-
proach saves parties from sharing false rules. 

 

Fig. 1. Taxonomy of Sanitizing Algorithms 

II This second major class are pattern-sharing techniques, where the sanitizing 
algorithms act on the rules mined from a database, instead of the data it- self. The 
existing solutions either remove all sensitive rules before the sharing process [2] (such 
solutions have the advantage that two or more parties can apply them) or share all the 
rules in a pool where no party is able to identify or learn anything about the links 
between individual data owned by other parties and their owners [8] (such solutions 
have the disadvantage that they can be applied only to three or more parties). 

We believe that the above categorization for where the privacy preserving data 
mining occurs is not very clear.   

We present a new categorization that is based on “classification by the where”. We 
believe our classification is general, comprehensive and gives better understanding to 
the field of PPDM in terms of laying each problem under the right category. The new 
classification is as follows: PPDM can be attempted at three levels as shown in Figure 
2. The first level is raw data or databases where transactions reside. The second level 
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is data mining algorithms and techniques that ensure privacy. The third level is the 
output of different data mining algorithms and techniques. 

In our opinion, privacy preserving data mining occurs in two dimensions inside 
each level of three levels mentioned above as follows: 
 

• Individuals: This dimension involves implementing a privacy preserving data  
mining technique  to protect the privacy of one individual or more whose their  
data  is going to be published to the public. An example of this dimension is 
patients’ records or the census. 

• PPDMSMC (Privacy Preserving Data Mining in  Secure Multiparty Computa-
tion): This dimension involves protecting the privacy of two or more parties  
who want to perform a data mining task on the union of their private data. An 
example of this dimension is two parties who want to cluster the union of their 
private data. 

 

Fig. 2. Three Major Levels Where Privacy Preserving Data Mining Can Be Attempted 

2   Motivation 

As of May 2009, the size of the world's total digital content has been roughly esti-
mated to be 500 exabytes [9]. An Exabyte is a unit of information or computer storage 
equal to 1018 bytes or 1 billion gigabytes. Data mining can be a powerful means of 
extracting useful information from these data. As more and more digital data be-
comes available, the potential for misuse of data mining grows. Different organiza-
tions have different reasons for considering specific rows or patterns in their huge 
databases as sensitive. They can restrict what to expose to only what is necessary! But 
who can decide what is necessary and what is not? There are scenarios where organi-
zations from the medical sector or the government sector are willing to share their 
databases as one database or their patterns as one pool of patterns if the transactions 
or patterns are shuffled and no transaction or pattern can be linked to its owner. 

These organizations are aware that they will lose if they just hide the data and do 
not implement privacy practices to share it for the common good. Recently, many 
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countries have promulgated new privacy legislation. Most of these laws incorporate 
rules governing collection, use, store, share and distribution of personally identifiable 
in- formation. It is up to an organization to ensure that data processing operations 
respect any legislative requirements. These organizations that do not respect the legis-
lative requirements can harm themselves or the others by exposing sensitive knowl-
edge and can be sued. Further, client/organization relationships are built on trust. 
Organizations that demonstrate and apply good privacy practices can build trust. 

3   Related Work 

Researchers have proposed algorithms that perturb data to allow public disclosure or 
for a privacy preserving data mining in secure multi-party computation task 
(PPDMSMC) (explained in Section 4.2) [10], [11], [12], [13], [14], [15]. The balance 
between privacy and accuracy on data- perturbation techniques depends on modifying 
the data in a way that no party can reconstruct data of any individual transaction but 
the overall mining results are still valid and close to the exact ones. In other words, 
the more the distortion to block more inference channels, the less accurate the results 
will be. In general, it has been demonstrated that in many cases random data distor-
tion preserves very little privacy [16]. The PPDMSMC approach uses cryptographic 
tools to the problem of computing a data-mining task from distributed data sets, while 
keeping local data private [17], [18], [19], [20], [21], [22]. These tools allow parties to 
analyze their data and achieve results without any disclosure of the actual data.  Murat 
et al. [8] proposed a method that incorporates cryptographic techniques and show 
frequent itemsets, of three or more parties, as one set where each party can recognize 
its itemsets but can not link any of the other itemsets to their owners. This particular 
method uses commutative encryption which could be very expensive if we have large 
number of parties. Another shortcoming of this method is that when a mining task is 
performed on the joint data, the results also are published to all parties, and parties are 
not free of choosing the mining methods or parameters. This might be convenient, if 
all parties need to perform one or more tasks on the data and all parties agree to share 
the analysis algorithms. On the other hand, par- ties might wish to have access to the 
data as a whole and perform private analysis and keep the results private. Our proto-
col offers exactly this advantage and as we mentioned earlier, there are no limitations 
on the analysis that each party can perform privately to the shared data. 

4   Preliminaries 

In the following we will cover some basic concepts that will help making this paper 
clear.    

4.1   Vertical vs. Horizontal Distribution 

With vertically partitioned data, each party collects different attributes for the same 
objects. In other words, attributes or columns will be distributed among database 
owners. For example, patients have attributes with hospitals different from attributes 
with insurance companies. 
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With horizontally partitioned data, each party collects data about the same attrib-
utes for objects. In other words, transactions or rows will be distributed among data-
base owners. For example, hospitals that collect similar data about different diseases 
for different patients. 

If the data is distributed vertically, then unique at- tributes that appear in a pattern 
or a transaction can be linked to the owner.  In this paper we assume horizontal distri-
bution of data. 

4.2   Security Multi-Party Computation 

The problem of secure multi-party computation is as follows:  N  parties, P0 , . . . , Pn  

wish to evaluate a function F (x1 , . . . , xn ), where xi  is a secret value provided by 
Pi . The goal is to preserve the privacy of the each party’s in- puts and guarantee the 
correctness of the computation. This problem is trivial if we add a trusted third party 
T to the computation. Simply, T collects all the inputs from the parties, computes the 
function F , and  announces the result. If the function F to be evaluated is a data min-
ing task, we call this privacy preserving data mining in secure multi-party computation 
(PPDMSMC). 

It is difficult to agree on a trusted party in the industrial sector. The algorithms 
proposed to solve PPDMSMC problems usually assume no trusted party, but assume 
a semi-honest model. The semi-honest model is a more realistic abstraction of how 
parties would engage and participate in a collective computation while preserving each 
the privacy of their data. 

4.3   Two Models  

In the study of secure multi-party computation, one of two models is usually assumed: 
the malicious model and the semi-honest model. 

4.3.1   The Malicious Model  
The malicious party is a party who does not follow the protocol properly.  The model 
consists of one or more malicious parties which may attempt to deviate from the pro-
tocol in any manner. The malicious party can deviate from the protocol through one 
of the following possibilities: 

 
• A party may refuse to participate in the protocol when the protocol is first in-

voked. 
• A party may substitute his local input by entering the protocol with an input 

other than the one provided to them. 
• A party may abort prematurely. 

4.3.2   The Semi-honest Model  
A semi-honest party is one who follows the protocol steps but feels free to deviate in 
between the steps to gain more knowledge and satisfy an independent agenda of inter-
ests [23]. In other words, a semi-honest party follows the protocol step by step and 
computes what needs to be computed based on the input provided from the  
other parties, but it can do its own analysis during or after the protocol to compromise 
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privacy/security of other parties. It will not insert false information that will result in 
failure to compute the data mining result, but will use all the information gained to 
attempt to infer or discover private values from the data sets of other parties. A defini-
tion of the semi- honest model [24] formalizes that whatever a semi-honest party 
learns from participating in the protocol, this information could be essentially ob-
tained from its inputs and its outputs. In particular, the definition uses a probabilistic 
functionality f : {0, 1}*  x {0, 1}*  →{0, 1}*  x {0, 1}* computable in polynomial-
time. Here, f1 (x, y) denotes the first element of f (x, y), and says that what the output 
string is for the first party as a function of the inputs strings of the two parties (and f2 

(x, y) is the respective second component of f (x, y) for the second party). The two-
party protocol is denoted by Π. VIEWΠ (x, y) denotes the view of the first party during 
an execution of Π on (x, y). Such view consists of (x, r, m1 , . . . , mt ), where r repre-
sent the outcome of the first party’s internal coin tosses and mi rep- resents the ith  

message it has received.  Then, Π can privately compute f , with respect to the first 
party, if there exist probabilistic polynomial time algorithms S1   such that even if 
party two provides arbitrary answers during the protocol, the corresponding view for 
the first party is the out- put of the algorithm S1 on the input x of the first party and the 
messages received by the first party.  The protocol can privately compute f if it can do 
so with respect to both parties.  The theory of this model [24] shows that to compute 
privately under the semi-hones model is also equivalent to compute privately and 
securely.  Therefore, the discussion of this model assumes parties behaving under the 
semi-honest model.  In the following we explain what is public-key cryptosystem. 

4.4   Public-Key Cryptosystems (Asymmetric Ciphers) 

A Cipher is an algorithm that is used to encrypt plaintext into ciphertext and vice 
versa (decryption). Cipher’s are said to be divided into two categories: private key 
and public key. Private Key (symmetric key algorithms) requires a sender to encrypt a 
plaintext with the key and the receiver to decrypt the ciphertext with the key. We can 
see, a problem with this method is both parties must have a identical key, and some-
how the key must be delivered to the receiving party. Public Key (asymmetric key 
algorithms) uses two separate keys: a public key and a private key. The pub- lic key is 
used to encrypt the data and only the private key can decrypt the data. A form of this 
type of encryption is called RSA (discussed below), and is widely used for se- cured 
websites that carry sensitive data such as username and passwords, and credit card 
numbers. 

Public-key cryptosystem were invented in the late 1970’s, along developments in 
complexity theory [25],[26]. As a result, Cryptosystems could be developed which 
would have two keys, a private key and a public key. With the public key, one could 
encrypt data, and decrypt them with the private key.  Thus, the owner of the private 
key would be the only one who could decrypt the data, but any- one knowing the 
public key could send them a message in private. Many of the public key systems are 
also patented by private companies, this also limits their use. For example, the RSA 
algorithm was patented by MIT in 1983 in the United States of America as (U.S. 
patent #4,405,829). The patent expired on 21 September 2000. 

The RSA algorithm was described in 1977 [27] by Ron Rivest, Adi Shamir  
and Len Adleman at MIT; the letters RSA are the initials of their surnames. RSA is 
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currently the most important public-key algorithm and the most commonly used.  It 
can be used both for encryption and for digital signatures.  RSA computation takes 

place with integer modulo n = p ∗ q, for two large secret primes p and q. To encrypt 
a message m, it is exponentiated with a small public exponent e. For decryption, the 
recipient of the ciphertext c = me (mod n) computes the multiplicative reverse d = e−1 

(mod(p  − i) ∗ (q − i)) (we require that e is selected suitably for it to exist) and ob-
tains cd = me*d  = m(modn). The private key consists of n, p, q, e, d. The public key 
contains only of n, e. The problem for the attacker is that computing the reverse d of e 
is assumed to be no easier than factorizing n [25]. 

The key size (the size of the modulus) should be greater than 1024 bits (i.e. it 
should be of magnitude 10300 ) for a reasonable margin of security. Keys of size, say, 
2048 bits should give security for decades [28]. 

Dramatic advances in factoring large integers would make RSA vulnerable, but 
other attacks against specific variants are also known. Good implementations use 
redundancy in order to avoid attacks using the multiplicative structure of the cipher-
text.  RSA is vulnerable to chosen plain-text attacks and hardware and fault attacks. 
Also, important attacks against very small exponents exist, as well as against partially 
revealed factorization of the modulus. 

The proper implementation of the RSA algorithm with redundancy is well ex-
plained in the PKCS standards (see definitions at RSA Laboratories [29]). The RSA 
algorithm should not be used in plain form. It is recommended that implementations 
follow the standard as this has also the additional benefit of inter-operability with 
most major protocols. 

5   Statement of the Problem 

Let  P  =  {P0 , . . . , Pn } be  a  set  of  N   parties where |N |  ≥ 3.   Each party Pi   has 
a database DBi . We assume that parties running the protocol are semi-honest. The 

goal is to share the union of DBi  as one shuffled database DBComp= U
n

i 0=
 DBi and 

hide the link between records in DBComp and their owners. 
Our protocol that was presented in [23] employs a public-key cryptosystem algo-

rithm on a horizontally partitioned data among three or more parties.   In our protocol, 
the parties can share the union of their data without the need for an outside trusted 
party. The information that is hidden is what data records belong to which party.  The 
details of this protocol can be found in [23].  

6   Basket Market Application 

It may seem that the protocol above is rather elaborate, for the seemingly simple task 
of bringing the data of all parties together while removing what record (transaction) 
was contributed by whom. We now show how to apply this protocol to improve on 
the privacy preserving data mining of association rules. 

The task of mining association rules over market basket data [30] is considered  
a core knowledge discovery activity since it provides a useful mechanism for  
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discovering correlations among items belonging to customer transactions in a market 

basket database.  Let D be the database of transactions and J = {J1 , ..., Jn } be the set 

of items. A transaction T includes one or more items in J (i.e., T ⊆ J ).An association 

rule has the form X → Y , where X and Y are non-empty sets of items (i.e.  X ⊆ J , Y  

⊆ J ) such that X ∩ Y  = ∅. A set of items is called an itemset, while X is called the 
antecedent.  The support sprt D (x) of an item (or itemset) x is the percentage of trans-
actions from D in which that item or itemset occur in the database. In other words, the 

support s of an association rule X → Y is the percentage of transactions T  in a data-

base where X ∪Y  ⊆ T . The confidence or strength c for an association rule X → Y  is 

the ratio of the number of transactions that contain X ∪ Y  to the number of transac-

tions that contain X . An itemset X ⊆ J is frequent if at least a fraction s of the trans-
action in a database contains X . Frequent itemsets are important because they are the 
building block to obtain association rules with a given confidence and support. 

The distributed mining of association rules over horizontally partitioned data con-
sists of sites (parties) with homogeneous schema for records that consists of transac-
tions. Obviously we could use our protocol COMBINE_WITHOUT_OWNER [23] to 
bring all transactions together and then let each party apply an association-rule mining 
algorithm (Apriori or FP-tree, for example) to extract the association rules. This ap-
proach is reasonably secure for some settings, but parties may learn about some trans-
actions on other parties. Ideally, it is desirable to obtain association rules with support 
and confidence over the entire joint database without any party inspecting other par-
ties transactions [8]. Computing association rules without disclosing individual trans-
actions is possible if we can have some global information.  For example, if one 
knows that 1) ABC  is a global frequent itemset, 2) the local support of AB  and ABC  

and 3) the size of each database DBi , then one can determine if AB  ⇒ C has the 
necessary support and confidence  [23].  

Thus, to compute distributed association rules privately, without releasing any in-
dividual transaction, the parties compute individually their frequent itemsets at the 
desired support. Then, for all those itemsets that are above the desired relative sup-
port, the parties use our protocol to share records that consist of the local frequent 
itemset, and its local support (not transactions). The parties also share the size of 
their local databases.  Note that, because an itemset has global support above the 
global support at p percent only if at least one party has that itemset as frequent in its 
database with local support at least p percent, we are sure that the algorithm finds all 
globally frequent itemsets. 

We would like to emphasize two important aspect of our protocol in this applica-
tion. The first is that we do not require commutative1 encryption. The second is  
that we require two exchanges of encrypted data between the parties less than the 
previous algorithms in [8] for this task as Figure 3 shows.  The third, is that we do not 
require that the parties find first the local frequent itemsets of size 1 in order to find 
global frequent itemsets of size 1, and then global candidate itemsets of size two (and 

                                                           
1 Commutative encryption means that if we have two encryption algorithms E1 a n d  E2, 

the order of their application is irrelevant; that is E1 (E2 (x)) = E2 (E1 (x)). 
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then repeatedly find local frequent itemsets of size k in order to share them with oth-
ers for obtaining global itemsets of size k that can then formulate global candidate 
itemset of size k + i). 

In our method, each party works locally finding all local frequent itemsets of all 
sizes.  They can use Yao’s Millionaire protocol to find the largest size for a frequent 
local itemset.  This party sets the the value k and parties use our protocol to share all 
local and frequent itemset of size k. Once global frequent itemsets of size k are 
known, parties can check (using the anti-monotonic property that if an itemset is fre-
quent all its subsets must be frequent) so they do not disclose locally frequent itemsets 
that have no chance of being globally frequent. 

 

 
 

Fig. 3. Steps for Sharing Global Candidate Itemsets Reduced from 6 to 4 Steps 

 
With this last aspect of our protocol we improve the privacy above previous algo-

rithms [8]. Specifically, the contribution here is the sharing process was reduced from 
6 steps to 4 steps as Figure 3 shows. 

7   Cost of Data Breach 

In the past, parties who seek privacy were hesitant to implement database encryption 
because of the very high cost, complexity, and performance degradation.  Recently, 
with the ever growing risk of data theft and emerging legislative requirements, parties 
are more willing to compromise efficiency for privacy.  The theoretical analysis indi-
cates that the computational complexity of RSA decryption of a single n bit block is 
approximately O(n3), where n denotes both the block length and key length (exponent 
and modulus). This is because the complexity of multiplication is O(n2 ), and the 
complexity of exponentiation is O(n) when square and multiply is used. The 
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OpenSSL implementation can be used (with RSA keys) for secure, authenticated 
communication between different sites [31]. SSL is short for Secure Sockets Layer, a 
protocol developed by Netscape for transmitting private data via the Internet. The 
overhead of SSL communication has been found of practical affordability by other 
researchers [32]. 

We analyzed the cost of RSA encryption [23] in terms of computation, number of 
messages, and total size. For this analysis, we implemented RSA in Java to calculate 
the encryption time of a message of size m = 64 bytes with encryption key of 1024-
bits. This time was 0.001462 sec on a 2.4MHz Pentium 4 under Windows. This is 
perfectly comparable with the practical computational cost suggested by earlier meth-
ods [8]. While some regards RSA is too slow for encrypting large volumes of data 
[33], our implementation is particularly competitive. An evaluation of previous meth-
ods [8] suggested that (on distributed association rule mining parameters found in the 
literature [34]), the total overhead was approximately 800 seconds for databases with 
1000 attributes and half a million transactions (on a 700MHz Pentium 3). Our imple-
mentation requires 30% of this time (i.e. 234.2 seconds), but on a Pentium 4. In any 
case, perfectly affordable. 

In an extension to the above results achieved in our previous research [23], we per-
formed another set of experiments to compare our protocol to the previous protocol 
presented in [8]. To achieve the best and unbiased results, we generated random data 
to create different database sizes from 2,500 bytes to 3,500,000 bytes. 

The results in Table 1 shows the comparison of performance between our protocol 
and the protocol presented in [8]. We can notice that there is a significant difference 
in the performance of the two protocols where our protocol shows important  
superiority. 

The experiments included the whole steps of each protocol except for shuffling the 
records which is supposed to take the same amount of time in both of the protocols 
and thus can be ignored. In other words, the experiments performed included the 
encryption and decryption of different databases’ sizes to compare the performance of 
our protocol to the other protocol. Figure 4 show that our protocol is significantly 
faster than the protocol in [8]. 

 
Table 1. The comparison of the performance of the two protocols 
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Fig. 4. Our Protocol Compared to Previous Protocol 

8   Conclusion 

Organizations and people like their data to be strictly protected against any unauthor-
ized access. For them data privacy and security is a priority. At the same time, it 
might be necessary for them to share data for the sake of getting beneficial results. 
The problem is how can these individuals or parties compare their data or share it 
without revealing the actual data to each other. It is also always assumed that the 
parties who want to compare or share data results do not trust each other and/or com-
pete with each other. 

We have presented a new classification for the privacy preserving data  mining 
problems. The new classification is better because individuals or parties who want  to 
protect their data usually look at  the privacy preserving tools as a black box with  
input and output. Usually the focus is not whether the privacy preserving data mining 
technique is based on cryptography techniques or based on heuristic techniques. What 
is important is, we want to protect the privacy of our data at Level 1, Level 2 or at 
Level 3. 

In [23], we proposed a flexible and easy-to-implement protocol for privacy pre-
serving data sharing based on a public-key cryptosystem. Through an extensive ex-
periments, we proved that our protocol is efficient in practical and it requires less 
machinery than previous approaches (where commutative encryption was required). 
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This protocol ensures that no data can be linked to a specific user. We did not gener-
ate an output of a mining task (association rules) but our protocol can be applied ei-
ther databases or to the output of a mining task (i.e. association rules). Our protocol 
allows users to conduct private mining analyses without loss of accuracy.  A privacy 
concern of this protocol –in case of sharing actual databases- is that the users get to 
see the actual data. But previous research has explored that parties are willing to trade 
off the benefits and costs of sharing sensitive data [35], [36]. The results of this re-
search showed that parties are willing to trade-off privacy concerns for economic 
benefits.  There are few issues that may influence practical usage of the presented 
protocol. While our protocol is efficient, it may be still a heavy overhead for parties 
who want to share huge multimedia databases. Also, as we mentioned before; the 
problem of trusting one party with shuffling the records and publishing the data-
base\or association rules to all parties can be solved with slightly more cost. If there 
are N parties, each party plays the data distributor with i/N share of the data, and we 
conduct N rounds. 

In summary, with more analysis and extensive experiments, we showed that our 
protocol not only satisfies the security requirements but also more efficient than the 
protocol presented in [8]. We showed that the overhead to security is reduced as we 
do not need commutative encryption , the basket market sharing process was reduced 
from 6 steps to 4 steps, and the protocol is more secure as we share less local frequent 
itemsets that may not result in a global frequent itemsets. 
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Abstract. Dentists look for abnormality in radiograph for determining any dis-
eases that may appear at the apices of the teeth. However poor quality of the  
radiograph produces weak visual signal that may produce misleading interpreta-
tions. Hence the quality of radiograph influence dentists’ decision that reflects 
the success or failure of any suggested treatments. Thus this work aim to ana-
lyze the abnormality found in intra-oral dental radiographs by comparing the 
original images with images that had been enhanced using compound enhance-
ment algorithms (CEA) namely Sharp Adaptive Histogram Equalization 
(SAHE) and Sharp Contrast adaptive histogram equalization (SCLAHE).  
Results show that SCLAHE enhanced images provide slight improvement, 
compared to the original images, in detecting widen periodontal ligament space 
abnormality  

Keywords: Intra-oral dental radiograph; periapical lesion; AHE; CLAHE. 

1   Introduction 

Radiographic diagnosis influence treatment planning and overall cost of dental health 
care [1]. Radiographs images are often noisy and low in contrast and sometimes make 
it difficult to interpret [2]. Studies have proven that image processing techniques can 
assist dentists to improve diagnosis [3-5]. Contrast enhancement is one of the 
techniques that are actively being researched to improve the dental radiographs. Even 
though contrast enhancements are usually built in the software accompanying the x-
ray machines, the interactive trial and error adjustment of contrast and brightness is a 
time-consuming procedure [5]. Thus a more automated and universal contrast 
enhancement is needed to overcome this problem. This work compares the 
performance of sharpening function combined with adaptive histogram equalization 
(SAHE) and sharpening combined with contrast limited adaptive histogram 
equalization (SCLAHE) with the original image. The tests are limited to assessing the 
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abnormality detection of dedicated pathologies. Comparison and correlation are made 
between the dentists’ perceptions and statistical values such as contrast improvement 
index (CII), signal to noise ratio (SNR) and root mean square error (RMSE). 

2   Research Backgound 

Contrast enhancement algorithm has proven to have some impact in improving dental 
radiographs [2-5]. Contrast is the visual differences between the various black, white 
and grey shadows exist in an image [6]. Contrast enhancement algorithms are func-
tions that manipulate the brightness intensity of the image by stretching brightness 
values between dark and bright area [7]. This operation will generate clearer image to 
the eyes or assist feature extraction processing in computer vision system [8].  Re-
search related to application of several techniques such as high pass and contrast en-
hancement had been applied to dental radiographs [2-5][9-10]. Some of these tech-
niques are available in the software provided by the x-ray machine vendor such as are 
Digora for Windows [2], Photoshop 8.0 [3] and Trophy Windows [4]. Algorithm such 
as Sliding window adaptive histogram equalization (SWAHE) [5] and frequency 
domain algorithms [9] also provide successful enhancement. High pass filters that 
have been used are shadow [2] and sharpening [2][10]. Other contrast enhancement 
variations are adaptive histogram equalization (AHE) [3], bright contrast enhance-
ment [4] and pseudo-colored with brightness-contrast adjustment [4]. Negative or 
inversion algorithm have been used in [2][4] to test the effect of brightness changes in 
dark region of images.   

The dental anatomical structures that had been investigated are the upper and lower 
jaw [2-5, 9-10]. The focus areas that had been studied are specific area around upper 
and lower jaw such as around palatal, distal and mesial [2-3]. Besides that area around 
the teeth (molar and biscuspid) [4-5] and tooth supporting structure such as periodotal 
ligament space (PDL) [2][5] and lamina dura [3-4] also are the main interest of the 
investigations. These researches correlates the abnormality pathologies in Ozen [11] 
which are periapical radiolucency, widen periodontal ligament space and loss of lam-
ina dura. These pathologies are the symptom for the existence of periapical disease 
[11]. 

Most surveys include four to five dentists [3], radiologist [2][4] and post graduate 
with experiences in oral and maxillofacial radiology including digital radiography [5]. 
The number of image samples used ranges between 12 - 42 of panoramic radiographs 
[2], periapical digital radiographs [3] [5], interproximal radiographs [4] and bitewing 
[5] images. Overall results of these works support the idea that digitally enhanced 
images do provide extra information for dentists [2-3]. The twin-view reading ex-
periments show that it helps improve quality of periapical diseases examinations  
[4-5]. However these studies compared the overall quality of the non-process images 
and enhanced images but none had based their assessment on the ability of detecting  
abnormalities.  

Therefore this paper proposes to explore the diagnostic potential between the origi-
nal and enhanced image by compound enhancement algorithms (CEA), namely 



558 S.A. Ahmad et al. 

SAHE and SCLAHE. The CEA is the combination of sharpening function (type of 
high pass filter) and contrast enhancement.  

3   Material and Method 

3.1    Material 

Thirty intra-oral periapical radiographs are obtained using Planmeca Intra Oral ma-
chine from Faculty of Dentistry UiTM Shah Alam. The questionnaire is designed by 
aligning the original image, the image enhanced with SAHE and SCLAHE in a row 
(termed as twin-view [3-4]). The images are rated using Riker scale. The subject of 
the research includes three dentists with experiences ranging between six to fifteen 
years. This study already received ethical approval by University Technology MARA 
Ethical Committee (reference No: 600-RMI (5/1/6). 

3.2    Method  

The methodology consists of three phases; image processing phase; survey phase and 
finally statistical measurements phase.  

The first phase involved image processing processes. SCLAHE consists of two 
steps; sharpening filter and CLAHE enhancement. Sharpening algorithm is used to 
sharpen the outline of the periapical features [13] and enhanced bone structure [2]. 
Laplacian filter is used to perform image sharpening process. It detects the outlines of 
the objects by convolving a mask with a matrix centered on a target pixel. The Lapla-
cian detects the edge using a mask as in Fig. 1 [13]. 

 

Fig. 1. Laplacian Edge Detection Mask 

CLAHE on the other hand reduces noise that arises from adaptive histogram 
equalization (AHE). This technique eliminates the random noise introduced during 
the AHE process by limiting the maximum slope of the grey scale transform function. 
The slope of the cumulative distribution function is determined by the bin counts. 
Large bin count will result in more slopes. Thresholding (clipping) the maximum 
histogram count, can limit the number of slopes [14].  

The second phase involves a survey of dentists’ perception ratings on original im-
age and image enhanced with SAHE and SCLAHE. In this phase, the dentist had to 
classify the presence of periapical radiolucency, the presence of widen periodontal 
ligament space (widen PDLs)  and the presence of loss of lamina dura in the dental 
images based on the specification in Table 1, Table 2 and Table 3. 
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Table 1. Rating criteria for detection of the presence of periapical radiolucency 

Class Description 
1 Periapical radiolucency detected 
2 No periapical radiolucency detected but other 

     abnormality detected 
3 No periapical radiolucency detected and no 

    abnormality detected 

Table 2.  Rating criteria for detection of the presence of widen periodontal ligamen space 

Class Description 
1 Widen periodontal ligament space detected 
2 No widen periodontal ligament space detected but 

other abnormality detected 
3 No widen periodontal ligament space detected and 

no abnormality detected 

Table 3. Rating tcriteria for detection of the presence of loss of lamina dura 

Class Description 
1 Loss of lamina dura detected 
2 No loss of lamina dura detected but other abnormal-

ity detected 
3 No loss of lamina dura detected and no abnormality 

detected 

Explanation of each of the class is as follow; Class 1 is for the pathology that is 
clearly detected. Class 2 refer to no specified pathology appear in the image but other 
abnormality detected. Finally class 3 refers to none of the particular pathology as well 
as other pathologies are detected. Class 3 possibly will be a sign that the teeth were 
either healthy (since no lesion could be observed) or the image quality is not good at 
all since it cannot show any lesion clearly.  

Finally in the last phase the changes in the image appearance are measured statisti-
cally. CII, SNR and RMSE are used to measure the quantitative values between 
SAHE and SCLAHE.  

CII is the popular index used by radiologist to check visibility of lesions in radio-
graphs [15]. It is calculated by Cprocesses/Coriginal where both are the contrast values for 
the region of interest in the enhanced images and original images respectively [15]. C 
is defined as in the following equation; 

 

)/()( bfbfC +−=  (1) 

where f is the mean gray-level value of the image and b is the mean gray-level value 
of the background [16].   
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SNR is the measurement of the signal out of noise in an image and is calculated by 
the ratio of the signal standard deviation to the noise standard deviation. The SNR 
equation is as follows; 

                           

(2)

 
The problem in quantifying and improving the enhancement method is that one 

must able to separate noise from signal. That’s how the importance of SNR is. It pro-
vides measurement for image quality in term of image details and checks the per-
formance of the enhancement methods [17].  

Finally the average magnitude of error in the enhanced image based on the original 
image is calculated by RMSE and the lower value is the better. [18]. RMSE equation 
is as follows; 

                      

(3)

 

4   Result 

Results are discussed based on dentists’ perceptions and statistical analysis of CII, 
SNR and RMSE of widen periodontal ligament space only. Fig. 2 - 4 show the results 
of dentists’ perception towards the three pathologies; periapical radiolucency, widen 
periodontal ligament space (PDLs) and loss of lamina dura. Fig. 5 is the clearly de-
tected pathologies or class = 1 only results. The results of Fig. 2 - 5 are based on thirty 
images. These results are based on each image that get score 1, 2 or 3 based on each 
dentists’ perception. Table IV is the result of widen periodontal ligament space statis-
tical value of each image compared to the dentists’ evaluations. This result is based on 
only twenty six images (due to some technical errors, only twenty six images are able 
to be extracted for statistical values). Due to limitation of space, the other two abnor-
mality statistical values cannot be reported here.   

Fig. 2 shows that for periapical radiolucency, out of 90 observations, there are 
clearly observed (class = 1) periapical radiolucency abnormality as follows; 60 im-
ages by original images, 40 by imaged enhanced by SAHE and 59 by image enhanced 
by SCLAHE. As for class equal 2 and 3, SAHE show largest values compared to 
others.  

Fig. 3 shows the population of widen PDLs in the sample. It shows that out of 90 
observations, for clearly observed widen PDLs (class = 1), SCLAHE got highest 
values (67), compared to original (62) and SAHE (53). For class 2, original are at par 
with SAHE (11) and SCLAHE score only 8. As for class 3, SAHE is the highest.    
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Fig. 4 shows the population of loss of lamina dura. The table indicated that SCLAHE 
almost at par (61) with the original image (62), while SAHE is the lowest (47).  

Fig.5 records only the clearly detected pathology (class = 1). It shows that for peri-
apical radiolucency, original score the best (60) however SCLAHE score only one point 
behind (59) and SAHE score the least (40). As for widen PDLs, SCLAHE (67) scores 
more than original image (62) and SAHE (53). Finally for loss of lamina dura, original 
scores the best (62) but SCLAHE only one point behind (59) and SAHE score only 47. 

 

Fig. 2. Periapical Radiolucency Abnormality ranking 

 

Fig. 3. Widen PDLs Abnormality ranking 
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Fig. 4. Loss of Lamina Dura Abnormality ranking 

 

Fig. 5. Dentists’ perception on clearly detected abnormalities  

Due to the limitation of space, the results only limited to widen PDLs. Table IV are 
the results of statistical values of the widen PDLs pathology for each images (ImgID) 
compared to the dentists’ evaluations. Mode column indicates the highest value rated 
by the dentists’ for original images, SAHE and SCLAHE. The 1, 2 and 3 is the class 
rating by dentists’ for each image as in Table 1, Table 2 and Table 3. The sorting of 
these tables are based on original mode column. For the row that has the value #N/A, 
shows that all the dentists have different rating. Statistical values are only for SAHE 
and SCLAHE as the calculations are based on original images.  
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The observation of the mode values are as follows; for original images, for score 
equal to one, original get 20, SCLAHE get 21 and SAHE get 17. For score equal to two, 
SAHE get three and original and SCLAHE get the same (1). For score equal 3, SAHE 
get the highest (6), original get 4 and SCLAHE get 3. Finally for #NA, SAHE get none 
and original and SCLAHE get the same (1). Based on mode values, it shows that only 
ImgID 11 shows change in rating from 3(original image) to 1 (SAHE and SCLAHE). 

The statistical values are calculated based on original images hence the comparison 
is only between SAHE and SCLAHE performance. The observation of mode that 
change from rating 3  in SAHE to 1 in SCLAHE are as follows; ImgID 3 and ImgID 
6. As for the change in rating from 2 in SAHE to 1 in SCLAHE are as follows; ImgID 
8 and ImgID 20. Others values are the same between the two. By comparing the CII 
and RMSE values between the two CEAs it shows the trend that SAHE has higher 
values than SCLAHE. As for SNR, SCALHE values are higher than SAHE.  

Table 4. The mode of dentists‘ rating and statistical value for the presence of widen Periodontal 
ligamanet space 

5 Discussion

The present study evaluated the performance of compound enhancement algorithm 
(CEA) namely SAHE and SCLAHE compared to original intra-oral dental 
radiographs focusing on two aims; 1) dentists’ subjective visualization evaluation on 
the existence of pathologies in pre and post processing and 2) Correlation between 
dentists’ perception and statistical measurement for each image of widen PDLs 
abnormality.

ImgID
Mode 
Original

Mode
SAHE

CII
SAHE

SNR
SAHE

RMSE
SAHE

Mode
SCLAHE

CII
SCLAHE

SNR
SCLAHE

RMSE
SCLAHE

1 1 1 5.05 7.70 111.18 1 2.88 12.67 67.63

2 1 1 2.98 9.60 91.91 1 1.12 23.02 24.00

3 1 3 15.83 6.25 128.49 1 1.74 22.38 25.59

4 1 1 4.74 9.60 97.65 1 1.21 22.17 27.77

5 1 1 3.47 8.79 99.66 1 1.21 22.18 26.13

6 1 3 22.40 5.58 137.31 1 1.97 22.44 25.44

7 1 1 3.47 9.69 96.74 1 1.23 22.23 27.62

8 1 2 6.72 8.49 109.05 1 1.51 20.33 33.40

9 1 1 2.54 10.16 92.33 1 1.15 21.87 28.62

12 1 1 7.62 11.75 78.75 1 1.39 17.14 45.96

13 1 1 2.90 12.93 69.73 1 1.36 20.27 33.46

15 1 1 1.70 14.05 62.31 1 1.23 18.42 40.27

17 1 1 8.41 10.29 90.79 1 1.49 16.22 50.17

18 1 1 9.11 11.11 83.63 1 1.41 17.01 46.34

19 1 1 15.34 10.63 87.75 1 1.37 17.44 44.42

20 1 2 18.34 8.54 108.11 1 1.85 14.71 58.34

21 1 1 9.81 10.15 92.01 1 1.82 15.13 55.96

22 1 1 6.17 10.56 88.32 1 1.54 16.59 48.34

23 1 1 12.30 9.16 101.58 1 1.68 16.10 50.77

26 1 1 12.52 6.42 126.26 1 1.89 20.48 30.96

10 2 2 0.95 15.36 54.69 2 0.90 20.59 32.42

11 3 1 8.27 10.56 88.36 1 1.45 15.73 52.67

14 3 3 3.16 11.38 81.38 3 1.55 15.66 53.06

24 3 3 1.03 15.26 55.20 3 0.97 20.03 34.27

25 3 3 1.47 14.13 61.85 3 1.13 20.27 33.47

16 #N/A 3 6.05 11.51 80.37 #N/A 1.47 17.29 45.08
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5   Discussion 

The present study evaluated the performance of compound enhancement algorithm 
(CEA) namely SAHE and SCLAHE compared to original intra-oral dental radio-
graphs focusing on two aims; 1) dentists’ subjective visualization evaluation on the 
existence of pathologies in pre and post processing and 2) Correlation between  
dentists’ perception and statistical measurement for each image of widen PDLs  
abnormality. 

Figure 2 – 4 shows that dentists able to clearly observed more periapical radiolu-
cency and loss of lamina dura on original images compares to the CEA. As for widen 
PDLs, SCLAHE produces clearer visual compares to original and SAHE. However 
performance of SCLAHE is actually quite good as original image as the difference 
between original and SCLAHE is only 1 (refer to Class = 1, in Fig. 2 and Fig.4). On 
the other hand, SAHE performance is higher in Class=2, which indicated maybe 
SAHE is good in detecting other or different pathologies other than periapical radio-
lucency, widen PDLs and loss of lamina dura.  

Figure 5 indicates clearly the performance of CEA over original images in clearly 
detected pathologies. It shows that dentists prefer original images other than enhanced 
image. SCLAHE however overcome original images in detecting widen PDLs. This 
result is in line with the general conclusion of many studies reporting that image proc-
essing techniques do improved diagnostic accuracy and may assist dentists in decid-
ing the most suitable treatment for patients [2-5][9-10]. Sharpening function that been 
applied before CLAHE also plays an important role in enhancing the edges and able 
to enhance bone structures [2]. Enhanced edges are often more pleasing to human 
visual system than original images [2][8]. The SCLAHE performance had been re-
ported in [19-21] as better than original image in clearly detecting widen periodontal 
ligament space [19-21] and loss of lamina dura[19][21]. However the detection of 
periapical  radiolucency of SCLAHE is as par as original images [19-21]. Still none of 
the papers did any quantitative measurement of the evaluation between the non-
processed/original and processes images. Another issue to be considered regarding 
this finding is that, the methodology of twin-view might effects the dentists’ evalua-
tion since they are used to original images thus influence their decisions.  

Table IV is the values of mode for dentists’ evaluations for widen PDLs abnormal-
ity compared to statistical values of CII, SNR and RMSE. These measurements are 
based on original images as reference.  Focusing on ImgID 3 and ImgID 6 higher CII 
values does not given the dentist’ better visual as they chose SCLAHE is more clear 
(mode =1)  than SAHE (mode=3) in detecting the widen PDLs abnormality.  As for 
SNR, the finding is in line with the theory that better signal than noise is in SCLAHE 
than in SAHE [17]. Looking at RMSE values, the higher values for SAHE shows that 
the magnitude of errors in this CEA is more than in SCLAHE thus producing lower 
SNR values [18].  

Therefore since the overall results show that SCLAHE values of SNR is higher, but 
the RMSE is lower, and consistence with the dentists’ evaluation mode value,  it can 
be concluded that SCLAHE is superior than SAHE in providing better visualization of 
the intra-oral dental radiograph.  



 The Performance of CEA on Abnormality Detection Analysis 565 

6   Conclusion and Future Works 

In conclusion this work shows that image processing techniques are able to enhance 
the image subjective quality and providing better information for dentists. In compari-
son between the performance of original images and CEA, it shows that dentists still 
prefer original images in detecting periapical radiolucency and loss of lamina dura. 
However, since the method used is twin-view, bias might effects dentists’ evaluation, 
since they are applied based on the original images. However SCLAHE is almost at 
par with original images in detecting both pathologies. As for detecting widen perio-
dontal ligament space, SCLAHE able to overcome original images as well as SAHE.  

The future work aims to restructuring for a new questionnaire that avoid bias as 
well as getting more respondents for better and more conclusive results. 
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Abstract. The systolic array implementation of artificial neural networks is one 
of the ideal solutions to communication problems generated by highly intercon-
nected neurons. A systolic array is an arrangement of processors in an array 
where data flows synchronously across the array between neighbours, usually 
with different data flowing in different directions. The simulation of systolic ar-
ray for matrix multiplication is the practical application in order to evaluate the 
performance of systolic array. In this paper, a two-dimensional orthogonal sys-
tolic array for matrix multiplication is presented. Perl scripting language is used 
to simulate a two-dimensional orthogonal systolic array compared to conven-
tional matrix multiplication in terms of average execution time. The comparison 
is made using matrices of size 5xM versus Mx5 which M ranges from 1 to 10, 
10 to 100 and 100 to 1000. The orthogonal systolic array results show better av-
erage execution time when M is more than 30 compared to conventional matrix 
multiplication when the size of the matrix multiplication is increased. 

Keywords: orthogonal systolic array; matrix multiplication; perl scripting. 

1   Introduction 

Matrix multiplication is the operation of multiplying a matrix with either a scalar or 
another matrix. The ordinary matrix product is most often used and the most impor-
tant way to multiply matrices. It is defined between two matrices only if the width of 
the first matrix equals the height of the second matrix. Multiplying the m x n matrix 
with n x p matrix will result in m x p matrix. If many matrices are multiplied together 
and their dimensions are written in a list in order, e.g. m x n, n x p, p x q and q x r, the 
size of the result is given by the first and the last numbers which is m x r. The values 
surrounding each comma must match for the result to be defined.  

A number of systolic algorithms are available for matrix multiplication, the basic 
computation involved in the operation of a neural network. Using these, many systolic 
algorithms have been formulated for the implementation of neural networks [1]. A 
systolic array is composed of matrix-like rows of data processing units called cells or 
processing elements. Each cell shares the information with its neighbours immedi-
ately after processing. The systolic array is often rectangular where data flows across 
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the array between neighbour cells, often with different data flowing in different direc-
tions. Kung et. al. have proposed a unified systolic architecture for the implementa-
tion of neural network models [2]. It has been shown that the proper ordering of the 
elements of the weight matrix makes it possible to design a cascaded dependency 
graph for consecutive matrix multiplication, which requires the directions of data 
movement at both the input and the output of the dependency graph to be identical. 
Using this cascaded dependency graph, the computations in both the recall and the 
learning iterations of a back-propagation algorithm have been mapped onto a ring 
systolic array.  

A similar mapping strategy has been used in [3] for mapping the recursive back-
propagation network and the hidden Markov model onto the ring systolic array. The 
main disadvantage of the above implementations is the presence of spiral communica-
tion links. In [2], a two-dimensional array is used to map the synaptic weights of indi-
vidual weight layers in the neural network. By placing the arrays corresponding to 
adjacent weight layers side by side, both the recall and the learning phases of the 
back-propagation algorithm can be executed efficiently. But, as the directions of data 
movement at the output and the input of each array are different, this leads to a very 
non-uniform design. 

2   Background 

There are also other applications of the systolic array multiplication which are matrix 
polynomial and powers of a matrix [4]. A matrix polynomial is a matrix whose ele-
ments are univariate or multivariate polynomials. A slight modification of the design 
allow the creation of matrix multiply-and-add step of the form X(n)←X(n-1)A+B. The 
accumulation of B can be done on the fly when the values X(n-1)A reach the left row of 
the array, as depicted by Fig. 1. Consider the calculation of the matrix polynomial 
P=∑k=0BkA

k where Bk and A are n x n matrices. The algorithm is also valid when the 
matrices are n x p, or when the coefficients Bk are vectors. Using Horner’s rule, P can 
be computed by the following iterative scheme: 
 

X(0)  = BN                                                                                     (1) 

X(k)  = X(k-1)A+BN-k                                                                         (2) 

P ≡ X(N)                                                             (3) 

 
Therefore, P can be computed in exactly 2n(N+1)-1 steps on the systolic array  

of Fig. 1. A well-known efficient algorithm for the computation of matrix powers  
P = AN is described by Knuth [5] and Lamagna [6]. It consists in using the binary 
representation of N to control a sequence or multiply by A steps. Although this 
method is not optimal, it has the greatest advantage, compared to others, that is does 
not require an important storage. This property makes it well-suited for a systolic 
realization. 
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More precisely, let NP Np-…N0 be the binary representation of N, and let Cq, Cq-

1,…C0 be the new sequence obtained by rewriting each Nk as SX if Nk =1 or as S if Nk 

=1 or as S if Nk = 0, and by discarding the first pair of letters SX. C is used to control a 
sequence of operations and is interpreted from the left to right, each S meaning square 
the current matrix and each X equal to multiply the current matrix by A. For example, 
decimal 19 is equal to binary 10011 will be rewritten as SSSXSX and the sequence of 
computations will be A2, A4, A8, A9, A18, A19. Then the following iteration scheme 

 
X(0) =  A                                                                       (4) 

X(n) = (X(n-1))2 if Cq-r = S else X(n-1) A                             (5) 

P    ≡ X(q)                                                                       (6) 

 

 

Fig. 1. Systolic array for the matrix polynomial calculation 

The basic calculation to be done is either a square or a matrix multiplication. 
Again, a simple modification of our design enables us to square a matrix. The basic 
idea is to route the result to the upper row of the array too. Depending on the value of 
Cq-1, A or X(n-1) will be fed into the array from the top to bottom. Elementary move-
ments along the vector (1, 0, -1) is compatible with the timing-function t(i, j, 
k)=i+j+k-3 and the resulting design is shown by Fig. 2. As the binary representation 
of N has [log2N]+1 bits, q is majored by 2[log2+N]. Hence, the calculation of AN 
takes a maximum of 2n(2Log2N+1)-1 steps on a n2 mesh connected array. 
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Fig. 2. Systolic array for the powers of matrix calculation. 

3   Methodology 

We have created a simulation program using perl scripting language that simulates the 
orthogonal systolic array and conventional matrix multiplication. The goal of the 
simulator design is to develop an accurate, fast and stable simulator based on an or-
thogonal systolic array and conventional matrix multiplication. 

3.1   Perl Scripting Language 

Scripting languages such as perl, tcl, tk and python are the main achievement of the 
open source movement. Perl is a popular and widely-used cross-platform program-
ming language. In particular, its flexibility can be fully utilized to become a powerful 
simulator. There are no rules about indentation, newlines, etc. Most lines end with 
semicolons, but not everything has to. Most things do not have to be declared, except 
for a couple of things that do [7]. Perl only has three basic data types: scalars, arrays, 
and hashes. It stores numbers internally as either signed integers or double-precision, 
floating-point values. 

Perl is an open source interpreted programming language. It is a control program 
that understands the semantics of the language and its components, the interpreter 
executes program components individually as they are encountered in the control flow.  

Today this is usually done by first translating the source code into an intermediate 
representation called bytecode and then interpreting the bytecode. Interpreted execu-
tion makes perl flexible, convenient and fast for programming, with some penalty 
paid in execution speed.  

One of the major advantages of perl scripting language is the support for regular 
expressions. Regular expressions are the key to powerful, flexible, and efficient text 
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processing. Regular expressions are used in several ways in perl. They are used in 
conditionals to determine whether a string matches a particular pattern. They are also 
used to find patterns in strings and replace the match with something else. Regular 
expressions themselves with a general pattern notation allow the designer to describe 
and parse text [8]. 

3.2   Two-Dimensional Orthogonal Systolic Array 

Systolic array designs have two main characteristics: a) they are flow-simple, where 
each processor element is used once every clock-cycle and they are  locally  con-
nected and  b) where each processing element is connected to  the nearest neighbour. 
Matrix-multiplication systolic array is well known as the matrix multiplication, C = 
AB as shown in Fig. 3 can be implemented on two dimensional arrays using orthogo-
nal arrangement in Fig. 4. Numerous designs can be used depending on whether one 
wants C, A or B to move. Here we consider the simple design where C stays in place. 
Coefficient cij, where 1 ≤ i, j ≥ n thus is calculated by cell i, j of a mesh connected 
array of multiply-and-add processors, as depicted by Fig. 4. Cell i, j contains a regis-
ter c which is first reset to zero and then accumulates successively products aik bkj 

where k varies from 1 to n. However this implementation suffers from the drawback 
that the results do not move and consequently a systolic output scheme has to be de-
signed in order to recover them. 
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Fig. 3. Matrix multiplication C = AB 
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Fig. 4. Orthogonal systolic array for the multiplication of matrices 
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4   Implementation Details 

The simulation program consists of two main scripts which are systolic.pl and run.pl. 
The systolic.pl is the core of the simulation program. It has five parts, which are listed 
in Table 1. The run.pl has been developed in order to get the average execution time. 
The purpose of this script is to execute the systolic.pl in batch mode, which is to get 
10 values of execution time for each matrix multiplication. These values can be used 
to calculate the average execution time. All scripts are executed in Windows® 
environment by using Cygwin™ terminal. 

Table 1. Five parts of systolic.pl 

No Part Functions 
1 random matrix generator to generate the value for matrices or select the 

files for matrix inputs. 
2 systolic array to apply systolic array matrix multiplication using 

orthogonal arrangement. 
3 conventional to apply matrix multiplication using conventional 

approach. 
4 execution time to capture the execution time for each approach. 
5 result to display the result on screen and record it to 

files. 

 
The maximum size of output matrix is 5x5. Hence, the matrix size for the simula-

tion is 5xM versus Mx5, where the M value can be divided into three parts which is 
from 1 to 10, 10 to 100 and 100 to 1000 and the number of processing elements used 
in the simulation is 25. 

5   Result 

Fig. 5 shows the average execution times for a matrix multiplication using orthogonal 
systolic array and conventional approach for matrix values, M, from 1 to 10. At M=1, 
a big differences of average execution time occurs between these two approaches by  
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Fig. 5. Average execution time for 1 ≤ M ≤ 10. 
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61%. While at M=10, only 1.5% difference is seen between the two approaches. From 
here, we noticed that the orthogonal systolic array needs more time to compute the 
matrix multiplication for a small matrix size compare to the conventional approach 
because the matrix was been multiplied using reusable processing elements, which 
introduced delays. 

For matrix size with value M from 10 to 100, as shown in Fig. 6, the average exe-
cution times for matrix multiplication using conventional approach is increased. For 
M=10, the average execution time required for orthogonal systolic array to complete 
the matrix multiplication is 11.9% higher than conventional approach. When M=20, 
the differences became smaller and slightly equal to conventional approach. After 
M=30 and above, the average execution time for conventional approach is higher than 
the orthogonal systolic array approach. 
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Fig. 6. Average execution time for 10 ≤ M ≤ 100. 

In Fig. 7, the average execution time for matrix multiplication using orthogonal 
systolic array is lower than the conventional approach. The total average execution 
time for orthogonal systolic array is 150 ms while that for the conventional approach 
is 174 ms. The percentage increase is up to 7.4% for 100 ≤ M ≤ 1000. The orthogonal 
systolic array approach is much better than conventional approach for large size ma-
trix multiplications. 
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Fig. 7. Average execution time for 100 ≤ M ≤ 1000 



574 A.H. Mohd Shapri, N.A. Rahman, and M.H. Abd. Wahid 

6   Conclusion 

This paper evaluates the performances of two-dimensional orthogonal systolic array 
compared to conventional approach for the multiplication of matrices. Three series of 
evaluation has been completed for M in range of 1 to 10, 10 to 100 and 100 to 1000. 
From the results, the average execution time was examined and the orthogonal sys-
tolic array show a better results compared to the conventional approach. When M=30 
and above, the orthogonal systolic array shows less average execution time, which 
performed better. When M=20, the average execution time between orthogonal sys-
tolic array and conventional approach is slightly same and at M=1, major differences 
of value occurred. The main advantage of the orthogonal systolic array is the process-
ing elements can be reused for a new multiplication without the need of intermediate 
storage.    

In conclusion, an orthogonal systolic array can be used perfectly in order to handle 
large sizes of matrix multiplication with better performance than conventional  
approach. 
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Abstract. Application of soft sets theory for classification of natural
textures has been successfully carried out by Mushrif et. al.. However
the approach can not be applied in a particular classification problem,
such as problem of text classification. In this paper, we propose the
new numerical data classification based on similarity fuzzy soft sets. In
addition can be applied to text classification, this new fuzzy soft sets
classifier (FSSC) can also be used in general numerical data classifica-
tion. As compare to previous soft sets classifier on seven real data sets
experiments, the new proposed approach give high degree of accuracy
with low computational complexity.

Keywords: fuzzy soft set theory, numerical data, classification.

1 Introduction

Classification, one of the most popular and significant machine learning areas, is
particularly important when a data repository contains samples that can be used
as the basis for future decision making: for example, medical diagnosis, credit
fraud detection or image detection. Machine learning researchers have already
proposed many different types of classification algorithms, including nearest-
neighbour methods, decision tree induction, error backpropagation, reinforce-
ment learning, lazy learning, rule-based learning and relatively new addition is
statistical learning. From amongst this vast and ever increasing array of classi-
fication algorithms, it becomes important to ask the question ’which algorithm
should be the first choice for my present classification problem?’

To answer this question, Ali and Smith [2] has conducted research comparing
the 8 algorithms/classifiers with 100 different classification problems. The rela-
tive weighted performance measures showed that there was no single classifier
to solve all 100 classification problems with best performance over the experi-
ments. There have been numerous comparisons of the different classification and
prediction methods, and the matter remains a research topic. No single method
has been found to be superior over all others for all data sets [8]. This is our
motivation to proposed a new classification algorithm, based on soft sets theory.

In 1999, D. Molodtsov [16], introduced the notion of a soft set as a collection
of approximate descriptions of an object. This initial description of the object
has an approximate nature, and we do not need to introduce the notion of
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exact solution. The absence of any restrictions on the approximate description
in soft sets make this theory very convenient and easily applicable in practice.
Applications of soft sets in areas ranging from decision problems to texture
classification, have surged in recent years [5,12,17,21].

The soft sets theory can work well on the parameters that have a binary num-
ber, but still difficult to work with parameters that have a real number. There
are many problems in the classification involving real numbers. To overcome this
problem, Maji et al. [11] have studied a more general concept, namely the the-
ory of fuzzy soft sets, which can be used with the parameters in the form of real
numbers. These results further expand the scope of application soft sets theory.
There are two important concepts underlying the application of the theory of soft
sets in numerical classification problems. First, the concept of decision-making
problems based on the theory of fuzzy soft sets, and the second is the concept
of measuring similarity between two fuzzy soft sets.

Based on an application of soft sets in a decision making problem presented
by [12], Mushrif et al. [17] presented a novel method for classification of natural
textures using the notions of soft set theory, all features on the natural textures
consist of a numeric (real) data type, have a value between [0,1] and the algorithm
used to classify the natural texture is very similar to the algorithms used by Roy
and Maji [21] in the decision-making problems with the theory of fuzzy sets
softs. In their experiments, Mushrif et al. used 25 texture classes with 14 texture
features. The algorithm was successfully classify natural texture with very high
accuracy when compared with conventional classification methods such as Bayes
classifier and a minimum distance classifier based on Euclidean distance. He has
also proved that the computation time for classification is much less in case of soft
set method in comparison with Bayes classification method. However, soft sets
approach proposed by the [17] can not work properly in particular classification
problem, such as problem of text classification. This classifier has a very low
accuracy, and even failed to classify text data.

Measuring similarity or distance between two entities is a key step for several
data mining and knowledge discovering task, such as classification and cluster-
ing. Similarity measures quantify the extent to which different patterns, signals,
images or sets are alike. The study of how to measure the similarity between
soft sets have been carried out by Majumdar and Samanta [15] and Kharal [9],
then Majumdar and Samanta [14] is also expanding his study to measure the
similarity of fuzzy soft set and describe how to used that formula in medical
diagnosis to detect wheter an ill person to perform certain is suffering from a
disease or not.

This paper proposed a new approach of classification based on fuzzy soft
set theory, using concept of similarity between two fuzzy soft sets, we call this
classifier as fuzzy soft sets classsifier (FSSC). FSSC, first construct model fuzzy
soft sets (F̃ , E) for each class and construct model fuzzy soft sets (G̃, E) for data
without class labels. Next find the similarity measure, S(F̃ , G̃), between (F̃ , E)
and (G̃, E). The new data will be given a class label according to the class with
the highest similarity. As compare to (fuzzy) soft sets classification of natural
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textures by Mushrif et. al. on two real data sets experiments, the new proposed
approach give high degree of accuracy with low computational complexity. We
use the seven types of data sets from UCI to compare between the proposed
fuzzy soft-set classifier to soft set classifier proposed by [17].

The rest of this paper is organized as follows. In the next section, we describes
soft set and fuzzy soft sets. In Section 3, describes the concepts of classification
base on soft sets theory and we describes our new propose FSSC algorithm in this
section. Section 4, describes the classifier evaluation methodology. In Section 5,
discuss about experiments to compare between FSSC and soft sets classification
algorithm proposed by Mushrif et. al.. In the final section, some concluding
comments are presented.

2 Soft Set Theory

In this section, we recall the basic notions of soft sets and fuzzy soft sets. Let U be
an initial universe of objects and EU (simply denoted by E) the set of parameters
in relation to objects in U . Parameters are often attributes, characteristics, or
properties of objects. Let P (U) denote the power set of U and A ⊆ E. Following
[16,13], the concept of soft sets is defined as follows.

2.1 Definition of Soft Set

Definition 1. ([16]) Let U be initial universal set and let E be a set of param-
eters. Let P (U) denote the power set of U . A pair (F, E) is called a soft set over
U , if only if F is a mapping given by F :A → P (U).

By definition, a soft set (F, E) over the universe U can be regarded as a param-
eterized family of subsets of the universe U , which gives an approximate (soft)
description of the objects in U . As pointed in [16], for any parameter E, the sub-
set may be considered as the set of ε-approximate elements in the soft set (F, E).
It is worth noting that F (ε) may be arbitrary: some of them may be empty, and
some may have nonempty intersection [16]. For illustration, Molodtsov consid-
ered several examples in [16]. Similar examples were also discussed in [13,1].

From that definition, it is known that fuzzy set introduced by L.A. Zadeh [23]
is kind of special soft sets. Let A be a fuzzy set and μA be a subject function (μA

be a mapping of U into [0,1]). To this problem, Maji et al. [11] initiated the study
on hybrid structures involving both fuzzy sets and soft sets. They introduced in
[11] the notion of fuzzy soft sets, which can be seen as a fuzzy generalization of
(crisp) soft sets.

2.2 Definition of Fuzzy Soft Sets

Definition 2. ([11]) Let U be an initial universal set and let E be set of
parameters. Let P̃ (U) denote the power set of all fuzzy subsets of U . Let A ⊂ E.
A pair (F̃ , E) is called a fuzzy soft set over U , where F̃ is a mapping given by
F̃ :A → P̃ (U).
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In the above definition, fuzzy subsets in the universe U are used as substitutes
for the crisp subsets of U . Hence it is easy to see that every (classical) soft set
may be considered as a fuzzy soft set. Generally speaking F̃ (ε) is a fuzzy subset
in U and it is called the fuzzy approximate value set of the parameter ε.

It is well known that the notion of fuzzy sets provides a convenient tool for
representing vague concepts by allowing partial memberships. In the definition of
a fuzzy soft set, fuzzy subsets are used as substitutes for the crisp subsets. Hence
every soft set may be considered as a fuzzy soft set. In addition, by analogy with
soft sets, one easily sees that every fuzzy soft set can be viewed as an (fuzzy)
information system and be represented by a data table with entries belonging
to the unit interval [0,1]. For illustration, we consider the following example

Example 3. This example taken from [14], suppose a fuzzy soft set (F̃ , E)
describes attractiveness of the shirts with respect to the given parameters, which
the authors are going to wear. U = {x1, x2, x3, x4, x5} which is the set of all shirts
under consideration. Let P̃ (U) be the collection of all fuzzy subsets of U . Also
let E= e1= “colorful”, e2 = “bright”, e3 = “cheap”, e4 = “warm”. Let

F (e1) =
{ x1

0.5
,

x2

0.9
,
x3

0
,
x4

0
,
x5

0

}
, F (e2) =

{ x1

1.0
,

x2

0.8
,

x3

0.7
,
x4

0
,
x5

0

}

F (e3) =
{x1

0
,
x2

0
,
x3

0
,

x4

0.6
,
x5

0

}
, F (e4) =

{x1

0
,

x2

1.0
,
x3

0
,
x4

0
,

x5

0.3

}

Then the family {F̃ (ei), i = 1, 2, 3, 4} of P̃ (U) is a fuzzy soft set (F̃ , E). Tabular
representation for fuzzy soft sets (F̃ , E) show in Table-1.

Table 1. Tabular representation of fuzzy Soft-Set (F̃ , E)

U e1 e2 e3 e4

x1 0.5 1.0 0 0
x2 0.9 0.8 0 1.0
x3 0 0.7 0 0
x4 0 0 0.6 0
x5 0.2 0.8 0.8 0.4

There are two important concepts underlying the application of the theory of
fuzzy soft sets in numerical classification problems. First, the concept of decision-
making problems based on the theory of fuzzy soft sets early proposed by Maji
et. al. [21], and the second is the concept of measuring similarity between two
fuzzy-soft-sets proposed by Majumdar and Samanta [14]. The following will be
explained briefly about these two concepts.

2.3 Fuzzy Soft Set Based Decision Making

We begin this section with a novel algorithm designed for solving fuzzy soft
set based decision making problems, which was presented in [21]. We select
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this algorithm, because this algorithm have similarity with soft sets classifier
algorithm proposed by Mushrif et. al. [17] for classification of natural textures.
Next Feng [5] show that this algorithm is actually a useful method for selecting
the optimal alternative in decision making problems based on fuzzy soft sets,
while the counter example given in [10] is not sufficient for concluding that the
Roy-Maji method is incorrect.

Algorithm 4. Fuzzy soft sets decision making problem algorithm by Roy-Maji
[21].

1. Input the fuzzy soft sets (F̃ , A), (G̃, B) and (H̃, C).
2. Input the parameter set P as observed by the observer.
3. Compute the corresponding resultant fuzzy soft set (S̃, P ) from the fuzzy

soft sets (F̃ , A), (G̃, B), (H̃, C) and place it in tabular form.
4. Construct the comparison table of the fuzzy soft set (S̃, P ) and compute ri

and ti for oi, ∀i.
5. Compute the score si of oi, ∀i.
6. The decision is ok if sk = maxi si.
7. If k has more than one value then any one of ok may be chosen.

Roy and Maji [21] pointed out that the object recognition problem may be viewed
as a multi-observer decision making problem, where the final identification of
the object is based on the set of inputs from different observers who provide the
overall object characterization in terms of diverse sets of parameters. The above
Algorithm-4 gives solutions to the recognition problem by means of fuzzy soft
sets. This method involves construction of comparison table from the resultant
fuzzy soft set and the final optimal decision is taken based on the maximum
score computed from the comparison table.

The comparison table is a square table in which rows and columns both are
labelled by the object names o1, o2, . . . , on of the universe, and the entries cij

indicate the number of parameters for which the membership value of oi exceeds
or equals the membership value of oj . Clearly, 0 ≤ cij ≤ m, where m is the
number of parameters. The row-sum ri of an object oi is computed by

ri =
n∑

i=1

cij (1)

Similarly the column-sum tj of an object oj is computed by

tj =
n∑

j=1

cij (2)

Finally, the score si of an object oi is defined by

si = ri − ti (3)

The basic idea of Algorithm-4 was illustrated in [21] by a concrete example
(see Section 4 of [21] for details).
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2.4 Similarity between Two Soft Sets

Measuring similarity or distance between two entities is a key step for several
data mining and knowledge discovering task, such as classification and cluster-
ing. Similarity measures quantify the extent to which different patterns, signals,
images or sets are alike. Several researchers have studied the problem of simi-
larity measurement between fuzzy sets, fuzzy numbers and vague sets. Recently
Majumdar and Samanta [14,15] have studied the similarity measure of soft sets
and fuzzy soft sets. Similarity measures have extensive application in several
areas such as pattern recognition, image processing, region extraction, coding
theory etc.

In General Fuzzy Soft Set (GFSS) [14] explain similarity between the two
GFSS as follow. Let U = {x1, x2, . . . , xn} be the universal set of elements and
E = {e1, e2, . . . , em} be the universal set of parameters. Let Fρ and Gδ be two
GFSS over the parametrized universe (U, E). Hence Fρ = {(F (ei), ρ(ei)), i =
1, 2, . . . , m} and Gδ = {(G(ei), δ(ei)), i = 1, 2, . . . , m}.

Thus F̃ = {F (ei), i = 1, 2, . . . , m} and G̃ = {G(ei), i = 1, 2, . . . , m} are two
families of fuzzy soft sets.

Now the similarity between F̃ and G̃ is found first and it is denoted by
M(F̃ , G̃). Next the similarity between the two fuzzy sets ρ and δ is found and
is denoted by m(ρ, δ). Then the similarity between the two GFSS Fρ and Gδ

is denoted as S(Fρ, Gδ) = M(F̃ , G̃) · m(ρ, δ). Here M(F̃ , G̃) = maxiMi(F̃ , G̃),
where

Mi(F̃ , G̃) = 1 −
∑n

j=1

∣∣∣F̃ij − G̃ij

∣∣∣
∑n

j=1

(
F̃ij + G̃ij

) , F̃ij = μF̃ (ei)
(xj) and G̃ij = μG̃(ei)

(xj)

Also

m(ρ, δ) = 1 −
∑ |ρi − δi|∑

(ρi + δi)
, where ρi = ρ(ei) and δi = δ(ei).

if we used universal fuzzy soft set then ρ = δ = 1 and m(ρ, δ) = 1, now formula
for similarity is

S(Fρ, Gδ) = Mi(F̃ , G̃) = 1 −
∑n

j=1

∣∣∣F̃ij − G̃ij

∣∣∣
∑n

j=1

(
F̃ij + G̃ij

) , (4)

where F̃ij = μF̃ (ei)
(xj) and G̃ij = μG̃(ei)

(xj).

Example 5. Consider the following two GFSS where U = {x1, x2, x3, x4} and
E = e1, e2, e3.

Fρ =

⎛
⎝0.2 0.5 0.9 1.0 0.6

0.1 0.2 0.6 0.5 0.8
0.2 0.4 0.7 0.9 0.4

⎞
⎠ and Gδ =

⎛
⎝0.4 0.3 0.2 0.9 0.5

0.6 0.5 0.2 0.1 0.7
0.4 0.4 0.2 0.1 0.9

⎞
⎠
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here

m(ρ, δ) = 1 −
∑ |ρi − δi|∑ |ρi + δi| = 1 − 0.1 + 0.1 + 0.5

1.1 + 1.5 + 1.3
= 0.82

and
M1(F̃ , G̃) ∼= 0.73, M2(F̃ , G̃) ∼= 0.43, M3(F̃ , G̃) ∼= 0.50

∴ M1(F̃ , G̃) ∼= 0.73

Hence the similarity between the two GFSS Fρ and Gδ will be

S(Fρ, Gδ) = M1(F̃ , G̃) · m(ρ, δ) = 0.73 × 0.82 ∼= 0.60

for universal fuzzy soft sets ρ = δ = 1 and m(ρ, δ) = 1, then similarity
S(Fρ, Gδ) = 0.73.

3 Classification Based on Soft Sets Theory

There are two concepts that underlie the classification algorithm in the soft-sets,
namely classification based decision making problem as proposed by Mushrif et.
al. [17], and classification algorithms based on the similarity between two fuzzy
softs sets, this algorithm is a new classification algorithm proposed in this paper.
We’ll discuss both in this section.

3.1 Soft Sets Classifier Based on Decision Making Problems

This classifier learns by calculating the average value of each parameters (at-
tributes or features) from all object or instant with the same class label, to
construct soft sets model with universe consisting of all of class labels. In other
words, an object in the universe represents all data derived from the same class
label. Furthermore, to classify the test data or data of unknown class labels. First,
construct the soft sets model of data using a certain formula, then construct a
comparison-table in the same manner as the preparation of comparison-table in
the case of decision making problem. The next step is to calculate the score to
determine the class label for the data.

Mushrif et al. using this algorithm to classify the natural texture [17], we
called Soft Sets Classifier (SSC). In their experiments, Mushrif et al. used 25
texture classes with 14 texture features. The algorithm was successfully clas-
sify natural texture with very high accuracy when compared with conventional
classification methods such as Bayes classifier and a minimum distance classifier
based on Euclidean distance. He has also proved that the computation time for
classification is much less in case of soft set method in comparison with Bayes
classification method.

We can use the above algorithm to classify numerical data in general. By mod-
ifying the second step in both phases of train and stage classification. To classify
numerical data with this algorithm, the second step is replaced with fuzzification
process, which is like counting the normalization so that all parameters have a
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value between 0 to 1. For example, if the classification algorithm is applied to
the iris dataset. Fuzzification can be done by dividing each attributes value with
the largest value at each attributes, efi = ei/max(ei). Where ei, i = 1, 2, . . . , n
is the old attribute and efi is attribute with new value between [0,1]. We can
use a different formula in this regard.

3.2 Soft Sets Classifier Based on Similarity between Two Fuzzy
Soft Sets

This is a new approach to numerical classification algorithm based on the theory
of fuzzy soft sets, which we propose in this paper, we refer to as Fuzzy Softs Set
Classifier (FSSC). FSSC have the same learning phase with the previous soft
sets classification algorithm, but the FSSC has a different classifier, it uses the
similarity between two fuzzy-soft-sets. As described by Majumdar and Samanta
[14]. FSSC complete algorithm is as follows.

Algorithm 6. FSSC algorithm

Pre-processing phase

1. Feature fuzzification to obtain a feature vector Ewi, i = 1, 2, . . . , N for all
data, training dataset and testing dataset.

Training phase

1. Given N samples obtained from the data class w.
2. Calculate the cluster center vector Ew using Equation-5.

Ew =
1
N

N∑
i=1

Ewi (5)

3. Obtain a fuzzy soft set model for class w, (F̃w, E), is a cluster center vector
for class w having D features.

4. Repeat the process for all W classes.

Classification phase

1. Get the one unknown class data.
2. Obtain a fuzzy soft sets model for unknown class data, (G̃, E)
3. Compute similarity between (G̃, E) and (F̃w , E) for each w using Equation

(4).
4. Assign the unknown data to class w if similarity is maximum.

w = arg
[
maxW

w=1S(G̃, F̃w)
]

If FSSC applied to the iris with fuzzification formula and data distribution (train
and test) are same with the case of iris data classification in the previous exam-
ples. The results are as follows, after learning phase the fuzzy soft sets model for
each class are as shown in Table-2 (a), (b), and (c).
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Table 2. Tabular representasion of fuzzy soft sets model for iris dataset

(a) Setosa Class, (F̃Setosa, E)

U e1 e2 e3 e4

osetosa 0.99 0.68 0.68 0.64

(b) Versicolor Class, (F̃V ersicolor, E)

U e1 e2 e3 e4

osetosa 0.85 0.87 0.82 0.84

(c) Virginia Class, (F̃V irginia, E)

U e1 e2 e3 e4

osetosa 0.84 0.67 0.82 0.79

Table 3. Tabular representasion of fuzzy soft sets model for unknown class, (G̃, E)

U e1 e2 e3 e4

osetosa 0.63 0.52 0.48 0.40

To classify new data with the following features, e1 = 0.63, e2 = 0.52, e3 =
0.48, and e4 = 0.40, the fuzzy soft sets model (G̃, E) as shown in Table-3.
First, calculate the similarity between (G̃, E) and fuzzy soft sets for each class
(F̃setosa, E), (F̃versicolor , E), and (F̃virginia , E), using Equation (4) as follows

S1(G̃, F̃setosa) = 0.78, S2(G̃, F̃versicolor) = 0.89, S3(G̃, F̃virginia) = 0.79

In this case higest similarity is S2(G̃, F̃versicolor) = 0.89, so to the new data, we
gived class label “versicolor”.

The main FSSC advantage compared with previous algorithms are, have a
lower complexity in the classification phase. If n is the number of test data, w
is the number of class labels, and d is the number of features. So for all the test
data n, the pevious algorithms required number of arithmetic operations consists
of, (1) wd number of arithmetic operations to compute the soft model sets, (2)
w2d number of arithmetic operations to construct the comparison table, and (3)
Finally, w2 number of arithmetic operations to calculate the score. The total
complexity for the previous algorithm is Q(n[wd + w2d + w2]). The number of
arithmetic operations on the new algorithm, FSSC, for all test data n consists of
(1) 2wd number of arithmetic operations to calculate the similarity between two
fuzzy soft sets, and (2) w2 number of arithmatic operations to seek the highest
similarity value. The total complexity to FSSC is Q(n[2wd + w2]). So FSSC
has a lower complexity of order Q(nw2d). This order will be very influential
if the number of features becomes more and more, as happened in the case of
text data classification. Where the number of features can reach hundreds of
thousands.
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4 Classifier Evaluation

In classification problems, the primary source of performance measurements is a
coincidence matrix or contingency table [18]. Figure 1. shows a coincidence ma-
trix for a two-class classification problem. The equations of most commonly used
metrics that can be calculated from the coincidence matrix is also given below

Fig. 1. Contingency table for binary classification

The numbers along the diagonal from upper-left to lower-right represent the
correct decisions made, and the numbers outside this diagonal represent the
errors. The true positive rate (also called hit rate or recall) of a classifier is
estimated by dividing the correctly classified positives (the true positive count)
by the total positive count. The false positive rate (also called false alarm rate)
of the classifier is estimated by dividing the incorrectly classified negatives (the
false negative count) by the total negatives. The overall accuracy of a classifier
is estimated by dividing the total correctly classified positives and negatives by
the total number of samples.

When the classification problem is not binary, the coincidence matrix gets
a little more complicated (see Fig. 2). In this case the terminology of the per-
formance metrics becomes limited to the “overall classifier accuracy”. These
formulas in Equation 6.

(Overall Classifier Accuracy)i =
∑n

i=1 (True Classification)i

(Total Number of Cases)i
(6)

Fig. 2. A sample coincidence matrix for a three class classifier



Similarity Approach on Fuzzy Soft Set Based Numerical Data Classification 585

where i is the class number, n is the total number of classes. To minimize the
effect of the imbalance between minority an mayority classes distributions, we
used the weight F-measure method [2], which is equal to the harmonic mean of
recall (ρ) and precision (π) [22]. Recall and precision are defined as follows:

πi =
TPi

TPi + FPi
, ρi =

TPi

TPi + FNi
(7)

Here, TPi (True Positives) is the number of datas assigned correctly to class i:
FPi (False Positives) is the number of datas that do not belong to class i but
are assigned to class i incorrectly by the classifier; and FNi (False Negatives) is
the number of datas that are not assigned to class i by the classifier but which
actually belong to class i.

The F-measure values are in the interval (0,1) and larger F-measure values
correspond to higher classification quality. The overall F-measure score of the
entire classification problem can be computed by two different types of average,
micro-average and macro-average [22].

Micro-averaged F-Measure. In micro-averaging, F-measure is computed globally
over all category decisions. ρ and π are obtained by summing over all individual
decisions:

π =
∑M

1=i TPi∑M
i=1 (TPi + FPi)

, ρ =
∑M

1=i TPi∑M
i=1 (TPi + FNi)

(8)

where M is the number of categories. Micro-averaged F-measure is then com-
puted as:

F (micro-averaged) =
2πρ

π + ρ
(9)

Micro-averaged F-measure gives equal weight to each data and is therefore con-
sidered as an average over all the class pairs. It tends to be dominated by the
classifiers performance on common classes.

Macro-averaged F-Measure. In macro-averaging, F-measure is computed locally
over each class first and then the average over all classes is taken. ρ and π are
computed for each class as in Equation 7. Then F-measure for each category i is
computed and the macro-averaged F-measure is obtained by taking the average
of F-measure values for each category as:

Fi =
2πiρi

πi + ρi
, F (macro-averaged) =

∑M
i=1 Fi

M
(10)

where M is total number of classes. Macro-averaged F-measure gives equal
weight to each class, regardless of its frequency. It is influenced more by the
classifier’s performance on rare classes. We provide both measurement scores to
be more informative.
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5 Experimental Results

To compare accuracy and computational time of the two soft sets classifier we
perform an experiment to classify some types of classification problems, the
source data comes from the UCI datasets, we select the type of classification
with a real numerical features, and having multiclass, class labels more than two
(binary). Accuracy is calculated using Overall Classifier Accuracy (OCA) and
F-measure (micro-average and macro-average). We divide each datasets into two
parts, 70% used for the training process and the remaining is for testing, and
pre-process (fuzzification) applied to all datasets, to form a fuzzy value between
[0,1] for each attribute. At each datasets, experiments performed at least 10
times, and train (70%) and test (30%) data were selected randomly each time
we starting the experiment. The experiments are performed on a Core(TM) 2
Duo CPU, 2.1 GHz and 2 GB memory computer using MATLAB version 7.10,
32-bit.

5.1 Data Set

In our experiments, we used seven dataset from [6] i.e. iris, letter-recognition,
breast-cancer-wisconsin (wdbc and wpdc), waveform, spambase, musk (clean1
and clean2), and Reuters-21578 document collection which had been prepared
in the format matlab by [4]. Special for Reuters-21578 datasets, we used features
selection algorithm used to reduce the dimension of data, in this experiment we
used information gain algorithm derived from the weka [7] to select 2,784 features
from 17,296 features.

5.2 Results and Discussion

From Table 4 we observe that by using seven types of dataset accuracy and
time computation of the new classifier (FSSC) are always better compare to
soft sets classifier proposed by Mushrif et al. (SSC). Results of experiments on
classification problems with 10 types of data sets, show that in general, the
classifier both can work well. The highest achievement occurred in the wdbc
(Wisconsin Diagnostic Breast Cancer) dataset with accuracy (F-macros) 0.94
(FSSC) and 0.92 (SSC. While the lowest achievement occurred in the letter-
recognitions dataset, ie 0.378 (SSC) and 0.55 (FSSC). In this case, the F-macros
have the same value with Overall Classifier Accuracy (OCA) and we choose to
represent the classifier accuracy.

Special case occurs in Reuters-21578 datasets, for this text data classification
problems, with the number of attributes in the thousands and even tens of thou-
sands, but most attribute value is 0. We used two conditions on reuters-21578
datasets, the first by using all its attributes, the number is 17,296 attributes.
Second, using the attributes that have been reduced by using information gain
that was reduced to 2,784 attributes. We use the five largest classes in these
datasets.
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Table 4. Classification accuracy and computation time for soft sets classifier proposed
by Mushrif et. al. (SSC) and the new fuzzy soft sets classifier (FSSC)
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To this text datasets the SSC may not work well, all test data is labeled the
same class. We still do not know for sure, why the SSC is not able to work
well on text data, the most likely is because the text data is very sparse, very
few features that have a value not equal to 0. While FSSC can still work well on
these datasets, even with relatively good accuracy is 0.93. In addition, FSSC also
can work faster, more and more features are used FSSC will work faster than
the SSC, for full features reuters-21578 datasets, computation times for SSC is
36.89s, while FSSC only took for 19.94s. This is where one of the weaknesses of
the SSC because they have to compare every feature for two different objects,
when build the comparison-table, so that if the number of features becomes large,
the classification process will more slowly. While FSSC does not need build the
comparison-table, so it will work much faster.

6 Conclusion

In this paper we investigate the new classification based on fuzzy soft set theory.
We use seven datasets from UCI to test the accuracy and computation time of
the fuzzy soft sets classifier (FSSC) compares with the previous soft sets classfier
proposed by Mushrif et al (SSC). In general, both can do the classifying numeri-
cal data, and both have the highest achievement in wdbc datasets, where for the
FSSC accuracy is 0.94 and for SSC accuracy is 0.92. While the lowest achieve-
ment in letter-recognition classification problem, where accuracy to FSSC is 0.55
and accuracy for the SSC is 0.38. For all datasets FSSC has higher accuracy and
shorter computational time. In addition to the SSC, If the number of features
in the dataset the higher, then computational time become longer, also SSC
can not work properly on Reuters-21578 dataset (text data). Furthermore, we
will study the performance of the FSSC to classify text documents more detail,
compared with a text classifier such as support vector machine (SVM), k-NN,
and the others.
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Abstract. Ant Swarm Optimization refers to the hybridization of Particle 
Swarm Optimization (PSO) and Ant Colony Optimization (ACO) algorithms to 
enhance optimization performance. It is used in rough reducts calculation for 
identifying optimally significant attributes set.  Coexistence, cooperation, and 
individual contribution to food searching by a particle (ant) as a swarm (colony) 
survival behavior, depict the common characteristics of both PSO and ACO 
algorithms. Ant colony approach in Ant Swarm algorithm generates local 
solutions which satisfy the Gaussian distribution for global optimization using 
PSO algorithm. The density and distribution functions are two common types of 
Gaussian distribution representation. However, the description and comparison 
of both functions are very limited. Hence, this paper compares the solution 
vector of ACO is represented by both density and distribution function to search 
for a better solution and to specify a probability functions for every particle 
(ant), and generate components of solution vector, which satisfy Gaussian 
distributions. To describe relative probability of different random variables, 
Probability Density Function (PDF) and the Cumulative Density Function 
(CDF) are capable to specify its own characterization of Gaussian distributions. 
The comparison is based on the experimental result to increase higher fitness 
value and gain better reducts. 

Keywords: probability density function, cumulative distribution function, 
particle swarm optimization, ant colony optimization, rough reducts. 

1   Introduction 

In the concept of Rough Sets Theory, reducts is an important attribute set which can 
discern all discernible objects by the original of information system ( ) [1] and [2]. It is 
the process of reducing an information system such that the set of attributes of the 
reduced information system is independent and no attribute can be eliminated further 
without losing some information from the system. In the search for relationship and 
global patterns in information system, it is important to be able to identify the most 
important attributes to represent the whole object [3], [4], [5], [6], [7], and [8]. Then the 
approach will set the interesting attributes that is determined by a notation of reducts.  

Reducts calculation has great importance in features selection analysis. It enables 
the calculation of absolute reduction as well as relative reduction with core. However, 
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the computational complexity of generating optimal reducts is very high. Since the 
search space increase exponentially with the number of attributes, finding the optimal 
reducts, a minimal reduct with minimal cardinality of attributes among all reducts is a 
NP-hard problem [3]. 

Formally, the minimum attribute reduction problem is a nonlinearly constrained 
combinatorial optimization problem [9]. Hence, global optimization methods can be 
used to solve reducts problem and gain a better result. Previous study [10] suggested 
to hybrid Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO) as 
a solution for optimization problem and it serves as an enhanced process which can 
significantly improve the execution time, gain higher fitness values and higher 
predictive performance of  reducts to better represent a dataset, for example in terms 
of classification accuracy. The PSO/ACO hybrid solution [10] uses PSO algorithm for 
global exploration which can effectively reach the optimal or near optimal solution. 
On the other hand, the ACO algorithm is used for defining a suitable fitness function 
to increase the competency in attribute reduction by satisfying the Gaussian 
distribution functions. In this paper, two types of function are compared, i.e. the 
Probability Density Function (PDF) and the Cumulative Density Function (CDF). 

The rest of the paper is organized as follows. In Section 2, the descriptions of 
rough sets-based attribute reduction are presented. Section 3 explains the algorithms 
of ant swarm optimization technique. Section 4 discusses the fundamental theory of 
PDF and CDF. Section 5 briefly describes an improved rough reducts optimization 
framework by using PSO/ACO hybridized algorithms. The effectiveness of both 
functions is demonstrated, compared, and the computation results are discussed in 
Section 6. Finally, Section 7 outlines the conclusions followed by the future work. 

2   Rough Sets-Based Attribute Reduction 

Data preprocessing has become one of major point in knowledge discovery. Attribute 
reduction is one of the most fundamental approaches due to able to discrete some 
value to reduce data amounts and dimensions. In order to automate the process of 
reducing attributes of dataset, Rough Sets is proposed by Pawlak [3], as a 
mathematical technique that is applied to improve database performance by utilizing 
the automatically dependencies to deal better with attribute reduction without losing 
some information from the system [1]. 

In [6], Rough Set Theory [7] is still another approach to vagueness. Similarly to 
fuzzy set theory it is not an alternative to classical set theory but it is embedded in it. 
Rough set concept can be defined quite generally by means of topological operations, 
interior and closure, called approximations. Given an information system   ( , ), where  is a non-empty finite set of objects called the universe and  is a 
non-empty finite set of attributes, such that   for every ∈ . A reduct of 

 is a minimal set of attributes  such that all attributes ∈   are 
dispensable and an associated equivalence of indiscernibilty relation denoted by ( ) ( ). An attribute , is said to be dispensable in   if ( )( ). Otherwise, the attribute is indispensable in  [1], [2], [3], [4], and [5]. 
Reducts are such subsets that are minimal, and do not contain any dispensable 
attributes. The set of all reducts of an information system  is denoted by ( ) 
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or simply . To describe this problem more precisely, a set of objects U called the 
universe and an indiscernibility relation  ⊆   ×  are given, representing the lack of 
knowledge about elements of  [7]. For the sake of simplicity,  is assumed as an 
equivalence relation. Let  is a subset of . The objective is to characterize the set  
with respect to . To this end, the basic concepts of rough set theory are given below 

• The lower approximation of a set  with respect to R is the set of all objects, 
which can be for certain classified as X with respect to R. 

• The upper approximation of a set X with respect to R is the set of all objects 
which can be possibly classified as X with respect to R. 

• The boundary region of a set X with respect to R is the set of all objects, which 
can be classified neither as X nor as not-X with respect to R. 

Then the definitions of rough sets are 

• Set X is crisp (exact with respect to R), if the boundary region of X is empty. 

• Set X is rough (inexact with respect to R), if the boundary region of X is 
nonempty. 

Thus a set is rough (imprecise) if it has nonempty boundary region; otherwise the 
set is crisp (precise) [6]. The approximations and the boundary region can be defined 
more precisely. To this end some additional notation are needed. The equivalence 
class of R determined by element x will be denoted by R(x). The indiscernibility 
relation in certain sense describes the lack of knowledge about the universe. 
Equivalence classes of the indiscernibility relation, called granules generated by R, 
represent elementary portion of knowledge able to perceive due to R. Thus in view of 
the indiscernibility relation, in general, it is possible to observe individual objects but 
is forced to reason only about the accessible granules of knowledge [7]. Formal 
definitions of approximations and the boundary region are as follows 

• R-lower approximation of X 

( ) ( ) ( ){ }U
Ux

XxRxRxR
∈

⊆= :* . (1)

• R-upper approximation of X 

( ) ( ) ( ){ }U
Ux

XxRxRxR
∈

∅≠∩= :*
. (2)

• R-boundary region of X 

( ) ( ) ( )XRXRXRN R *
* −= . (3)

The definition approximations are expressed in terms of granules of knowledge. 
The lower approximation of a set is union of all granules which are entirely included 
in the set; the upper approximation − is union of all granules which have non-empty 
intersection with the set; the boundary region of set is the difference between the 
upper and the lower approximation. Rough sets can be also defined employing, 
instead of approximation, rough membership function [8]. 
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>→< 1,0:UR
Xμ , where ( ) ( )

( ) ||

||

xR

xRX
xR

X

∩=μ  (4)

and |X| denotes the cardinality of X. The rough membership function expresses 
conditional probability that x belongs to X given R and can be interpreted as a degree 
that x belongs to X in view of information about x expressed by R [8]. The rough 
membership function can be used to define approximations and the boundary region 
of a set, as shown below [8] 

( ) ( ){ }1: =∈=∗ xUxXR R
Xμ , (5)

( ) ( ){ }0: >∈=∗ xUxXR R
Xμ , (6)

( ) ( ){ }10: <<∈= xUxXRN R
XR μ . (7)

There are two definitions of rough sets, which are as follow  

Definition 1: Set X is rough with respect to R if )()( XRXR ∗
∗ ≠ . 

Definition 2: Set X rough with respect to R if for some x, 1)(0 << xR
Xμ . 

 
The definition 1 and definition 2 are not equivalent [6] and rough set theory clearly 
distinguishes two very important concepts, vagueness and uncertainty, very often 
confused in the Artificial Intelligence literature. Vagueness is the property of sets and 
can be described by approximations, whereas uncertainty is the property of elements 
of a set and can be expressed by the rough membership function. 

3   Ant Swarm Optimization Algorithms 

Ant Swarm Optimization refers to the hybridizarion of both PSO and ACO algorithms 
to solve optimization problem. Both PSO and ACO algorithms adapt swarm 
intelligence metaheuristics which is based on population global search and co-
operative biologically inspirited algorithm motivated by social analogy [10].  PSO was 
inspired by real life social behavior of bird flocking or fish schooling, while ACO 
imitates foraging behavior of real life ants. PSO still has the problems of dependency 
on initial point and parameters, difficulty in finding their optimal design parameters, 
and the stochastic characteristic of the final outputs for local searching [10].  

On the other hand, ACO has positive feedbacks for rapid discovery of good 
solutions and a simple implementation of pheromone-guided will improve the 
performance of other optimization techniques, for example in [11], the simulation 
results has shown that combination of ACO with Response Surface Method (RSM), 
can be very successively formulating an optimized minimum surface roughness 
prediction model for reduction of the effort and time required. And thus in this study, a 
simple pheromone-guided mechanism is explored to increase the performance of PSO 
method for rough reducts optimization [10]. 
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3.1   Particle Swarm Optimization (PSO) 

In PSO, particles as candidate solutions of a population, simultaneously coexist and 
evolve based on knowledge sharing with neighboring particles. Each particle generates 
a solution using directed velocity vector, while flying through the problem search 
space. Each particle modifies its velocity to find a better solution (position) by 
applying its own flying experience for the best position memory found in the earlier 
flights and experience of neighboring particles as the best-found solution of the 
population [10]. Each particle’s movement is the composition of an initial random 
velocity and two randomly weighted influences; individuality, the tendency to return to 
the particle’s best position , and sociality, the tendency to move forwards the best 
previous position of the neighborhoods . 

Particles update their positions and velocities as shown below ( ), (8)

, (9)

where  represents the current position of particle  in solution space and subscript  
indicates an iteration count;  is the best-found position of particle  up to iteration 
count  and represents the cognitive contribution to the search velocity  . Each 
component of  can be clamped to the range ,  to control excessive 
roaming of particles outside the search space;  is the global best-found position 
among all particles in the swarm up to iteration count  and forms the social 
contribution to the velocity vector;  and  are random numbers uniformly distributed 
in the interval (0, 1), while  and  are the cognitive and social scaling parameters, 
respectively;  is the particle inertia, which is reduced dynamically to decrease the 
search area in a gradual fashion by Shi et al. in [12]. The variable  is updated along 
with the iterations in (10) ( ) ,  (10)

where,  and  denote the maximum and minimum of  respectively, 
verifying from 1.4 to 0.4;  is a given number of maximum iterations. Particle  
flies toward a new position according to (8) and (9). In this way, all particles  of the 
swarm find their new positions and apply these new positions to update their individual 
best  points and global best  of the swarm. This process is repeated until iteration 
count    (a user-defined stopping criterion is reached).  

Given an information system ( , ), (  ), where  is a non-empty 
finite set of condition attributes and  is a non-empty finite set of decision attributes, 
such that . Attributes of PSO consists of  denotes the number of particles in 
the population; ( ) represents the objective function value of particle  at position  
and calculated as ( )  ( ) | | | || |  , (11)
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where ( ) is the classification quality of particle condition attribute set , which 

contains the reducts ,  and relative to decision table D, defined as follows ( ) , (12)

where  represents a degree of dependency of  on  and  represents a degree 
of dependency of  on . | |  is the ‘1’ number of the length of selected feature 
subset or the number of attributes for particle , while population of solutions  is at 
iteration count . | | is the total number of condition attributes.  and  parameters 
correspond to importance of classification quality and subset length, ∈ 0,1  and 1  .  

PSO techniques can also generate high-quality solutions within shorter calculation 
time and stable convergence characteristics than other stochastic methods [13]. PSO 
has shown fast convergence speed and global search ability [15]. However, Suganthan 
in [12] mentioned the major drawback of PSO, like in other heuristic optimization 
techniques, is that it has a slow fine tuning ability of solution quality. PSO is also a 
variant of stochastic optimization techniques, which is requiring relatively a longer 
computation time than mathematical approaches. PSO still has the problems of 
dependency on initial point and parameters, difficulty in finding their optimal design 
parameters, and the stochastic characteristic of the final outputs [15].   

Shi and Eberhart proved that PSO converges fast under all cases but will slow its 
convergence speed down when reaching the optima [12]. This may be due to the use of 
the linearly decreasing inertia weight. By using the linearly decreasing inertia weight, 
the PSO is lacking of global search ability at the end of run, even when the global 
search ability is required to jump out of the local minimum in some cases [16]. 

3.2   Ant Colony Optimization (ACO) 

ACO studies the concept of “the emergent collective intelligence of groups of simple 
agents”. As [17] discussed ACO algorithm was motivated by ants’ social behavior. 
Ants have no sight and are capable of finding the shortest route between a food source 
and their nest when moving from one place to another. Ants deposit substance, called 
pheromone on the ground to form a trail by using strong pheromone concentrations to 
decide shorter paths [17]. 

ACO is particularly attractive for feature selection since there is no heuristic 
information that can guide the search to the optimal minimal subset every time. 
Besides, if features are represented as a graph, ants can discover the best feature 
combinations as they traverse the graph [17]. Dre´o, et al. and Socha in [10] found that 
ants behave as social insects that directly more toward the survival of the colony as a 
whole than that of a single individual of the colony. Indirect co-operative foraging 
process of ants is very interesting behavior to be adopted in searching problem of PSO.  

The ants also use their capability to locate their food resources found by their mates 
and proven those behaviors to stimulate the optimization of ant foraging behavior in 
ACO. The implementation of ACO in the Ant Swarm approach was based on the 
studies by Angeline in [10], which has been proven that PSO was able to discover 
reasonable quality solutions much faster than other evolutionary algorithms. However, 
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PSO does not possess the ability to improve upon the quality of the solutions as the 
number of generations is increased and this problem can be improved by ACO. 

4   Probability Density and Cumulative Distribution Functions 

Each continues random variable  has an associated Probability Density Function 
(PDF) ( ) [18]. It “records” the probability associated with  as areas under its 
graph. More precisely, “the probability that a value  is between  and ” ( ≤ ≤ )  ( ) .  

 

Fig. 1. Areas under a probability density function  on the interval , 18  

That is, the probability that  takes on a value in the interval ,  is the area under the 
density function from  to .  

For example [18], (1 ≤ ≤ 3) ( ) , (13)(3 ≤ ) (3 ≤ ∞) ( ) , (14)( ≤ 1) ( ∞ ≤ 1) ( ) . (15)

i) Since probabilities are always between 0 and 1, it must be that ( ) 0, so 

that ( )  can never give a “negative probability”, and 
ii) Since a “certain” event has probability 1, ( ∞ ∞) 1( )  total area under the graph of ( ). 

The properties i) and ii) are necessary for a function ( ) to be the PDF for some 
random variable . In 1809, Gaussian distribution was applied to the first application 
of normal distribution as a central role in probability theory and statistics [18]. Normal 
distribution is an important tool to approximate the probability distribution of the 
average of independent random variables. A continues random variable has a normal 
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distribution with parameters µ and σ 0 if its probability density function  is given 
by [19] ( ) √ ( )  for ∞ ∞. (16)

This distribution function is denoted as [19] ( ) ( , ). (17)

There is another function, The Cumulative Distribution Function (CDF) which 
records the cumulative distribution function same probabilities associated with, but in a 
different way. CDF records the same probabilities associated with , but in a different 
way [18]. The CDF ( ) is defined by ( ) ( ≤ ). (18)

 

Fig. 2. A graphical representation of the relationship between PDF and CDF [18] ( ) gives the “accumulated” probability “up to ” and be able to be seen immediately 
how PDF and CDF are related and defined by [19] ( ) ( ≤ ) ( ) . (19)

Notice that ( ) 0, since it’s probability, and that [17] 

a) lim ( ) lim ( ) ( ) 1 and 

b) lim ( ) lim ( ) ( ) 0, and that 
c) ( ) ( ) (by the Fundamental Theorem of Calculus). 

Items c) states the connection between the CDF and PDF in another way, which is the 
CDF ( ) is a derivative of the PDF ( ) and therefore if  has a ( , ) 
distribution, then its distribution function is given by [19] ( ) √ ( ) 1 erf ( √ )  for ∞ ∞. (20)



598 L. Pratiwi, Y.-H. Choo, and A.K. Muda 

5   Ant Swarm Optimization for Rough Reducts (ASORR) 

This paper proposed to solve the rough reducts optimization problem with an improved 
particle swarm optimization hybridized with an ant colony approach, called PSO/ACO 
[10]. The method applied PSO for global optimization and the idea of ACO approach 
to update positions of particles to attain rapidly the feasible solution space. 

The term ‘‘reduct’’ corresponds to a wide class of concepts. What typifies all of 
them is that they are used to reduce information (decision) systems by removing 
irrelevant attributes. Given an information system   ( , ), a reduct is a minimal 
set of attributes    such that ( )   ( ), where ( ), ( ) are 
the indiscernibility relations defined by  and , respectively by Z. Pawlak and A. 
Skowron in [20]. The intersection of all reducts is called a core. Intuitively, a reduct is 
a minimal set of attributes from  that preserves the original classification defined by 

. Reducts are extremely valuable in applications. Unfortunately, finding a minimal 
reduct is NP-hard in the general case. One can also show that, for any m, there is an 
information system with m attributes having an exponential number of reducts. 
Fortunately, there are reasonably good heuristics which allow one to compute 
sufficiently many reducts in an acceptable amount of time [20]. 

The implementation of the algorithm consists of two stages [13]. In the first stage, it 
applies PSO, while ACO is implemented in the second stage (see Fig. 2). ACO works 
as a local search, wherein, ants apply pheromone-guided mechanism to update the 
positions found by the particles in the earlier stage. The implementation of ACO in the 
second stage of Ant Swarm is based on the studies by Angeline in [10] which showed 
that PSO discovers reasonable quality solutions much faster than other evolutionary 
algorithms. Thus, PSO does not possess the ability to improve upon the quality of the 
solutions as the number of generations is increased.  Ants also use their capability to 
locate their food resources found by their mates and proved those behaviors to 
stimulate the optimization of ant foraging behavior in ACO. In the Ant Swarm 
approach, a simple pheromone-guided search mechanism of ant colony is implemented 
which acts locally to synchronize positions of the particles of PSO to quickly attain the 
feasible domain of objective function [10]. 

Consider a large feature space full of feature subsets [10]. Each feature subset can 
be seen as a point or position in such a space. If there are  total features, then there 
will be 2  kinds of subset, different from each other in the length and features 
contained in each subset. The optimal position is the subset with least length and 
highest classification quality. Now a particle swarm is put into this feature space, each 
particle takes one position. The particles fly in this space, their goal is to fly to the best 
position [15]. Over time, they change their position, communicate with each other, and 
search around the local best and global best position. Eventually, they should converge 
on good, possibly optimal, positions. It is this exploration ability of particle swarms 
that should better equip it to perform feature selection and discover optimal subsets 
[10].  

5.1   Representation of Position and Velocity 

The particle’s position is represented as binary bit strings of length , where  is the 
total number of attributes. Every bit represents an attribute, the value ‘1’ means the 
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corresponding attribute is selected while ‘0’ not selected. Each position is an attribute 
subset [10]. The velocity of each particle is represented as a positive integer, varying 
between 1 and . It implies how many of the particle’s bits (features) should be 
changed, at a particular moment in time, to be the same as that of the global best 
position, i.e. the velocity of the particle flying toward the best position [10]. The 
number of different bits between two particles relates to the difference between their 
positions [10].  

For example, 1 0 1 1 1 0 1 0 0 1 ,  0 1 0 0 1 1 0 1 0 1 . The 
difference between  and the particle’s current position is  11 1 1 0 1 1 1 0 0 . A value of 1 indicates that compared with the best position, 
this bit (feature) should be selected but is not, which will decrease classification quality 
and lead to a lower fitness value. Assume that the number of 1’s is . On the other 
hand, a value of 1 indicates that, compared with the best position, this bit should not 
be selected, but is selected. Irrelevant features will make the length of the subset longer 
and lead to a lower fitness value. The number of 1’s is b. The value of ( ) is 
used to express the distance between two positions; ( ) may be positive or 
negative.Such variation makes particles exhibit an exploration ability within the 
solution space. In this example, ( ) 4 3 1, so 1 [10]. 

5.2   Representation of PDF and CDF in ACO 

In the application of Ant Swarm approach, a simple pheromone-guided search 
mechanism of ant colony was implemented which acted locally to synchronize 
positions of the particles in PSO to attain the feasible domain of the objective function 
[10] and [21] faster. The proposed ACO algorithm from the previous research [10] 
handles  ants as equal to the number of particles in PSO. Each  ant generates a 
solution,  around the global best-found position among all particles in the swarm,  
up to the iteration count,  as ( , ). (21)

In (14), the algorithm generates components of solution vector , which satisfy 
Gaussian distributions as according to (10). This distribution function has properties 
to determine the probabilities of , which are mean  and standard deviation , 
where, initially at  = 1 value of  = 1 and is updated at the end of each iteration as 

, where,  is a parameter in (0.25, 0.997) and if  <  then  = , 
where,  is a parameter in (10-2, 10-4). In this stage, PDF and CDF were applied 
and compared using the same components as above. Density function will adapt the 
probabilities associated areas with random variables in (9).  Otherwise, distribution 
function will calculate the accumulative probabilities up to the same random variables 
of PDF in (13). And then according to each of function computation of  in (8), 
evaluate objective function value ( ) using   in (4) and replace position  the 
current position of particle  in the swarm if ( ) as  and ( ) [10]. This simple pheromone-guided mechanism considers, there is highest 
density or distribution of trails (single pheromone spot) at the global best solution  
of the swarm at any iteration 1 in each stage of ACO implementation and all ants 
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 search for better solutions in the neighborhood of the global best solution [10] and 
this process is repeated until iteration . 

In the beginning of the search process, ants explore larger search area in the 
neighborhood of  due to the high value of standard deviation and intensify the 
search around . Thus, ACO not only helps PSO to efficiently perform global 
exploration for rapidly attaining the feasible solution space but also to effectively reach 
the optimal fitness value to gain better reducts, as the algorithm progresses as the 
following algorithms [13]: 

Step 1: Initialize Optimization 
Initialize algorithm constants , , and 0,1  is the 

-dimensional Boolean particle space. 
Calculate the inertia weight of each particle space in 

(10). 
Initialize randomly all particle positions  and 

velocities . 
Initialize the positive acceleration constants ,  and 

 as the maximum fitness value. 

Step 2: Perform Optimization (Initialization) 
Do { 
For each particle { 
Evaluate objective function value  ( ) in (11) 
Assign best position to each particle  =  with ( ),  = 1, ,  
Evaluate ( ) , , ,  
If is  better than the best fitness value ( ) in history { 
Assign current fitness value as ( ) 
Assign  =  

} End 
} While maximum iterations 

Step 3: Perform Optimization (Update the positions and 
velocities) 

Do { 
For each particle { 
Update particle position  and velocity  according 

(8) and (9) to all  particles 

Evaluate objective function value ( ) in (11) 
Generate  solutions  using (13) 
Evaluate objective function value ( ) in (11) 
If ( ) is less than ( ) { 
Assign  ( ) to  and  to  

} 

If  greater than ( ) { 
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Update  and  =  
} 
Evaluate ( ) , , ,  
If is  better than the best fitness value ( ) in history { 
Assign current fitness value as ( ) 
Assign  =  

} End 
Return subset of attributes 

} While (maximum iterations and ) 

Step 4: Report best solution  as  global best 
position of the swarm with objective function 
value ( ) 

6   Experimental Result 

The performance of the proposed enhanced Ant Swarm algorithm for global 
optimization function has been tested on several well-unknown benchmark multimodal 
problems [13]. All the test functions are multimodal in nature. Because of the 
characteristics, it is difficult to seek for the global minima. Particle Swarm Ant Colony 
Optimization (PSACO) algorithm parameter settings used in all the simulations is 
given as: number of particles,  = 10; cognitive and social scaling parameters, 1 = 2, 2 = 2; maximum and minimum values of inertia weights,  = 0.7,  = 0.4; 
maximum number of iterations,  = 100 * ,  is the size of solution vector. 
Implementation of ASORR has been tested on14 datasets. The experimental results are 
reported based on the number of reducts and iterations, fitness values, and the 
classification accuracy for performance analysis are shown in Table 1. 

Both PDF and CDF algorithms implementations use Naïve Bayes to extract rules 
from the data for rule induction in classification. Ten-fold cross validation was applied 
to estimate the classification accuracy.  

The two types of enhanced Ant Swarm algorithms are compared and the best 
solutions of both algorithms found are presented. Experimental results have shown that 
PDF has more optimal results than CDF in most of datasets. Table 1 reports the result 
produced by PDF in a number of reducts evaluation is smaller than CDF but in 
average, both function yield the same results. However, a number of reducts is not able 
to determine which function devises better result, in terms of finding the optimal 
fitness value and gain higher classification accuracy. The fitness values of each 
function reported in Table 1 has shown that PDF can achieve better values and prove 
that a smaller number of reducts will increase the fitness value. As shown in Table 1, 
PDF achieved better results than CDF by reducing 5.19 iterations for number of 
iteration results analysis in average for 10 independent runs. Table 1 shows the results 
in terms of classification accuracy where PDF takes more significant optimal solution 
and has the same analysis results with its fitness value performances, and gain better 
accuracy than CDF.  
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Thus, based on the results obtained and presented, the implementation of ASORR 
using PDF is having better performances, both in gaining higher fitness value and 
better quality of reducts as compared to CDF.  However, some previous studies [7, 18] 
also have explored Ant Swarm algorithm in other implementation field and all of them 
applied PDF as solution for the optimal results. 

7   Conclusion 

An extensive comparative study on rough reducts optimization has been presented. 
This paper compared the merits of PDF and CDF focusing on PSO/ACO enhanced 
rough reducts. A simple-pheromone-guided mechanism is implemented as local 
search by using Gaussian distribution functions, the PDF and the CDF, to improve the 
performance of PSO algorithm. The experiments have shown that PDF is better than 
CDF in terms of generating smaller number of reducts, improved fitness value, lower 
number of iterations, and higher classification accuracy. Thus, the experimental 
results have also provided further justification on previous studies which have 
implemented PDF instead of CDF into Ant Swarm algorithm in various domains. The 
initial results of PDF are promising in most of the tested datasets. Hence, future works 
are to test on the enhanced ASORR algorithm with PDF in various domains to 
validate its performance in yielding the optimal reducts set. 
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Abstract. The goal of the uniformization based on the concept of vector de-
composition, to find the basic dependence vector set in a way that any vector in 
iteration space could present non-negative integer combination of these vectors. 
To get an optimal solution, we can use an approximate algorithm. In this paper, 
the uniformization for three-level perfect nested loops has been presented using 
an evolutionary method that is called the UTLEA, the method to minimize both 
the number of vectors and dependence cone size. The most available ap-
proaches have not been used; moreover, there are problems in approaches that 
could generalize them in three levels. In the proposed approach, we have been 
tried to solve these problems and according to executed tests, the achieved re-
sults are close to optimal result.  

Keywords: Uniform and Non-uniform Iteration Space, Vector Decomposition, 
Uniformization, Loop Parallelization, Evolutionary Algorithm. 

1   Introduction 

A challenging problem for parallelizing compilers is to defect maximum parallelism 
[8]. According to the studies [12], most of the execution time of computational pro-
grams is spent in loops. Since then parallelizing compilers have focused on loop par-
allelism. In fact, parallelizing compiler to get the parallel architectural advantages 
generates parallel code in a way that generated code had the dependence constraints in 
that program. Then the iterations of the loop can be spread across processors by hav-
ing different processors executing different iterations simultaneously. One of the 
simplest approaches used for parallelism is WaveFront which in all of the iterations in 
the same WaveFront are independent of each other and depend only on the iteration in 
the previous WaveFront [13], [18]. From this point, we can find out the importance of 
uniformizations. Dependence constraints in iteration loop are known as cross-iteration 
dependence. The loop with no cross-iteration dependence is known as doall which 
could execute in any order. Simply parallelizing of these loops is possible. But if a 
loop had cross-iteration dependence, known as doacross, parallelizing of these loops 
is very harder than previous loops [19], [20]. 
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There are several methods to deal with nested loops. We might break the depend-
ences and change the loop into the other loop that didn’t have any cross-iteration 
dependences. If it is not possible, we can still execute the loop in parallel in a way that 
proper synchronization had added to impose cross-iteration dependences. If all tech-
niques fail, the doacross loop must be executed serially [4].  

There are three major difficulties in parallelizing nested loops [21]. First, to enter 
correct simultaneity, compilers or programmers have to find out all cross-iteration 
dependences. But until now there has not been any dependences analysis method that 
could efficiently identify all cross-iteration dependences unless in a condition that 
dependence pattern would be uniform for all the iterations. Second, although all the 
cross-iteration dependences can been identified, it is difficult to systematically ar-
range synchronization primitives especially when the dependence pattern is irregular. 
Finally, the synchronization overhead which will significantly degrade the perform-
ance should be minimized. 

In this paper, a new method using an evolutionary approach has been presented for 
uniformization of non-uniform iteration space of a three-level nested loop that is 
called UTLEA and has been analyzed after executing on different dependences. The 
rest of the paper is organized as follows; in section 2 the problem is explained, in 
section 3 the basic concepts for a better understanding are explained, in section 4 
related work, in section 5 the proposed method and in section 6 evaluation and ex-
perimental results are explained. 

2   The Problem 

In general, loops with cross-iteration dependences are divided in two groups. First 
group is loops with static regular dependence which can be analyzed during compile 
time and the second group is loops with dynamic irregular dependences. The loops of 
the second group for the lack of sufficient information can not be parallelized in the 
compile time. To execute such loop efficiently in parallel, runtime support must be 
provided. Major job of parallelizing compilers is to parallelize the first group loops. 
These loops are divided into two subgroups. Loops with uniform dependences and 
loops with non-uniform dependences. The dependences are uniform when the patterns 
of the dependence vectors are uniform. In other words, the dependence vectors have 
been expressed by constants or distance vectors. But if dependence vectors in irregu-
lar patterns have not been expressed by distance vector, these are known as non-
uniform dependences [10]. 

Parallelizing nested loops have several stages. These are involving data depend-
ence analysis, loop tilling [16], loop generation and loop scheduling [1], [6], [7], [17], 
[18]. The uniformization is performed in the data dependence analysis stage. The 
result of this step is dependence vectors between loop iterations that are possible to 
have non-uniform pattern. To facilitate generating parallel code with basic vectors, 
this non-uniform space changes to uniform space. The goal of doing this job is to 
decrease basic dependence vector sets (BDVSs) in a new space. Although the de-
pendence cone size (DCS) of the basic vectors should be minimum, to seek small and 
simple set of uniform dependence vectors, to cover all of the non-uniform depend-
ences in the nested loop. Then the set of basic dependences will be added to every 
iteration to replace all original dependence vectors. 
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3   Background 

In this section, necessary basic concepts have been presented. 

3.1   Dependence Analysis 

Common methods to compute data dependence is to solve a set of equations and ine-
qualities with a set of constraints which are the iteration boundaries. In the result, two 
methods presented for solving the dependence convex hull (DCH). Both of which are 
valid. In simple cases, using one set of these solutions is sufficient. But in complex 
cases, in which dependence vectors are very irregular, we have to use both sets of 
solutions. These two DCH represented in one DCH as the complete DCH (CDCH) 
and is proved that DCDH includes complete information about dependences [10]. 

3.2   Dependence Cone and Dependence Cone Size 

For the dependence vector set D, the dependence cone C(D) is defined as the set [4], 
[5]:  

}0,...,,...:{)( 111 ≥++=∈= mmm
n ddxRxDC λλλλ . (1) 

 
And the DCS, assuming each di that means the DCS is defined as the area of the in-

tersection of d1
2+d2

2+…dn
2=1 with dependence cone C(D). In fact, dependence cone 

is the smaller cone that includes all of the dependence vectors of the loop. In three-
level space, DCS is proportional to enclosed volume between the basic dependence 
vectors and sphere with r = 1. 

3.3   Evolutionary Algorithm Overview 

Darwin’s gradual evolution theory has been inspiring source for evolutionary algo-
rithms. These algorithms are divided into five branches which genetic algorithm is 
special kind of those. Using genetic algorithm [9] for optimum process was proposed 
by Holland in 1975. Inventing this algorithm as an optimization algorithm has been 
on base of simulating natural development and it has been based on the hefty mathe-
matical theory. Developing optimization process is on the base of random changes of 
various samples in one population and selecting the best ones. Genetic algorithm as 
an optimal computational algorithm efficiently seeks different areas of solution space 
considering a set of solution space pointes in any computational iteration. Since all of 
the solution spaces have been sought, in this method, against one directional method, 
there will be little possibility for convergence to a local optimal point. Other privilege 
of this algorithm needs determining objective value in different points and do not use 
other information such as derivative function. Therefore, this algorithm could be used 
in various problems such as linear, nonlinear, continuous and discrete. 

In this algorithm, each chromosome is indicative on a point in solution space.  
In any iteration, all of available chromosome are decoded and acquired objective 
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function. Based on the stated factors each chromosome has been attributed fitness. 
Fitness will determine selection probability to each chromosome, and with this selec-
tion probability, collections of chromosome have been selected and the new chromo-
somes will be generated applying genetic operator on them. These new chromosomes 
will be replaced with previous generated chromosomes. In executing this algorithm, 
we need to 4 parameters such as generation size, initial population size, crossover rate 
and mutation rate. 

4   Related Works 

The first method called naive decomposition [4]. Although a simple and clear method, 
a contradiction might exist in parallel execution of iterations. 

Tzen and Ni [21] proposed the dependence uniformization technique based on 
solving a system of Diophantine equations and a system of inequalities. In this 
method, maximum and minimum of dependence slops have been computed according 
to dependence pattern for two-level iteration spaces. Then by applying the idea of 
vector decomposition, a set of basic dependences is chosen to replace all original 
dependence constraints in every iteration so that the dependence pattern becomes 
uniform. But since one of the vectors (0, 1) or (0, -1) should be in BDVS, DCS re-
mains large.  

In first method of Chen and Chung yew [3], the maximum number of basic vectors 
is three. In this method there are several selections without limitation for BDVS and 
any selection has different efficiency. Thus, this method needs a selected strategy that 
chooses a set which decreases the synchronization overhead and increases the paral-
lelism. Therefore, in the second method of them [4] has been tried to improve the 
proposed method which in DCS is close to original DCS from non-uniform depend-
ences and in fact this method has been improved to minimize the DCS in two-levels. 

Chen and Shang [5] have proposed three methods on the basis of three possible 
measurements in a way that goal of any method is achieving to maximum of that 
measure. This method can be used for three-level spaces but the direction of depend-
ence has not been considered. Furthermore, the optimization for the DCS which 
greatly affects parallelism has not been studied.  

In the method according to evolutionary approach, genetic algorithm for two-level 
spaces has been used to solve the problem [15]. Although acquired results are not 
certain, but are very close to optimal solution for two-level spaces. 

In general, in recent years in the area of uniformization a minority studies have 
been done. Therefore, it is required to perform better optimization. 

5   The UTLEA Method 

In this paper, the genetic algorithm is used as an instrumentation and searching 
method for finding basic vectors in uniformization of non-uniform three-level itera-
tion spaces. In the following, different stages of proposed method are presented. 
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5.1   Coding 

In the proposed method, every chromosome indicated a BDVS. Since the nested loop 
is three-level, chromosomes are spotted as a three-dimensional array. Every gene of 
chromosomes involves three x, y and z components that all of them indicate one vec-
tor in three-level space. In the following, an example of chromosome is shown. U1, U2 
and U3 are upper bound for three-level nested loop. Because of the loop index vari-
ables are integer, the amounts of xi, yi and zi are integer. Also, the reason of selecting 
yi between –s1 and s1 and zi between –s2 and s2 is for equaling the amounts on the 
bases of loop execution. 

 
x1 x2 x3 

y1 y2 y3 

z1 z2 z3 

 
 
 
 
 
  

 
Fig. 1. Coding in the UTLEA method 

5.2   Objective and Fitness Function 

In this problem, a minimization problem, because of maximum nature of fitness func-
tion, it is on the contrary of objective function. In general, three factors are playing 
roles in determining fitness of every chromosome and we should consider these fac-
tors one by one. 

Length of chromosomes. In this paper, the length of every chromosome is shown by 
L(i) function in which i is the chromosome number. Because the goal is to minimize 
length of BDVS, the 1/L(i) statement is added to fitness function. Since, the length of 
any chromosomes is not zero, L(i) is never zero and thus 1/L(i) will not take 
undefined value. At the beginning of implementation of algorithm, the length of all 
chromosomes is equal to 5. But because the optimal length is between n and 2n-1, 
during the implementing of algorithm, chromosomes have variable lengths are 
between 3 and 5. 

 
Computing DCS(i) of chromosomes. In this paper, DCS is shown by DCS(i) in 
which i is the chromosome number. 1/DCS(i) statement like the least length is added 
to fitness function. Since, DCS(i) could have zero, the 1/DCS(i) statement could take 
undefined value. For solving this problem, we could have 1/(DCS(i)+1) statement 
instead of 1/DCS(i). Fig. 1 showing the dependence cone in three-level space. 

⎣ ⎦2/,
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Fig. 2. DCS in three-level spaces 

It is clear, if the coordinate system is changed, the considering DCS is not changed. 
Therefore, for computing this volume, we could change the coordinate system in a 
way that one of the vectors coincides with a main axis. For doing this, the vectors 
should rotate in a way that one of them coincides with z axis. A used rotation matrix 
is a trigonometric and clockwise matrix shown in relation 2. We can compute the 
considering volume after the rotation using a triple integral. It is better instead of 
Cartesian coordinates, spheral coordinates can be used to determine upper bounds and 
lower bounds of this integral. After rotating, the ϕ  for the vector that coincides with z 

axis is equal to zero. Also we can consider the ρ  for each of these vectors equal to 

one. Therefore in this section, calculation of ϕ  and θ  for two other vectors after 

rotating, is sufficient. Finally by using relation 3, we could compute DCS for chromo-
somes with L(i)=3. 
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In relation 2, variable α  indicates the angle of the projection vector in 2-D Carte-
sian space x and y with positive direction of x axis and variable β  indicates the angle 
of vector with positive direction of z axis. In relation 3, )(θf  is a linear interpolation 
function. Although, more complex functions [14] can be used to calculate the volume, 
the same linear function is sufficient. 

The above method just could compute the DCS for basic vectors with L(i)=3. For 
longer lengths, we can use other method or universalize this method in a way that is 
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used for longer than three. Even if all vectors are located in convex space of three 
vectors in three-level space, we can use this method. But there is a problem which in 
general in three-level space, we can not say that all vectors are located in convex 
space of three vectors. As a whole, if we consider the weight of every gene of chro-
mosome equal to one number and the found result of three-vector method to be in the 
form of DCS3(a, b, c) function, in which a, b, c are the weight of vectors, in this case 
we can use the following method for computing the BDVS for chromosomes with 
length 4 or 5. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 3. Computing DCS for chromosomes with L(i)>3 

443133213 =+= ), if L(i), , (DCS), , (DCSDCS(i)  (4) 

5541343133213 =++= ), if L(i), , (DCS), , (DCS), , (DCSDCS(i)  (5) 

For using the above method for lengths longer than three, all vectors in chromo-
somes should be sorted correctly. For this reason, all of the vectors have been rotated 
until a vector could coincide with z axis. This vector’s number is 1. Then for other 
vectors, their projection angle in 2-D Cartesian space x and y with negative direction 
of x axis are computed and are used as a weight to sort the vectors. The weight of 
each vector is considered between 0 and 360 in order to prevent different vectors to 
have equal length. In fact, the vector with negative y element, the number of 360 is 
detracted of occurred absolute value. 

Computing M(i) of chromosomes. In this paper, the number of construable 
dependence vectors extent by BDVS of chromosome i are shown as M(i) function. By 
solving Diophantine equation [2], [10], [11] in relation 6 the amount of M(i) are 
acquired for chromosome i. 

(x, y, z))n, zn, yn(xnα...), z, y(xα =++1111  (6) 
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In relation 6 α j is as unknown of equation that must be non-negative integer, then 
basic vectors will not have any problem in executing of the loop. In fact, relation 6 
showed that whether dependence vector (x, y, z) are decomposable by basic vectors of 
chromosome i or not. Therefore, fitness function is computed as the following: 

 

))(3())1)(/(2())(/1()( iMwiDCSwiLwif ×+++=  (7) 

 
wj are weights considered for showing the importance of function. Here w1=1, w2=3 
and w3=2. 

5.3   Selection Operator 

The selection operator applied in this minimization problem is tournament selection 
operator.  

5.4   Crossover Operator 

The crossover operator applied in this problem is 2-point crossover with different 
cutting points. These points are shown in fig. 4 by cpoint1 and cpoint2 for chromo-
some 2i-1 and cpoint3 and cpoint4 for chromosome 2i. If the length of chromosomes 
after crossover operation is longer than 5, these genes of the chromosome are 
eliminated. 

 

 

 

 

 

 

 

  

 
Fig. 4. Two-point crossover operation with different cutting points 

5.5   Mutation Operator 

In the mutation operator applied in this problem, one gene of chromosome is selected 
randomly and then its amount is replaced with one possible amount of other. In fig. 5 
an example of mutation operation is shown. 
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Fig. 5. Mutation operation 

By doing these operators on the chromosomes may generate infeasible chromo-
somes. For this reason, penalty technique has been used.  

0 50 M(i)= f(i), if.f(i)=f(i)-  (8) 

), etc., ,  (-ne such asinvalid genthere is a f(i), if .f(i)=f(i)- 001  40  (9) 

Also, there is an elitism operator before selection operator that means in every gen-
eration, the best chromosome is selected and transformed to intermediate generation 
directly. 

6   Evaluation and Experimental Results 

The UTLEA is executed in vb6 and according to various dependences, some results 
of its performance are presented in this section. 

6.1   Experimental Results 

To verify the proposed method, many tests have been executed. In this section, the 
results of three tests are summarized in Table 1. 

Table 1. The results of the UTLEA 

Dependence vectors DCS Fitness Result 
Uniform iteration space with vectors  
(1, 2, 1), (1, 2, 3) and (3, 2, 1) 

0.114 21.025 {(1, 2, 1), (3, 2, 1), (0, 0, 1)} 

Uniform iteration space with vectors  
(1, 2, -2), (1, -2, 2) and (0, 1, 1) 

0.741 26.055 {(1, 2, -2), (1, -2, 2), (0, 1, 1)} 

Uniform iteration space with vectors  
or combination of them 
(0, 1, -1), (0, 0, 1) and (1, 0, 0) 

0.718 82.088 {(0, 1, -1), (0, 0, 1), (1, 0, 0)} 

 
The stability of these tests is shown in fig. 6. 
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Mutated gene



614 S. Mahjoub and S. Lotfi 

1

6

11

16

21

1 101 201 301 401 501 601 701 801 901

Population Number

F
it

ne
ss

Average Fitness

1

6

11

16

21

1 101 201 301 401 501 601 701 801 901

Population Number

F
it

m
es

s

Best Fitness

15

20

25

30

35

40

45

50

55

60

65

70

75

80

85

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Execution Number

F
it

ne
ss

Series1

Series2

Series3

test 1

test 2

test 3  
Fig. 6. Stability of the UTLEA 

For showing the convergence of the UTLEA, these tests are executed again with the pa-
rameters summarized in table 2 which k is selection parameter, pc is crossover rate, pm is 
mutation rate, init_pop is initial population size and num_gene is the number of generation. 

Table 2. The prameters of the tests 

Tests K Pc Pm Init_pop Num_gene Result 

Test 1 4 0.7 0.01 1000 1000 {(1, 2, 1), (3, 2, 1), (0, 0, 1)} 
Test 2 4 0.7 0.01 500 500 {(1, 2, -2), (1, -2, 2), (0, 1, 1)} 
Test 3 4 0.7 0.01 500 500 {(0, 1, -1), (0, 0, 1), (1, 0, 0)} 

 
The convergence of these tests is shown in fig. 7, 8 and 9 respectively. 

 

 
 
 

  
 
 
 
 
 
 
 

 

 
Fig. 7. Convergence of test 1 
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Fig. 8. Convergence of test 2 
 

 
 

 
 
 

  
 
 
 
 
 
 
 
 

Fig. 9. Convergence of test 3 

 
In addition, other tests have been executed on a larger scale. For example, this 

algorithm for 500 dependences of uniform spaces with vectors {(1, 2, 1), (2, -1, 1), (2, 
1, -1)} is executed. The best result for this test is {(1, 2, 1), (2, -1, 1), (2, 1, -1)} with 
DCS=0.267 and fitness=1000.699. 

6.2   Comparison with Other Methods 

Comparison with other methods is summarized in table 3. For example, the last test 
(test 4) that its code is given in this section is executed to compare the proposed 
method with other methods. The result of following test according to basic area 1 in 
Chen and Shang’s method [4] is {(1, 0, 0), (0, 1, 0), (0, 0, 1)} with DCS=0.523, ac-
cording to basic area 2 is {(1, 2, 0), (-2, -4, 1)} with DCS=0 but x component is nega-
tive and according to basic area 3 is {(1, 2, 1), (1, 0, 0), (0, 1, 0), (0, 0, 1)} with 
DCS=0.523. But the result from executing the UTLEA has obtained {(2, 3, -3), (1, 2, 
1), (1, 2, 0)} with DCS=0.0087. Also, the result of the UTLEA for this test is better 
than Chen and Yew’s method [3]. 
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For i=1 To 15 
    For j=1 To 15 
        For k=1 To 15 
         A=(3i+j-1, 4i+3j-3, k+1)=…  
       …=A(i+1, j+1, k) 
        End For 
    End For 
End For 

Table 3. Comparison the UTLEA method with other methods 

Uniformization methods The number of basic 
vectors 

Considering 
the direction 
vectors 

Other descriptions 

Chen and Shang Unknown (the most cases 
is large) × The DCS remains 

large 
Tzen and Ni Unusable in three-level 

spaces 
× 

- 

Chen and Yew Most of the time is large 
in three-level (5)  

 here are at least a 
main vector in 
three-level spaces 

The Method based on 
evolutionary approach 

Unusable in three-level 
spaces 

 - 

The UTLEA Between 3 and 5  The DCS is small and 
the number of basic 
vectors is optimal 

7   Conclusion and Future Works 

In this paper, a dependence uniformization method is presented by using an evolu-
tionary approach for three-level non-uniform iteration spaces called the UTLEA. 
Most of the previous methods only used in two-level spaces. In some of the methods 
used in three-level have not been paid attentions to direction of vectors. In other 
words, outcome basic vectors were not acceptable considering execution of loops. 
Also, the uniformization algorithm according to evolutionary approach presented for 
two-level spaces, are not applicable in three-level spaces too, since the dependence 
cone size in three-level spaces is different from two-level. Therefore, in this paper we 
have tired to solve the defects of previous methods and do a correct uniformization 
for three-level spaces.  

As future works, a method based on evolutionary approach for uniformization of 
two and three levels together is suggested and the genetic parameters used in this 
proposed method can be improved. 
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Abstract. This research has focused on the proposed and the development of an 
event based discrete event simulator for the existing General Utility Scheduling 
(GUS) to facilitate the reuse of the algorithm under a common simulation 
environment. GUS is one of the existing TUF/UA scheduling algorithms that 
consider the Time/Utility Function (TUF) of the executed tasks in its scheduling 
decision in a uniprocessor environment. The scheduling optimality criteria are 
based on maximizing accrued utility accumulated from execution of all tasks in 
the system. These criteria are named as Utility Accrual (UA). The TUF/ UA 
scheduling algorithms are design for adaptive real time system environment. 
The developed GUS simulator has derived the set of parameter, events, 
performance metrics and other unique TUF/UA scheduling element according 
to a detailed analysis of the base model. 

Keywords:  Time/Utility Function, Real Time Scheduling, Discrete Event 
Simulation and Uniprocessor. 

1   Introduction 

Real-time scheduling is basically concerned with satisfying a specific application time 
constraints. In adaptive real time system an acceptable deadline misses and delays are 
tolerable and do not have great consequences to the overall performances of the 
system. 

One of the scheduling paradigms in adaptive real time system environment is 
known as Time/Utility Function (TUF)[1],[2]. A TUF of a task specifies the 
quantified value of utility gained by the system after the completion of a task shown 
in Fig. 1. The urgency of a task is captured as a deadline on X-axis and the 
importance of a task is measured by utility in Y-axis. With reference to Fig. 1, in the 
event of the task being computed at time A, which denotes the range between the start 
of execution and the stipulated deadline, the system gains a positive utility.  

However, if the task is completed at time B, which causes failure of deadline 
compliance requirement, the system acquires zero utility. 



 A Discrete Event Simulation for Utility Accrual Scheduling 619 

 
 

Fig. 1. Time/Utility Function  

1.1   Problem Statement 

GUS is a uniprocessor TUF/UA scheduling algorithm that manages the independence 
tasks and tasks that have dependencies with other tasks [3], [4]. The dependencies are 
due to the sharing of resources via the single unit of resource request model. In 
enhancing and developing the GUS algorithm, performance analysis and its respective 
tools are evident.  

Though there exists the simulation tools, there does not exist a detailed description 
and a developed General Purpose Language (GPL) DES for the TUF/UA scheduling 
domain specifically the GUS algorithm. The lack of uniformity in the choice of 
simulation platforms is a clear limitation for investigating the performances of the 
TUF/UA scheduling algorithms. 

1.2   Objective 

The objective of this research is to build the GUS simulator from the scratch to enable 
customization requirements of any research and to provide the freedom to understand, 
configure TUF modules, draw desired scheduling environment and plot the necessary 
performance graphs. In order to evaluate and validate the performance of the designed 
simulator, a simulation model for the TUF/UA scheduling environment is deployed. 

2   A Discrete Event Simulation Framework 

A discrete event simulation framework is developed to verify the performance of the 
GUS scheduling algorithm. In order to precisely remodel and further enhance the GUS 
algorithm, DES written in C language in Visual C++ environment is the best method to 
achieve this objective. Fig.2 shows the developed GUS simulator framework. It 
consists of the four major components i.e., the DES simulation, scheduling algorithm, 
entities and resources components.  
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Fig. 2. A Disrete Event Simulation Framework in Uniprocessor Environment 

The core component to execute the developed simulator consists of the events, 
events scheduler, time advancing mechanism, random number generator, Termination 
Of Simulation (TOS) and statistical results as depicted in Fig. 2. A flow chart of  
the execution of the simulator is depicted in Fig. 3. It illustrates the structure of the 
simulation program and the events involved. The initialization triggers the 
deployment of the entire simulation. Relating the norm of an idle system, no task can 
depart without invoking its creation (i.e., Task Arrival Event). Thus, the assumption 
of the event arrival schedule is set to 0.0000.  

Referring to Fig. 3, after initialization the next pre-requisite mandatory step is to 
scan the event list and select the event with the earliest time of occurrence. Mapping 
the selection to DES is embedded in the time advancing mechanism (i.e., simulation 
clock). The simulation clock is then advanced to the time of occurrence of the 
selected event. The simulator then executes the selected event and updates the system 
state variables affected by the event. 

Each of the identified events is auctioned by calling an associated event routine 
which results in the addition of future events to the event list. The execution of event 
routines is done to achieve the stipulated two purposes to model the deployment of an 
event and to track the resource consumption status of the event. Referring to Fig. 3, the 
defined events and their respective routine descriptions in this research are the task 
arrival, resource request, resource release and task termination event. The completion 
of the simulation will be done upon the convergence of the repetitive structure to a 
predefined value which also known as TOS. TOS is critical in determining the validity 
of the acquired results. It must represent the system in entirety. In this research, the 
simulator is terminated of two conditions i.e., the event list is empty and the arrival of 
task termination event for the final task in the simulator is executed. 
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Fig. 3. Flowchart of the Simulation Program 

Entities are the representation of objects in the system [6]. Fig. 4 shows the 
interaction between the entities and resource models that are designed throughout the 
simulator. i.e., the source and tasks entities, the resources and a queue of an unordered 
task list named as utlist. 

Simulating the source model involves the representation of the load generation of 
the system under study. It is vital to accurately represent the load to ensure the 
algorithms deployed are tested on the actual scenario. A source injects a stream of 
tasks into the system. The maximum numbers of tasks are 1000 and denoted as 
MAX_TASKS.  

A micro abstraction of a source is the task model. Each task is associated with an 
integer number, denoted as tid. Each task is associated with an integer number, 
denoted as tid. Upon generation, a task is executed for 0.50 seconds (i.e., the average 
execution time denoted as C_AVG). Given the task average execution time C_AVG 
and a load factor load, the tasks inter arrival time follows exponential distribution 
with mean value of C_AVG/load.  Fig.5 shows a task as a single flow of execution. 
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Fig. 4. Interaction of Entities and Resources 

 

Fig. 5. Task Model 

During the lifetime of a task, it may request one or more resources. For each request, 
a task specifies the duration to hold the requested resource. This is denoted as Hold 
time. The Exec time denotes the remaining execution time of a task at a particular 
instant. Initially, at Initial time the value of Exec time is equal to C_AVG. This value is 
reduced as the task is executed until the Termination time and the value of Exec time 
becomes zero. It is assumed that a task releases all resources it acquires before it ends, 
complying with condition of the Hold time ≤ Exec time. The following assumptions 
are made for the task model implemented in this research: 

• Independent task model, whereas each task has no dependency on other task 
during execution. The execution of a task has no correlation to the previously 
executed task. 

• Task can be preemptive, i.e., a task can be delayed or suspended to allow another 
task to be executed. 

2.1   TUF Model 

The timing constraint of a task is designed using the step TUF model in this research 
[4]. A TUF describes a task contribution to the system as a function of its completion 
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time. The step TUF model is shown in Fig. 1. The maximum utility that could 
possibly be gained by a task is denoted as MaxAU. The random value of MaxAU 
abides normal distribution (10, 10) i.e., the mean value and variance is set 10 to 
conform to the benchmark. The Initial time is the starting time for which the function is 
defined. The Termination time is the latest time for which the function is defined. That 
is, MaxAU is defined in within the time interval of [Initial time, Termination time]. The 
completion of a task within this interval will yield positive utility i.e., MaxAU to the 
system. The completion of a task breaching the stipulated deadline causes the value of 
MaxAU to become zero. If the Termination time is reached and the task has not finished 
its execution, it accrues zero utility to the system. 

The constant amount of resources and surplusing demands results in resource 
unavailability. The simulator provides a mechanism to retain the task’s requests for 
resources which are temporarily unavailable in an unordered task list named as utlist. 
A queue implementation via the pointer based single link list is used to deploy the 
utlist as shown in Fig. 6.  

 

Fig. 6. Queuing Model 

Referring to Fig. 6, the utlist consists of a sequence of pending request. A request 
for a resource is represented by a quadruple ReqResourceItem=<tid,rid, Holdtime, 
AbortTime>. Thus, an element in the utlist consists of ReqResourceItem structure. A 
next pointer is used to link an element to the next element in the utlist. The head_utlist 
points to the first element and tail_utlist points to the final element in the utlist. 

2.2   Scheduling Algorithm Component 

The scheduling algorithms component consists of the benchmark GUS algorithm. 
GUS is a TUF/UA uniprocessor scheduling algorithm that considers the step and 
arbitrary shape TUFs. The main objective of GUS is to maximize the utility accrued 
to represents that the most important task is to be scheduled first in the system. GUS 
uses a greedy strategy where task whose execution yields the maximum PUD over 
others is selected to determine which task to be scheduled at a particular instant. 

The PUD of a task measures the amount of utility that can be accrued per unit time 
by executing the task. It essentially measures the Return on Investment (RoI)  
for executing the task at current clock time. Fig. 7 elaborates the GUS scheduling 
algorithm for the execution of an independent task model.  
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Fig. 7. GUS Scheduling Algorithm [3] 

When a new request from task Treq arrives into the system, GUS accepts the new 
request for resource Ra. Referring to Fig. 7, when the resource Ra is currently being 
used by another task i.e., task Towner, GUS firstly calculates the PUD of both tasks. In 
the case that the requesting task i.e., Treq posses a higher PUD as compared to task 
Towner, GUS has tailored mechanism to abort the current owner task (i.e., Towner) and 
grant the resource to the requesting task (i.e., Treq ).  

3   Experimental Settings 

Extensive experiments were done to ensure the developed GUS simulator is validated. 
The simulation model is validated by ensuring that its output data closely resemble 
the output data that was observed from the benchmark model i.e., GUS. The 
developed simulator has been tailored to map the characteristics of a uniprocessor 
scheduling. Table 1 summarizes the simulation parameter settings that are used 
throughout this research [4].  

Table 1. Experimental Settings 

Parameters  Value 
load  0.20 to 1.60 
iat  Exponential (C_AVG/load) 
Hold time  Normal (0.25,0.25) 
MaxAU  Normal(10,10) 
Abort time  Any random number < Hold time 

 
A source generates a stream of 1000 tasks. Given the task average execution time 

C_AVG and a load factor load, the average task inter arrival time i.e., iat is calculated 
as the division of C_AVG over load and further utilized an exponential distribution to 
be further derived to reflect the intended system model. In all the simulation 
experiments, the value of C_AVG is set at 0.50 sec and the range value of load is 
from 0.20-1.60. The different values of load are to provide the derivation of differing 
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mean arrival rates of tasks. The arrival of tasks is assumed to follow the exponential 
distribution. The system is said to be overloaded when (load >1.00) represented also 
as the mean arrival rate of 0.50 seconds (i.e., iat). This complementary representation 
of load can be utilized to show congestion as the iat is at its equal value to the 
execution ability to process a task. The value of the HoldTime and AbortTime 
parameters are derived by the normal distribution with mean and variance is 0.25. The 
maximum utility of a task i.e., MaxAU is computed using normal distribution with 
mean value of 10 and variance of 10. 

The performances of real time scheduling algorithms are measured by the metrics 
which rely on the respective application specifications. The Accrued Utility Ratio 
(AUR) metric defined in [1] has been extensively utilized in the existing TUF/UA 
scheduling algorithms and is considered as the standard metric in this domain 
[2],[3],[4]. AUR is defined as the ratio of accrued aggregate utility to the maximum 
possibly attained utility.  

4   Result and Conclusion 

A result obtained from simulator is compared with the result published in the 
literature by using the same assumptions and experimental settings [4]. 

Fig.8 depicts the AUR results of the developed GUS simulator and the original 
GUS. The result obtained using the simulation is comparable to the result published 
with the same trends. From the results, as the number of load is increased; a lower 
accrued utility is recorded. In addition, the respective results and the deviation 
between the developed GUS simulator and the benchmark model is validated with 
less than 5% as compared to the benchmark model. 

 
Fig. 8. AUR Result of the developed simulator and the benchmark model 
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This study has provided the design of the developed GUS scheduling algorithm by 
using DES. The aim of the developed simulation framework was not only to develop 
a GUS model for the research problem but also to provide a platform for future 
investigations involving TUF/UA real time scheduling. For future work, the GUS 
algorithm can be deployed in network and distributed environment. Flow control and 
routing algorithms should be integrated into the model to increase the feasibility in 
actual implementation of the algorithm. 
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Abstract. The ability for a product developer to successfully launch useful 
products to a market is tied to the company’s product development strategies, 
thus making profitability. This paper investigates the shape formulation process 
for product design strategies. The research focuses on nonlinear product design 
analysis with Kano’s model to refine product design strategies using interactive 
evolutionary grammars based design framework.  

In analyzing the generated designs, Kano’s attribute curves (Basic, Perform-
ance and Exciting) are mapped to the analysis results to form reference models. 
By comparison of the user preference curves with the Kano’s reference models, 
patterns emerged to delineate different approaches to the product design strate-
gies like fostering innovation and creativity in product design, controlling  
production expense, searching the targeted users, enhancing or lowering func-
tionalities, and increasing or decreasing resources, features and services. Upon 
determining the appropriate Kano’s reference models, product developers could 
refine product design strategies to suit the targeted market. 

Keywords: Evolutionary shape grammars; Genetic programming; Product de-
sign; Engineering design; Nonlinear product design analysis; Kano’s model; 
Product development strategies; Customer satisfaction. 

1   Introduction 

Shape formulation is a critical issue in Engineering Design. Over thirty years’ re-
search on shape grammars has established a solid theoretic foundation in shape for-
mulation for various domains like architecture, structural and engineering design. A 
comprehensive survey which compared the development processes, application areas 
and interaction features of different shape grammar approaches is given by Chase 
(2002) [1]. Recently, research in exploring shape grammar approach to product and 
engineering design has received more and more attention by many researchers. For 
instance, Cagan et al. developed the coffeemaker grammar, motorcycle grammar, 
hood panel grammar and vehicle grammar [2], [3], [4] and [5]. 
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Recently, Lee et al. (2008) researched on the advanced evolutionary framework 
which utilizes the power of evolutionary algorithms and shape grammars in generat-
ing innovative designs [6]. The evaluation criteria could be so complex with many 
multi-dimensional variables. This leads the product developers to have difficulties in 
making decisions by interpreting the analysis results.  

In order to tackle this problem, this research realizes the implications on the analy-
sis results by comparing them against the attribute curves of Kano’s model. The  
Kano’s model is developed in the 80s by Professor Noriaki Kano to define product 
development strategies in relation to customer satisfaction which classifies customer 
preferences into five categories: Attractive, One-Dimensional, Must-Be, Indifferent 
and Reverse [7]. The reasons for mapping Kano’s attribute curves to the product de-
sign analysis results are: 1) to redevelop or modify the control strategies of the 
framework by the shape grammar developer, and 2) to refine or adjust the product 
design strategies by the product developer.  

Section 2 reviews related research works. Section 3 presents the development  
of the framework with the Kano’s reference models. Section 4 illustrates the  
implementation of this framework and analyses the results. Finally, section 5 draws  
conclusions. 

2   Related Work 

The recent related research on applying evolutionary algorithms and shape grammars 
to engineering design are reviewed and divided into four issues: 1) Planning, 2) Evo-
lution, 3) Control, and 4) Evaluation. 

Planning is the starting design activity in which theoretical design concepts by 
means of research are derived and practical skills of experts are quantified for compu-
tation. The quantified objects in terms of parameters, variables and transformation 
rules should be defined in order to build up the language of shape grammars for de-
sign applications. The language of shape grammar consists of a vocabulary of shape 
elements, a set of production (or transition) rules and an initial shape. For instance, 
Hohmann et al. (2010) formulated shape grammars using the Generative Modeling 
Language (GML) from Havemann (2005) to build semantically enriched 3D building 
models for facility surveillance application [8] and [9].  

Evolution is the design activity in which a blueprint of exploration is established 
and implemented in a well controlled environment. Recent research on evolutionary 
design is focused on adding generative capability to existing Computer-Aided Design 
(CAD) systems. For instance, Krish (2011) demonstrated the Generative Design Me-
thod (GDM) based on parametric search and evolutionary algorithms to create unan-
ticipated solutions in history based parametric CAD systems [10].   

Control is the design activity in which the rate of exploration determines the con-
traction or expansion of the design space. The design space can be contracted to avoid 
a radical change in generating the designs, or expanded for generating new designs 
without any constraints. Apart from the emergent property of shape grammars de-
scribed in Stiny’s recent book [11], another advantage of applying shape grammar is 
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to control the design process. As design problems are “ill-defined” as determined by 
Simon (1984, 1990) [12] and [13], control of design process is a critical issue in engi-
neering design. Dorst (2006) further emphasized the issues of specifying appropriate 
design problems with right kind of abstractions and correctness [14]. 

Recent research on shape grammars in CAD, Computer-Aided Process Planning 
(CAPP) and Computer-Aided Manufacturing (CAM) are focused on the integration of 
shape grammars and cognitive approaches in automation, and utilization of emergent 
properties of shape grammars. For instance, Shea et al. (2010) has developed new 
fabrication systems with flexible and cognitive capabilities for autonomous design-to-
fabrication automation [15]. Fox (2010) has proposed the development of Unified 
Shape Production Languages with the power of emergent properties of shape gram-
mars for sustainable product creation [16]. However, these approaches do not much 
address the controllability issue in shape formulation. Lee et al. (2008) has developed 
control strategies to tackle this issue by interactively determining the exploration rate 
to modify the shape grammar rules [6]. 

Evaluation is the design activity in which the results are evaluated by a set of eval-
uation criteria. The Kano’s model is adopted in this research to enhance the analytical 
ability of evolutionary grammars. The Kano’s model defines product development 
strategies in relation to customer satisfaction and expectations on product require-
ments. The expectations could include categorizations of requirements that relate to 
technical management [17]. For instance, the common categorizations of require-
ments include Customer, Architectural, Structural, Behavioral, Functional, Non-
functional, Performance, Design, Derived and Allocated requirements.  

Recent research on the Kano’s model covers a vast variety of applications. For in-
stance, Alessandro et al. (2009) has identified a nonlinear and asymmetric relationship 
between attribute performances and overall customer satisfaction using a case study 
of retail banking [18]. Cheng et al. (2009) has applied the Kano’s method to extract-
ing the implicit needs from users in different clusters which were grouped by the 
artificial neural networks [19]. This approach was applied to content recommendation 
in web personalization. The results indicated that the problem of information over-
loading was improved. 

3   Development of the Framework with the Kano’s Reference 
Models 

The development of the framework is first introduced with illustration by a case study 
using digital camera form design. It follows with the methodologies in mapping the 
Kano’s attribute curves to the performance graph to form Kano’s reference models. 
The reference models could then be used to refine product design strategies. 

3.1   Interactive Evolutionary Grammar Based Design Framework 

Parametric 3D shape grammars with labels are developed which follow the generative 
specification of the class of compact digital camera forms as illustrated in Figure 1. 
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Fig. 1. Generative specification of the class of compact digital camera forms 

Figure 2 shows the framework in which genetic programming is selected to explore 
and optimize product form designs. Control strategies are also developed in manipu-
lating the genetic representation and systematically evaluating the evolving designs 
during the evolutionary process. 

Exterior form generation of compact digital cameras and the configuration of the 
components are designed to fulfill a set of requirements such as artificial selection, 
spatial geometric constraints and desired exterior shell volume. The design require-
ments can be formulated into objective functions. Objective functions are set up for 
the evaluation of the generated designs.  
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Fig. 2. Evolutionary grammar based design framework 

General objective functions are set up for general requirements while control strat-
egies have their own sets of objective functions for specific requirements. Analysis of 
the evaluation results will help in the investigation of and understanding of combina-
torial effects on the generated designs based on the control strategies. To effectively 
evaluate the design performance, a metric is formulated as the summation of design 
objectives and weighted constraint violations.  
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Objective and penalty functions are defined to assign positive and negative fitness 
scores respectively. Penalty functions are activated if the generated designs violate  
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the constraints. Both design objectives and constraints have weighting factors to  
determine the relative trade-off among design objectives. The designers can assign 
different weighting factors on each variable.  
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For the artificial selection requirements, 1indexObjective  is used as the measurement 

of accumulated effect on selected designs. The selected designs will be assigned with 
higher fitness scores if they are frequently selected by the designers. 
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where n = number of generations; 1indexObjective is the accumulated score for 

each design; iweightSelection  is the weighting factor for each design; 

ivalueSelection is assigned with 1 when the designs are selected, otherwise 0. Since 

the selection cost of each design is the accumulated score from each generation, selec-
tion on one or more designs in a particular generation will not significantly impact the 
whole population. As a result, the population is determined by the accumulated effect 
on the selected designs. 

Under the spatial geometric constraints, the components have to be configured 
without collision among each other and within the boundary of the exterior of camera 
body. Geometric variables of the component positions and the boundary positions of 
the exterior of the camera body are assumed to be configuration design variables, 
subject to a set of constraints. The objective functions of configuration of components 
can be determined by the designers with selective options. For example, the selective 
options of configuration are: to maximize or minimize the total distance ( 1TD ) among 
components.  
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where C  is a constant; n is the number of components; ji ll ,  are the half length or 

radius of components; cl is the clearance between components; coefficient ijd is the 

distance between components i  and j . The distance between two components is 

defined as the distance between the centres of both components. The summation of  
all the distances between any two components ( 1TD ) reflects the dispersion among 

components. 
For exterior shell volume calculation, the objective is to minimize the difference 

between the shell volume and a desired target shell volume of the exterior of camera 
body. 
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The value of an exterior shell, v , refers to the approximate volume estimation of the exte-
rior of the camera body. A constant C  is added to 2indexObjective  and )(vf  to ensure 

that the objective indices take only positive values in their domains [20]. The addition of 
constant C to the objective indices also avoids the error arising from dividing zero. 

3.2   Mapping Kano’s Attribute Curves to the Nonlinear Time Dependent 
Product Design Analysis Results to form Kano’s Reference Models 

The Kano’s model provides the determination of importance on the product attributes 
from the customer’s point of view. This is achieved by quantifying the relationship 

(8) 

(9) 
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between the quality performance of a product or service (X-axis in Figure 3) and 
customer satisfaction (Y-axis in Figure 3). The Kano’s model allows the product 
development team to better understand and discuss the issues in defining the specifi-
cations of the design problems. Figure 3 depicts three kinds of time independent at-
tribute curves which represent conceptual relationships including Basic, Performance 
and Exciting relationships.  

 

Fig. 3. Kano’s model 

On the other hand, the product designs are generated and analyzed in nonlinear 
time dependent manner by the evolutionary framework. The analyzed results are time 
dependent and are plotted in the performance graph. This induces a technical problem 
that the Kano’s attribute curves could not directly map to the performance graph. 
Therefore, assumptions are made on the Kano’s attribute curves to suit the purpose in 
this application.  

Refer to Figure 3, the Basic attribute curve refers to an essential performance of the 
product (X-axis) which is sufficient to satisfy the customers’ need (Y-axis). It is as-
sumed that the performance of the product (X-axis) is gradually improved along time 
using the same scale of generation. For instance, the performance of the product (X-
axis) is started with zero at the beginning of evolutionary process (0th generation) and 
ended with 500 at the end of the evolutionary process (500th generation). Similarly, 
the Performance attribute curve demonstrates a linear relationship in improving the 
satisfaction (Y-axis) with respect to performance of the product or time (X-axis). For 
the case of Exciting attribute curve, increasing performance of the product during the 
evolutionary process (X-axis) can produce more customer satisfaction (Y-axis). These 
three Kano’s attribute curves can be mapped to the performance graph to form Kano’s 
reference models respectively (Figure 4 to 6).  
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3.3   Comparison Analysis of Kano’s Reference Models 

After forming the Kano’s reference models, four typical cases of user preferences are 
proposed and simulated for testing the reference models. The user preference curves 
are simulated by modifying the Artificial Selection Fitness parameters of the perform-
ance graph. Finally, comparisons analysis on the User overall fitness curves (User-1, 
User-2, User-3 and User-4) against the three Kano’s reference models could be made 
respectively (Figure 4 to 6). The key operation procedures of the framework are 
summarized as follow: 

 

Fig. 4. Comparison of Kano’s Basic reference model 

Step 1) Generate the product designs and analyzed by the evolutionary framework;  
Step 2) Plot the analyzed results in the performance graph; 
Step 3) Map the three Kano’s attribute curves: Basic, Performance and Exciting at-

tribute curves to the performance graph to form reference models; 
Step 4) Modify the Artificial Selection Fitness parameters of the performance graph 

to simulate four overall fitness curves under the influence of four user groups; 
Step 5) Compare the user overall fitness curves (User-1, 2, 3 and 4 preferences) 

against the three Kano’s reference models respectively (Figure 4 to 6); and 
Step 6) Decision making upon the comparison analysis of the Kano’s reference mod-

els (see Section 4, Table 1). 
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Fig. 5. Comparison of Kano’s Performance reference model 

 

 

Fig. 6. Comparison of Kano’s Exciting reference model 
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4   Implementation 

A software prototype system has been developed using Visual C++ and ACIS  
3D modelling kernel, and tested. Figure 7 shows the implementation results  
obtained from the system, starting at the first generation and ending at five hundred 
generations.  

 

Fig. 7. Results obtained from the first generation (top left), 100 generations (top middle), 200 
generations (top right), 300 generations (bottom left), 400 generations (bottom middle) and 500 
generations (bottom right) 

4.1   Interpretation of Kano’s Reference Models to Refine Product Development 
Strategies 

Decisions on refinement of the product design strategies could be made by the prod-
uct developers upon the completion of comparison analysis of the Kano’s reference 
models (Table 1). The selection of which Kano’s reference model for comparison is 
depended on the product developer strategies. For instance, targeting to sell products 
to the general public in underdeveloped countries, the expected product cost must be 
comparatively lower than to developed countries. As a result, the Kano’s Basic refer-
ence model could probably be adopted by the developer. 

4.2   Comparison with Basic Reference Model 

As depicted in Figure 4, User-1, User-2 and User-4 overall fitness curves are  
over Kano’s Basic reference model. This means that the generated designs outperform 
the essential performance of the product (X-axis) which leads to more customer  
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satisfaction (Y-axis) than the expectation. Profitability would deteriorate somewhat 
when launching these new products in future, largely due to an increase in production 
expense percentage. The reasons are that the excess resources, services or functions 
are provided to the generated designs which cause higher production costs. Solutions 
may then be proposed by the product developer to refine the product design strategies. 
For instance, reducing the excess functions on the generated designs would lower 
down the essential performance of the product (X-axis). The expenses on production 
would then be reduced and the profitability be improved.   

Figure 4 also reveals that User-3 overall fitness curve is under Kano’s Basic refer-
ence model from generation 100 to generation 400. This indicates that the generated 
designs underperform the essential performance of the product (X-axis) which leads 
to less customer satisfaction (Y-axis) than the expectation. Profitability would depre-
ciate somewhat when launching these new products to the market, largely caused by a 
decline in sales volume. The causes behind that are needed to be identified from User-
3 preference curve. For instance, the customer satisfaction (Y-axis) of User-3 prefer-
ence curve is lower at generation 200 to generation 300. This implies that lack of 
resources, services or functions are provided to the generated designs at this genera-
tion period which would cause a decline in sales volume. The product developer may 
request the shape grammar developer to make minor modification on the control 
strategies of the framework. For instance, major improvements on the customer satis-
faction (Y-axis) could then be obtained at generation 200 to generation 300 by raising 
the functions on the generated designs at that generation period. The expenses on 
production could be higher but it would be compensated by the enhancement of the 
profitability. 

4.3   Comparison with Performance Reference Model 

There are no obvious relationships to be found among User-2, User-3 and User-4 
overall fitness curves and Kano’s Performance reference model as depicted in  
Figure 5. The product developer may need to refine the product design strategies for 
each of these User overall fitness curves. Except that for User-1 overall fitness curve, 
the closest match to the reference model appears at generation 200 to generation 300. 
The features and functions produced as well as the User-1 categories at this genera-
tion period may be focused by the product developer. A linear relationship between 
the reasonable production expenses and the profitability could then be obtained. 

4.4   Comparison with Exciting Reference Model 

As depicted in Figure 6, User-4 overall fitness curve is over Kano’s Exciting refer-
ence model from generation 100 to generation 400 whereas User-1, User-2 and User-
3 are under. Again, identification of the causes behind that is necessary for refinement 
of product strategies. For instance, the customer satisfaction (Y-axis) of User-4 pref-
erence curve is higher at generation 200 to generation 300. This implies that excess 
resources, services or functions are provided to the generated designs at this genera-
tion period which would cause an increase in production expense percentage. The 
product developer may propose to reduce the excess functions on the generated de-
signs at that generation period for User-4 overall fitness curve. This would lower 
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down the essential performance of the product (X-axis). The expenses on production 
would then be reduced and the profitability be improved.  

For the cases of User-1, User-2 and User-3 overall fitness curves, major improve-
ments on the customer satisfaction (Y-axis) could then be obtained by raising the 
functions on the generated designs. The expenses on production could be higher but it 
would be compensated by the enhancement of the profitability.  

A summary of product development strategies in this case study is shown in  
Table 1. 

Table 1. Decisions on refinement of the product design strategies 

 

5   Conclusion 

Innovation and creativity are the key successful factors and a global priority in engi-
neering industries. One of the issues in generating innovative and creative designs  
is to define appropriate evaluation criteria. The evaluation criteria could be so com-
plex with many multi-dimensional variables. This leads the product developers to 
have difficulties in making decisions by interpreting the analysis results. This paper 
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addresses this issue with a new framework which incorporates with non linear product 
design analysis and Kano’s reference models for engineering design applications.  

For Kano’s Basic reference model, excess features are not necessary provided to 
the products in order to maintain reasonable production expense. For instance, fea-
tures adopted with high technology are usually not preferred to provide to the product. 
Instead, providing a variety of innovative stylistic designs with acceptable quality 
would be chosen. 

For Kano’s Performance reference model, providing excess features and better 
functions to the products would result in customer satisfaction. Conversely, providing 
lack of features and poor functions to the products reduces customer satisfaction. Risk 
management on an increase of production expense in providing excess features and 
better functions to the product should be considered. For instance, would an increase 
of the price for the product for the excess features and better functions deter custom-
ers from purchasing it?  

For Kano’s Exciting reference model, excess features may be necessary provided 
to the products in order to unexpectedly delight customers. For instance, features 
adopted with high technology are generally preferred to provide to the product. In 
addition, providing alternative innovative stylistic designs with excellent quality 
would also be chosen. Examples of this category of products are iPad, iPhone, Tablet 
PC and Portable game console with an autostereoscopic three-dimensional effect (one 
without 3D glasses). Somehow, risk management techniques should also be consid-
ered in using Kano’s Exciting reference model. For instance, in case most users do 
not accept the product with the features adopted with new technology, promotion of 
such features should be carried out. It is a difficult task to advertise new features to 
the customers without clear explanation on the advantages of those features. As a 
result, costs of manpower in promotion activities should be taken into account in 
applying the Kano’s Exciting reference model.       

Product development strategies have been provided in this research upon decision 
making based on the interpretation of the Kano’s reference models. At this stage, the 
results are analyzed artificially based on visual interpretation by comparing the sig-
nificant differences among the User overall fitness curves against the three Kano’s 
reference models respectively. Further research will be considered in enhancing the 
performance of the framework by implicitly embedding the Kano’s model within the 
framework rather than explicitly map the Kano’s functions onto the performance 
graph. This allows the analysis of the generated products more precisely to reflect the 
dynamic change on user’s satisfaction. 
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Abstract. Soft set theory in combination with the interval-valued intuitionistic 
fuzzy set has been proposed as the concept of the interval-valued intuitionistic 
fuzzy soft set. However, up to the present, few documents have focused on 
practical applications of the interval-valued fuzzy intuitionistic soft sets. In this 
paper, Firstly, we present the algorithm to solve decision making problems 
based on interval-valued intuitionistic fuzzy soft sets, which can help decision 
maker obtain the optical choice. And then we propose a definition of normal 
parameter reduction of interval-valued intuitionistic fuzzy soft sets, which 
considers the problems of suboptimal choice and added parameter set, and give 
a heuristic algorithm to achieve the normal parameter reduction of interval-
valued intuitionistic fuzzy soft sets. Finally, an illustrative example is employed 
to show our contribution.  

Keywords: Soft sets, Interval-valued intuitionistic fuzzy soft sets, Decision 
making, Reduction, Normal parameter reduction.  

1   Introduction 

Soft set theory was firstly proposed by a Russian Mathematician Molodtsov [1] in 
1999. It is a new mathematical tool for dealing with uncertainties, while a wide 
variety of theories such as probability theory, fuzzy sets [2], and rough sets [3] so on 
are applicable to modeling vagueness, each of which has its inherent difficulties given 
in [4]. In contrast to all these theories, soft set theory is free from the above 
limitations and has no problem of setting the membership function, which makes it 
very convenient and easy to apply in practice.  

Presently, great progresses of study on soft set theory have been made [5, 6, 7]. 
Furthermore, the soft set model can also be combined with other mathematical models 
[8, 9, 10]. For example, Soft set models in combination with the interval-valued 
intuitionistic fuzzy set have been proposed as the concept of the interval-valued 
intuitionistic fuzzy soft set [11] by jiang et al. At the same time, there are also some 
efforts which have been done to such issues concerning practical applications [12, 13] 
of soft sets, especially the employment of soft sets in decision making. Maji et al. [14] 
first employed soft sets to solve the decision-making problem. Roy et al. [15] 
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presented a novel method of object recognition from an imprecise multi-observer data 
to deal with decision making based on fuzzy soft sets. Chen et al. [16] pointed out that 
the conclusion of soft set reduction offered in [14] was incorrect, and then present a 
new notion of parameterization reduction in soft sets in comparison with the 
definition to the related concept of attributes reduction in rough set theory. The 
concept of normal parameter reduction is introduced in [17], which overcome the 
problem of suboptimal choice and added parameter set of soft sets. However, up to 
the present, few documents have focused on practical applications of the interval-
valued fuzzy intuitionistic soft sets. Actually, a number of real life problems of 
decision making in engineering, social and medical sciences, economics etc. involve 
imprecise fuzzy data. The interval-valued fuzzy intuitionistic soft set is a new 
efficient tool for dealing with diverse types of uncertainties and imprecision 
embedded in a system. So in this paper, Firstly, we present the algorithm to solve 
fuzzy decision making problems based on interval-valued intuitionistic fuzzy soft 
sets, which can help decision makers obtain the optical choice. And then we propose a 
definition of normal parameter reduction of interval-valued intuitionistic fuzzy soft 
sets and give a heuristic algorithm, which can delete redundant attributes in decision 
making process.  

This paper is organized as follows. Section 2 reviews the basic notions of interval-
valued intuitionistic fuzzy soft sets. Section 3 presents applications of interval-valued 
intuitionistic fuzzy soft set in a decision making problem, including the algorithm to 
solve decision making problems based on interval-valued intuitionistic fuzzy soft sets, 
a definition of normal parameter reduction of interval-valued intuitionistic fuzzy soft 
sets and a related heuristic algorithm. Section 4 gives an illustrative example. Finally, 
section 5 presents the conclusion from our work. 

2   Basic Notions 

In this section, we review some definitions with regard to soft sets, fuzzy soft sets and 
interval-valued intuitionistic fuzzy soft sets. 

Let U be a non-empty initial universe of objects, E be a set of parameters in 
relation to objects in U, ( )UP  be the power set of U, and EA ⊂ . The definition of 

soft set is given as follows. 

Definition 2.1 (See [4]). A pair ( )AF ,  is called a soft set over U, where F is a 

mapping given by  
 

( )UPAF →:  . (1) 

That is, a soft set over U is a parameterized family of subsets of the universe U.  
Let U be an initial universe of objects, E be a set of parameters in relation to 

objects in U, ( )Uξ be the set of all fuzzy subsets of U. The definition of fuzzy soft set 

is given as follows. 
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Definition 2.2. (See [11]). A pair ( )EF ,
~  is called a fuzzy soft set over ( )Uξ , 

where F
~ is a mapping given by 

  

)(:
~

UEF ξ→  . (2) 

A fuzzy soft set is a parameterized family of fuzzy subsets of U, so its universe is 
the set of all fuzzy sets of U.  

Atanassov and Gargov [18] first initiated interval-valued intuitionistic fuzzy set 
(IVIFS), which is characterized by an interval-valued membership degree and an 
interval-valued non-membership degree. 

Definition 2.3 (See [18]). An interval-valued intuitionistic fuzzy set on a universe X is 
an object of the form 
 

( ) })(,,{ XxxxxA AA ∈= γμ  . (3) 

                 
where ( ) ])1,0([: IntXxA →μ and ])1,0([:)( IntXxA →γ  ( ])1,0([Int stands for the 

set of all closed subintervals of [0, 1]) satisfy the following 
condition: ( ) 1)(supsup, ≤+∈∀ xxXx AA γμ . 

Let U be an initial universe of objects, E be a set of parameters in relation to 
objects in U, ( )Uζ  be the set of all interval-valued intuitionistic fuzzy sets of U. The 

definition of interval-valued intuitionistic fuzzy soft set is given as follows. 

Definition 2.4 (See [11]). A pair ( )E,~ϕ is called an interval-valued intuitionistic 

fuzzy soft set over ( )Uζ , whereϕ~ is a mapping given by  
 

( )UE ζϕ →:~  . (4) 

In other words, an interval-valued intuitionistic fuzzy soft set is a parameterized 
family of interval-valued intuitionistic fuzzy subsets of U. Hence, its universe is the 
set of all interval-valued intuitionistic fuzzy sets of U, i.e. ( )Uζ . Since an interval-

valued intuitionistic fuzzy soft set is still a mapping from parameters to ( )Uζ , it is a 

special case of a soft set.   

3   Applications of Interval-Valued Intuitionistic Fuzzy Soft Set in a 
Decision Making Problem  

In this section, firstly, we present the algorithm to solve fuzzy decision making 
problems based on interval-valued intuitionistic fuzzy soft sets, which can help 
decision makers obtain the optical choice. Secondly, we depict a definition of normal 
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parameter reduction of interval-valued intuitionistic fuzzy soft sets and give a 
heuristic algorithm, which can delete redundant attributes in decision making process. 

3.1   Interval-Valued Intuitionistic Fuzzy Soft Sets Based Algorithm to Solve 
Fuzzy Decision Making Problems 

Actually, a number of real life problems of decision making in engineering, social and 
medical sciences, economics etc. involve imprecise fuzzy data. The interval-valued 
fuzzy intuitionistic soft set is a new efficient tool for dealing with diverse types of 
uncertainties and imprecision embedded in a system. The interval-valued fuzzy 
intuitionistic soft set is applicable to solve fuzzy decision making problems which 
involve a large number of imprecise fuzzy data. So we present the algorithm to solve 
fuzzy decision making problems based on interval-valued intuitionistic fuzzy soft 
sets, which can help decision makers obtain the optical choice. Before describing this 
algorithm, we give some related definitions in the following. 

Definition 3.1. For an interval-valued intuitionistic fuzzy soft set ),~( Eϕ , 

{ }nhhhU ,,, 21= , { }meeeE ,,, 21= , )](),([)( )(~)(~)(~ ieieie hhh
jjj

+−= ϕϕϕ μμμ  is the degree of 

membership an element 
ih  to )(~

jeϕ .We denote )()(~ ie hp
jϕ  as score of  membership 

degrees for je , where it is formulated as 

 

∑
=

+−+− +−+=
n

k
kekeieieie hhhhhp

jjjjj
1

)(~)(~)(~)(~)(~ ))]()(())()([()( ϕϕϕϕϕ μμμμ  . 
(5) 

Definition 3.2.  For an interval-valued intuitionistic fuzzy soft set ),~( Eϕ , 

{ }nhhhU ,,, 21= , { }meeeE ,,, 21= , )](),([)( )(~)(~)(~ ieieie hhh
jjj

+−= ϕϕϕ γγγ  is the degree of 

non-membership an element 
ih  to )(~

jeϕ . We denote )()(~ ie hq
jϕ

 as score of non-

membership degrees for je , where it is formulated as 

 

∑
=

+−+− +−+−=
n

k
kekeieieie hhhhhq

jjjjj
1

)(~)(~)(~)(~)(~ ))]()(())()([()( ϕϕϕϕϕ γγγγ  . (6) 

Definition 3.3. For an interval-valued intuitionistic fuzzy soft set ),~( Eϕ , 

{ }nhhhU ,,, 21= , { }meeeE ,,, 21= , )()(~ ie hp
jϕ  and )()(~ ie hq

jϕ
 are score of 

membership and non-membership degree for je , respectively. We denote )()(~ ie hu
jϕ

 as 

score of 
ih  for je , where it is formulated as 
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)()()( )(~)(~)(~ ieieie hqhphu
jjj ϕϕϕ +=  . (7) 

Based on these definitions, we give this algorithm shown in Figure 1. 

 
(1) Input an interval-valued intuitionistic fuzzy soft set ),~( Eϕ and 

the parameter set E. { }nhhhU ,,, 21= , { }meeeE ,,, 21= , 
)](),([)( )(~)(~)(~ ieieie hhh

jjj

+−= ϕϕϕ μμμ  is the degree of membership an element 
ih  

to )(~
jeϕ . )](),([)( )(~)(~)(~ ieieie hhh

jjj

+−= ϕϕϕ γγγ  is the degree of non-membership 

an element 
ih  to )(~

jeϕ . 
(2) Compute score of membership degrees )()(~ ie hp

jϕ
 and score of non- 

membership degrees )()(~ ie hq
jϕ

, for mjni ≤≤≤≤ 1,1 ,respectively. 

(3) Compute the score )()(~ ie hu
jϕ , for mjni ≤≤≤≤ 1,1 ; 

(4) Compute the overall score
it  for

ih such that  

)(...)()( )(~)(~)(~
21 ieieiei huhuhut

mϕϕϕ +++=  
(5) Find k, for which { }iUhk tt

i ∈= max . Then Uhk ∈  is the optimal choice 
object. 
 

Fig. 1. Algorithm for decision making on interval-valued intuitionistic fuzzy soft sets 

3.2   Normal Parameter Reduction of Interval-Valued Intuitionistic Fuzzy Soft 
Sets 

Obviously, it is not always feasible to only consider the optimal choice about decision 
in a large number of real applications. Decision makers are more interested in 
suboptimal choice or ranking of alternatives. Much time is wasted if we make a new 
decision for data sets in which the data of optimal choice is deleted. Moreover, there 
are much work to do when new parameters are added to the parameter set. 
Consequently, it is more reasonable to give a normal parameter reduction of interval-
valued intuitionistic fuzzy soft sets which considers the problems of suboptimal 
choice and added parameters. The normal parameter reduction of interval-valued 
intuitionistic fuzzy soft sets means rank of alternatives keep invariable after deleting 
some redundant attributes. It can involve less computation if some data sets are 
combined or add new parameters and decision makers need suboptimal choice or 
ranking of alternatives. So the normal parameter reduction is very useful for decision 
makers. In this section, we propose some definitions and then a heuristic algorithm to 
achieve the normal parameter reduction of interval-valued intuitionistic fuzzy soft 
sets, which is based on the above algorithm to solve fuzzy decision making problems. 
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Definition 3.4. For an interval-valued intuitionistic fuzzy soft set ),~( Eϕ , 

{ }nhhhU ,,, 21= , { }meeeE ,,, 21= , if there exists a subset 

{ } EeeeA g ⊂′′′= ,,, 21
satisfying ∑∑∑ ∈∈∈

===
Ae neAe eAe e

k kk kk k
huhuhu )(...)()( )(~2)(~1)(~ ϕϕϕ , 

then A is dispensable, otherwise, A is indispensable. EB ⊂  is defined as a normal 
parameter reduction of E, if the two conditions as follows are satisfied 

(1) B is indispensable  
(2) ∑∑∑ −∈−∈−∈

===
BEe neBEe eBEe e

k kk kk k
huhuhu )(...)()( )(~2)(~1)(~ ϕϕϕ

 

Based on the above definition, we give the normal parameter reduction algorithm as 
follows:  

 
(1) Input an interval-valued intuitionistic fuzzy soft set 

),~( Eϕ  and the parameter set E. 
(2)    Compute score of membership degrees )()(~ ie hp

jϕ  and score of 

non-membership degrees )()(~ ie hq
jϕ , for mjni ≤≤≤≤ 1,1 , 

respectively. 

(3)    Compute the score )()(~ ie hu
jϕ , for mjni ≤≤≤≤ 1,1 ; 

(4)    Check A, where { } EeeeA g ⊂′′′= ,,, 21
, if 

∑∑∑ ∈∈∈
===

Ae neAe eAe e
k kk kk k

huhuhu )(...)()( )(~2)(~1)(~ ϕϕϕ , 
and then A is put into a candidate parameter reduction set. 

(5)   Find the maximum cardinality of A in the candidate 
parameter reduction set. 

(6)  Get E-A as the optimal normal parameter reduction. 

Fig. 2. Algorithm for normal parameter reduction of interval-valued intuitionistic fuzzy soft 
sets 

4   Example 

In this section, in order to explicitly clarify the above algorithms, the following 
example is given. 

Example 4.1. Let ),~( Eϕ  be an interval-valued intuitionistic fuzzy soft set with the 

tabular representation displayed in Table 1. Suppose that 

{ }654321 ,,,,, hhhhhhU =  and { }54321 ,,,, eeeeeE = . 
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Table 1. an Interval-Valued Intuitionistic Fuzzy Soft set ),~( Eϕ  

EU / 1e  2e  3e
 4e  5e

 

1h  
[0.6,0.7],[0.0,0.2][0.3,0.4],[0.4,0.5][0.5,0.7],[0.0,0.2][0.4,0.5],[0.4,0.5][0.4,0.6],[0.2,0.3]

2h  
[0.2,0.4],[0.3,0.5][0.5,0.6],[0.2,0.3][0.3,0.5],[0.1,0.3][0.7,0.8],[0.0,0.1][0.2,0.4],[0.4,0.5]

3h
 

[0.3,0.6],[0.1,0.3][0.6,0.7],[0.2,0.3][0.7,0.9],[0.0,0.1][0.5,0.7],[0.1,0.3][0.1,0.3],[0.3,0.6]

4h  
[0.4,0.5],[0.1,0.3][0.6,0.8],[0.0,0.1][0.2,0.5],[0.1,0.3][0.3,0.5],[0.2,0.4][0.1,0.2],[0.6,0.7]

5h
 

[0.5,0.8],[0.0,0.2][0.7,0.8],[0.0,0.2][0.7,0.9],[0.0,0.1][0.6,0.7],[0.1,0.2][0.0,0.2],[0.5,0.7]

6h
 

[0.6,0.8],[0.0,0.2][0.4,0.6],[0.1,0.2][0.4,0.7],[0.0,0.2][0.5,0.6],[0.3,0.4][0.3,0.4],[0.5,0.6]

According to the algorithm for decision making on interval-valued intuitionistic 

fuzzy soft sets, we can compute score of membership degrees )()(~ ie hp
jϕ for ),~( Eϕ , 

which is shown in Table 2. 

Table 2. The score of membership degrees for ),~( Eϕ  

EU /  1e  2e  3e
 4e  5e

 

1h  1.4 -2.8 0.2 -1.4 2.8 

2h  -2.8 -0.4 -2.2 2.2 0.4 

3h
 -1 0.8 2.6 0.4 -0.8 

4h  -1 1.4 -2.8 -2 -1.4 

5h
 1.4 2 2.6 1 -2 

6h
 2 -1 -0.4 -0.2 1 

We can compute score of non-membership degrees )()(~ ie hq
jϕ for ),~( Eϕ , which is 

shown in Table 3. 
According to interval-valued intuitionistic fuzzy soft sets based algorithm to solve 

fuzzydecision making problems, we have 11 −=t , 42 −=t , 2.33 =t , 6.74 −=t , 85 =t  

and 4.16 =t . Hence 5h  is the best choice because { }iUh tt
i ∈

= max5 . 
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Table 3. The score of non-membership degrees for ),~( Eϕ  

EU /  1e  2e  3e
 4e  5e

 

1h  1 -2.9 0.2 -2.4 2.9 

2h  -2.6 -0.5 -1 2.4 0.5 

3h
 -0.2 -0.5 0.8 0.6 0.5 

4h  -0.2 1.9 -1 -0.6 -1.9 

5h
 1 1.3 0.8 1.2 -1.3 

6h
 1 0.7 0.2 -1.2 -0.7 

We can compute the score for ),~( Eϕ , which is shown in Table 4. 

Table 4. The score for ),~( Eϕ  

EU /  
1e  2e  3e

 4e  5e
 it  

1h  2.4 -5.7 0.4 -3.8 5.7 -1 

2h  -5.4 -0.9 -3.2 4.6 0.9 -4 

3h
 -1.2 0.3 3.4 1 -0.3 3.2 

4h  -1.2 3.3 -3.8 -2.6 -3.3 -7.6 

5h
 2.4 3.3 3.4 2.2 -3.3 8 

6h
 3 -0.3 -0.2 -1.4 0.3 1.4 

According to the proposed algorithm for normal parameter reduction of interval-

valued intuitionistic fuzzy soft sets, from Table 5, we can obtain { }52 ,ee  satisfying 

∑∑∑ ∈∈∈
===

Ae eAe eAe e
k kk kk k

huhuhu )(...)()( 6)(~2)(~1)(~ ϕϕϕ =0. 
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Thus { }431 ,, eee are the normal parameter reduction of the interval-valued 

intuitionistic fuzzy soft set ),~( Eϕ . It means the rank of alternatives can not be 

changed after deleting attributes of 2e and 5e . 

5   Conclusion 

Some work on the interval-valued intuitionistic fuzzy soft sets has been done by Jiang 
et al. They introduced the concept of the interval-valued intuitionistic fuzzy soft sets 
and the complement, “and”, “or”, union, intersection, necessity and possibility 
operations. Furthermore, the basic properties of the interval-valued intuitionistic fuzzy 
soft sets are also presented and discussed. However, up to the present, few documents 
have focused on such issues concerning practical applications of interval-valued 
intuitionistic fuzzy soft sets. So in this paper, we present the algorithm to solve 
decision making problems based on interval-valued intuitionistic fuzzy soft sets 
which is one of practical applications. And then we propose a definition of normal 
parameter reduction of interval-valued intuitionistic fuzzy soft sets and give a 
heuristic algorithm to achieve the normal parameter reduction of interval-valued 
intuitionistic fuzzy soft sets, which considers the problems of sub-optimal choice and 
added parameters. Finally, an illustrative example is employed to show the validity of 
our algorithms on decision making and normal parameter reduction of interval-valued 
intuitionistic fuzzy soft sets.  
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Abstract. DBrain is a collaborative project involving multi-discipline fields 
aimed primarily to provide information and assistance to patient-physician  
interaction on Dementia disease.  This paper explores the possibility and feasi-
bility of the Grid implementation over the Cloud infrastructure to extend and 
enhance the current resources capacity for catering future expansion.  The paper 
presented a study on the Cloud’s elasticity to achieve effective operational cost 
within the context of DBrain project.  Finer details of the current metric is ex-
plored and extended for the elasticity indicator.  

Keywords: DBrain Project, Grid and Cloud Integration, Elasticity. 

1   Introduction 

The DBrain project is an ongoing collaborative project aimed to provide information 
of Dementia disease which includes assistance to the patients and physicians, family 
members who carries inherited gene, even to the caregiver to track or monitor family 
members who are suffering from Dementia in real-time.  This project was initiated in 
the early 2009 involving few academic and private institutions in Malaysia providing 
different specialized services, as highlighted in Figure 1. 

The infrastructure is designed and built as a complete health information system 
solution ranging from the web services portal, high performance computing (HPC) 
and database records, patient status tracking and monitoring services.  The HPC for 
massive computation is the focus of this paper to efficiently fulfill an increase in us-
ers’ demands and needs, hence it only makes sense to explore the  possibility and 
feasibility of grid-cloud integration and most importantly utilize the cloud’s elasticity 
capability in order to achieve the operational cost-effective for the project. 

This cloud’s elasticity study is very important for the future’s consideration in sup-
plementing the current infrastructure which has been already established and running.  
The cloud’s technical properties, such as conformity and compatibility with the grid’s 
middleware, are the also the focus of this paper.  The current implementation, on-
demand elasticity for the dynamic scalability, i.e. ability to grow and shrink according  
to the need, is considered of utmost importance to guarantee a degree of service level 
according to the agreement (SLA).  
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Fig. 1. DBrain Project Architecture 

The DBrain current implementation employs two major Grid middleware, Globus 
Toolkit and gLite for heterogeneous environment, i.e. Linux operating system under 
different versions and hardware (32-bit and 64-bit), in order  provide massive compu-
tation involving protein folding, pseudo-gene sequencing, and molecular docking 
along with very large database records searches as shown in Figure 2.  Since this 
project is still at the prototyping stage, only few users are eligible to access and sub-
mit concurrent jobs. 

The current infrastructure within the DBrain virtual organization (VO) consists of 
6 different sites utilizing 24 primary servers with a total of 120 CPUs (or cores). 
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Fig. 2. DBrain collaborative environment 

This paper will explore and evaluate the on-demand service provisioning which 
exhibits dynamic scalability and flexibility, i.e. the elasticity.  It will also discuss on 
how the objective to achieve cost-effective estimation could be met.  
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2   Grid-Cloud Integration 

At present, there is no well-established standard for the cloud scientific computing; it 
is still an ongoing progress as more communities are drawn into this field.  However, 
performance wise , the latency for large data transfer is still an issue and the project 
reported in [1] tried to improve the technology. In other words, an established guide-
line must be provided as reported in [2], perhaps even the testing procedure for the 
grid-cloud integration is required as well.   

 

Fig. 3. Grid-Cloud Integration 

By definitions, Grid and Cloud span across multiple different geographically dis-
tributed sites in heterogeneous environment.  However in Grid, there is no central 
control or management while Cloud tends to be the opposite since the infrastructure 
provided by a single company will most likely have homogenous resources.  Further-
more, by employing multiple different Clouds’ providers, this inevitably may also fall 
into decentralized and heterogeneous category inevitably as well.  The nature of Grid 
computing as a high performance distributed computing is to share its resources for 
remote job execution to solve large scale and massive problems.  In the DBrain pro-
ject, the Grid primarily provide services for the computation of protein folding, 
pseudo-gene sequencing, and molecular docking, which all tasks fall under the cate-
gory of biotechnology and biochemistry problem solving. 

2.1   Grid Middleware 

The most common Grid middleware being implemented are the Globus Toolkit and 
gLite, and DBrain VO employs both since each institution is independent of its individ-
ual implementation preferences.  The Grid HPC as a scientific computing is computing 
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intensive by native and tends to be sensitive when it comes to delay; hence, this latency 
in communication has yet to be studied. 

The basic Grid middleware provides functionalities such as resource manage-
ment, monitoring and discovery, and security framework for establishing communi-
cation with the users or other Grid infrastructures. The current standard already 
established for the Grid is the service oriented architecture (SOA) open grid ser-
vices architecture (OGSA) which covers web services resources framework 
(WSRF) using web services definition language (WSDL). OGSA is a further im-
provement and extension over open grid services infrastructure (OGSI) to standard-
ized the interoperability property [3]. 

The current traditional Grid works in batch and queue processing system rather 
than instantaneous real-time interaction for scientific computing.  Commonly the Grid 
middleware requires a static set of well-defined resources and relies on a reservation 
scheme for users to utilize. 

The future Grid architecture must conform to the representational state transfer 
(REST) style [4] by adopting the stateless communication to provide even higher site 
independent, fault tolerance capacity and at the end, better dynamic scalability.  In 
other words, pushing the ability to decouple sites interdependencies for the tightly 
coupled infrastructure is the goal to achieve higher performance. 

2.2   Cloud Technology 

In relation to Grid, Cloud computing technology offers technical characteristics of 
loosely coupled interaction, hence it is expected that in the occurrence of hardware or 
site failure, only reduced functionalities will be experienced.  In other words, re-
sources provision dysfunctionality will normally be avoided. 

Cloud computing tends to have user-centric functionalities and services for build-
ing customized computing environments.  It is more inclined towards industry ori-
ented and follows the application-driven model. 

Inherently, when a third party is entrusted for running the Cloud as an infrastruc-
ture service, there are always some concerns.  For example given, data storage, and 
the following factors must be well understood and covered by service license agree-
ment (SLA): 

• bandwidth performance 
• sharing physical storage 
• availability 
• privacy and confidentiality 

Since the Grid natively requires a static set of well-defined resources and relies on 
a reservation scheme as mentioned previously, the Cloud’s infrastructure as a service 
(IaaS) could be considered the most appropriate solution.  IaaS has the highest flexi-
bility and offers processing, storage, and network capacity as the complete provision 
set.  Hence the provider may be considered as hardware provider, in other words this 
would be called hardware as a service (HaaS). 
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Fig. 4. Cloud Services provision [5] 

2.2.1   Virtualization vs. Emulation 
Virtual System Environments (VSE) within an administrative domain and manage-
ment for the typical High Performance Computing (HPC) environment for performing 
the biochemistry massive computation is constrained by the operating system (OS) 
together with the run-time environment (RTE).  Such example when running a paral-
lel application, MPI, will require cloud virtualization platform rather than emulation 
platform. 

Utilization of virtualization layer offers flexibility of Grid implementation over the 
Cloud as compared to emulation in which only a single application could be run at a 
time in the native environment.  Virtualization layer extends the physical infrastruc-
ture through hardware independence which can be in the form of isolation or encapsu-
lation to provide flexibility for the heterogeneous software stacks.  At the end, capaci-
ties such as elasticity (or resources scaling), workload balance, dynamic partitioning 
and resizing are available when virtualized [6]. 

Goldberg’s definition of virtualization is to allow guest operating system running 
at the hardware level while emulation is only allowing part of the application code, 
i.e. the microcode, running via interface (e.g. API) and not as the physical resources 
[7].  Furthermore, by this definition for the Grid-cloud integration, virtualization is the 
more appropriate solution rather than emulation to provide the desired functions. 

2.2.2   Cloud Middleware Comparison 
Given the need to study and evaluate of the Grid-cloud integration possibility and 
feasibility, three cloud middleware that support Grid have been investigated.  It is the 
aim to employ off-the-shelf cloud opensource-based middleware, just as Globus 
Toolkit and gLite middleware which are currently adopted for the Grid environment.  
Therefore three candidates namely Eucalyptus, OpenNebula, and Nimbus cloud mid-
dleware have been evaluated.  A previous comparison has been reported in [8]. 
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However, the DBrain project requirement dictates that the cloud middleware 
should support at least one of the Grid middleware by design; hence Nimbus and 
OpenNebula are worth evaluating further since these Grid-Cloud technologies are the 
most promising for the future infrastructure expansion.  Their primary strength lays 
on their deployment simplicities, virtual platforms performance, compatibilities with 
Globus and gLite grid middleware, and the X509 credential-based security, file trans-
fer support via GridFTP or even S3 Cumulus.  Nimbus stands out better since it is 
designed more toward cooperative scientific community. 

As a point of reference, Eucalyptus is compatible with Amazon’s EC2 interface 
and is designed more towards web-based applications for corporate enterprise com-
puting.  However, it also supports, although not specifically, IaaS for the Grid via 
additional client-side interfaces.  

In general, most cloud infrastructure is a dynamic infrastructure which consists of 
elastic web servers, elastic application servers, and elastic database servers. It has the 
following main characteristics [9]:  

• Automatic scalability and load-balancing, failover in terms of virtualization. 
• Supports global resource sharing through the internet. 

2.2.3   OpenNebula 
OpenNebula manages and provides the separation of resources from the service man-
agement.  By this design, [6] describes OpenNebula having the benefits in the following: 

• The dynamic capacity of the cluster, to be deployed then activated or shutdown 
after deactivation is on demand for both local physical and remote virtual resources. 

• The physical resources of the provider could be used to execute worker nodes 
bound to different cluster-based services, thus isolating their workloads and parti-
tioning the performance assigned to each one. 

• The virtual worker nodes of a service can have multiple heterogeneous software 
configurations. The service images follow “install once and deploy many” ap-
proach, which will reduce operational cost. 

2.2.4   Nimbus 
By design, Nimbus exposes WSRF interface which enable Globus Toolkit grid mid-
dleware support and elastic cloud computing (EC2) interface for the self-configuring 
virtual cluster.  Certainly it provides the IaaS for the Grid-Cloud integration as well.  
The shortcoming of Nimbus is that there is no provision for dynamic allocation and 
load balancing of computing resources for the virtual nodes and the dynamic scaling 
of virtual clusters using resources from remote cloud providers. 

2.3   Grid vs. Cloud 

In summary for the Grid-Cloud integration, it is apparent that these distributed tech-
nologies are aimed for different purposes although they are inherently exhibit almost 
identical characteristics. Grid is utilized specifically for science computing while 
Cloud is more toward business/commercial corporate infrastructure.  Therefore, in the 
future most likely there will be well-established standards to interface the two tech-
nologies for cost saving science computing. 
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Table 1. Eucalyptus vs. OpenNebula vs. Nimbus Cloud [8] 

 Eucalyptus OpenNebula Nimbus 

philosophy mimic Amazon EC2 private, highly 
customizable 

resources tailored to 
scientific need 

customizability 
partially for 

administrator, minimum 
for user 

almost everything 
many parts except for 

image storage and Globus 
credentials 

DHCP only on cluster 
controller variable on individual compute 

node 

internal 
security 

tight, still requires many 
root access 

looser, can be 
tightened if required 

fairly tight, unless fully 
private cloud is intended 

user security web based interface 
credential login to head node utilizes registered user 

X509 credential 

network issue DHCP on cluster 
controller 

manually configured 
with many options 

DHCP on every node with 
assigned MAC 

 

Table 2. Cloud vs. Grid [10] 

Characteristics Cloud Grid 
service oriented yes yes/no 
loose coupling yes yes/no 
fault tolerant yes yes/no 

business model yes yes/no 
ease of use yes yes/no 

TCP/IP yes yes/no 
high security yes yes 
virtualization yes yes 

3   Cloud Elasticity 

In-depth analysis of the cloud as elastic site has been published by [11].  The investi-
gation focuses on Nimbus-based cloud between three institutions namely University 
of Chicago, Indiana University, and Amazon EC2.  However for the on-demand pol-
icy, only very basic logic is utilized, simply by adding a virtual node when there is a 
new job queued, and terminates the node when the queue is empty. The most impor-
tant results that may contribute to the DBrain project is the optimum duration required 
for the deployment to take place, from initialization until the time when services and 
application could be executed.  These results will serve as a very good estimation in 
the future for DBrain Grid-Cloud integration. 

Any action taken at the cloud site, be it the elasticity or the management, is trans-
parent if its sub-action is automatic and implicitly performed [12].  This transparency 
includes the process of configuration and reconfiguration according to the application 
as well. 
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3.1   Elasticity and Performance 

The MPEG decoding case, for example at Amazon EC2 cloud, has been studied and 
the result of the study highlights the gap that exists between the expected and actual 
performances.  This is due to the single-threaded libraries which are unable to take 
advantage of CPU’s multi-core capability while the network latency prevents the 
linearity of speedup.  The performance or level of service is define by the following 
equations used to estimate the number of nodes in CPU (or core) unit in terms of 
workload and time variables [13]. 
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with 
n=number of nodes 
c(i)=number of CPU cores for i node 
l(j)=load for CPU core 

 

3.2   Metric Indicator 

We explore and propose a simple indicator to  measure the elasticity of DBrain Grid-
Cloud integration given the time when the computing resources must be scaled up or 
down transparently (automatically) according the running process demand.  The pri-
mary parameters which may be significantly accounted are the load level (in percent 
of cumulative CPU loads), queue (the jobs waiting for processing), and the nodes 
number for scaling up or down.  Then assumptions can be created when the load is no 
longer able to be handled at current time by giving a maximum level of 95% as the 
full load. 

For example, when there is maximum load and the queue grows longer, then it be-
comes an indicator to scale up the computing resources (by adding more virtual 
nodes).  In this case study the queue length is set to 10 and the nodes expansion is set 
to 2 nodes, as an illustration for the DBrain cloud elasticity.  This scaling up logic is 
defined in the following: 

if load≥95 
and queue≥10 
then nodes=nodescurrent+2 

The opposite applies to the similar logic when the load and queue has decreased by 
reducing 1 virtual node until finally reaching the minimum given nodes number.  In 
other words, no further scaling down is performed when the minimum number of 
virtual node is reached. 

 



660 D. Adhipta, M.F. Hassan, and A.K. Mahmood 

if load<95 
and queue<10 
then nodes=nodescurrent-1 

However, further evaluation is required to decide whether to expand or shrink the 
virtual nodes when it occurs at the threshold.  This is defined below: 

 

if load=95 
and queue<10 
then wait and evaluate 

The 3-stages of scaling indicator are in Table 3. 

Table 3. Metric Elasticity Indicator 

Load (%) Queue Elasticity (nodes #) trigger 
<95 <10 0/1 No/scale-down
95 <10 X Evaluate 
≥95 ≥10 2 Yes/scale-up 

 
When scaling down is needed, the elasticity factor is only set to 1 node.  This is to 

anticipate if there will be another increase in load and queue again in the very near 
future. Otherwise stated, a graceful degradation is highly desired characteristic. 

This simple straight forward elasticity indicator may be sufficient as a trigger to 
add or reduce the number of cloud virtual nodes.  However for finer grain logic, more 
complex job scheduling technique can be employed as well which may consist of 
queue duration, job priority, etc [14].  For example when there is a job that has high 
priority enters the queue and the load has already reached the maximum, without 
calculating the queue length then scaling up can be performed.   

4   Conclusions 

This paper has presented the ongoing DBrain project with a discussion on the possible 
implementation and future expansion aspects.  The cloud as the virtual infrastructure 
offers the possible and feasible strategy in catering cost-efficient services to the 
DBrain project community. Previous research works and implementation experiences 
have proved to be invaluable information to produce what-if scenarios, particularly 
when elasticity is concerned in dealing with dynamic scalability. 

The user perceived access response is the very important aspect of the service pro-
vision. The infrastructure elasticity at an acceptable performance and operational cost-
effective will impact the sustainability of the whole initiative in the long-run.  On top 
of this, successful internet-based business model depends on the efficient implementa-
tion in terms of operating cost and the technical services; hence user demands which 
sometimes lead to over-provisioning during the peak periods must be avoided. 
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In the future, extending the current Grid resources broker and job scheduler, me-
tascheduler such as Nimrod-G and Condor-G [15] may be studied and implemented to 
achieve finer grain Grid-Cloud workload distribution.  Hence as a conclusion, the 
DBrain project SOA-based for the Grid-Cloud integration may evolve to become 
what is so called Enterprise Service Oriented Architecture (ESOA) [9] in a hybrid 
environment when possibly dictated by demands. 
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Abstract. Shortest Path Tree Problem has always been a popular problem but 
with the devise of Dijkstra’s algorithm, SPT and many related problems 
received immense intention of researchers. Shortest Path Tree plays an 
important role in many applications like robot navigation, games, transportation 
and communication routing, etc. In many applications like network and vehicle 
routing, fast and reliable recovery from the failure is desired. Recovery from 
these failed links need means and/or plan, with least additional healing cost for 
the prolongation of the process with no or minimum delay. This paper presents 
an approach to recover from undesirable state of link failure(s) back to the 
normal state of working. A shortest path tree is being extracted from the graph 
with alternate path at each point (junction) keeping the cost as low as possible.  

Keywords: shortest path algorithm, recovery, alternate shortest path, multiple 
links failure recovery. 

1   Introduction 

Robot navigation, communication and vehicle routing are important areas in computer 
science which, need robust and reliable processing. In these areas of research, the 
most optimal path that lead to safe and reliable accomplishment of job (i.e. packet 
transfer in communication, vehicle and robot movement to destinations in the later 
two) is desirable. The theoretical aspect of the solutions for these and many other 
practical problems fall under the area of shortest path in theoretical computer science. 

In graph theory, the shortest path problem is the problem of finding an optimized 
path between two vertices (or nodes) such that the sum of the weights of its 
constituent edges is minimized. For an example, finding the quickest way from one 
location to another on a road map; in this case, the vertices represent locations and the 
edges represent segments of road and are weighted by the time needed to travel that 
road segment. 

Formally, given a weighted graph G(V, E),where V is a set of all vertices and E is 
set of all edges. Shortest path tree problem is to find a tree of paths rooted at source 
node with shortest path to the other vertices from the source. 

Due to its innate nature and wide range of applications, shortest path algorithms 
plays an important role in solving many optimization problems like robot navigation, 
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games, vehicle routing and networks. In fact, the shortest path problem is extensively 
applied in communication, computer systems, transportation networks and many other 
practical problems [1]. Shortest path algorithms also support the claim of the shortest 
processes for development [2][3]. Its solution leads to the efficient management of 
control workflow processes [4][5]. In short many problems can be mapped, directly or 
indirectly to the shortest path problem. 

Single source shortest path is one of the challenging areas of theoretical computer 
science [6][7] which is based on the Dijkstra’s algorithm [8], presented in 1959. There 
are many variations of shortest path problem; Hershberger discussed the difficulty of 
different algorithms in [9]. In short many authors like Seth Pettie [10], Thorup 
[11][12], Raman [13] and many others have contributed in one way or the other to the 
solution(s) of this problem. 

Link failure is a common problem in communication and vehicle routing problems 
which can lead to system crash. In order to recover from such failures, systems are 
made capable to adopt a new path and continue execution. Recovery from such link 
failure(s) at run time is one of the enormous Single Source Shortest Path (SSSP) 
based problems. Its applications can be seen in transportation networks as well as in 
communication networks. This problem can formally be defined as follows: 

Given a graph G(V,E), where V is a set of vertices and E is a set of edges. G is an 
undirected weighted 2-edge-connected graph having no negative weight edge, with 
pre-specified source vertex ‘s’ and destination vertex ‘t’ such that ,  ∈ V. Let Cost (PG( , )) be the cost of the Path P in graph G from s to t. We have to find a tree 
T = { t1, t2, t3, . . . . , tk }, where ti ∈ E for all i 1 to k, rooted at s, that have alternate 
shortest paths on the failure of any link on shortest path tree(from the very point of 
failure). 

A O(n) times algorithm was presented in [14] specifically limited to planar 
undirected graphs while the same paper presents a O(m n. α(2n, n)) times 
algorithm for undirected graphs with integral edge weights. A. M. Bhosle suggested, 
in [14][15], that the solution to a single link recovery problem can be used for 
alternate path routing mechanism that is used in ATM networks. Yueping Li, in [16], 
presented an O(mn mn log n) time optimal shortest path tree that plays an 
important role in a single link failure recovery. 

Complete details of the algorithm along with the explanations and discussions are 
provided in sections 2. Sections 3 include a working example showing the usability 
with a step by step execution of the algorithm. Algorithm is analyzed in full detail in 
section 4 where its complexity is proven. Finally, in section 5, concluding remarks are 
given. 

2   Algorithm 

This paper presents a backup schema for an inevitable collapse(s) during a traversal of 
a shortest path. The focus of the work is to provide a recovery from multiple link 
failures in a row with an attempt on a single failure at a time. It presents the best 
alternate path with the most optimized one so that, in case of a direct link between 
two nodes collapses or fails, the process can continue through alternate path. This 
effort is to provide a mechanism for the continuation of the progression in the face of 
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failure through backup path(s). With this provision of back up path (alternate paths), 
shortest path can be traversed successfully from source to destination with the 
capability of facing multiple failures on the way. 

This work is a continuation of the works presented in [17][18]. In order to provide 
backup flexibility, all scenarios need to be covered. Alternate paths from every vertex 
that lie on the shortest path tree needs to be calculated and entrenched into the 
Shortest Path Tree (SPT) including the worst one. It is needed to keep track of the 
shortest path from all the vertices to destination vertex. Once these shortest paths have 
been calculated, the two edges from every vertex will be computed—best and second 
best, connecting previously calculated shortest paths. The second best path will be 
providing backup for the best path. 

The algorithm is logically divided into two sequential steps. Step I calculates the 
shortest path from all vertices to destination and step II on the basis of the results 
generated in step I, calculates shortest path by running a Breadth First Search (BFS) 
like algorithm to calculate a set of best minimal paths as well as alternate path. Full 
details related to each step are as below: 

2.1   Step I—Calculating Shortest Path from All Vertices to Destination 

In any undirected graph 

Pa,b = Pb,a  

Where Px,y stands for path—direct or indirect, between x and y.  

Tall,t = SPTt,all 

Where Tall,t is tree of all shortest paths to destination while SPTt,all is shortest path tree 
from source to destination.  

So we need a shortest path algorithm to calculate such tree. There are algorithms 
available with their own strengths and weaknesses. This research will be adopting the 
Two-Phase SPT algorithm presented in [19][20] due its efficiency and reliability (its 
worst case complexity is the same as that of Dijkstra’s but on average and best case it 
is better. In addition, it is easy to understand and implement with simple data structure 
having low constant factor. Using the algorithm, shortest paths from the destination to 
every vertex are calculated and the values in the data structure are preserved to be 
utilized in Step II. In the algorithm presented in [19], multiple arrays were being used 
like color (to keep track of the status of the nodes i.e. traversed, half traversed or not 
traversed), distance (each element maintain the shortest distance from source node), 
type (each element contains one of the values of the type i.e. CULPRIT, Skip or 
normal), parent (each element is having the name of the parent node). Out of these 
only array of parent (Π) and array of distances (Δ) are required to maintain values. 

2.2   Step II—Finding Alternate Best Route at Every Vertex 

Step I calculates shortest paths from every vertex to destination vertex including the 
original source. This step is to calculate the best path considering link failures at every 
point by exploring vertices in BFS fashion. On every node, it explores all edges, using 
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equ (i) and equ (ii). Let exploring node is , node being explored is  and 
 and  are edges making best and second best paths from .  

 
            ∈ ∆ , ∆ …………………….equ (i)          ∈ / ∆ , ∆ ………….equ (ii) 

 
Where ∆  is distance from source to u, ,  is cost of the edge between  and , and ∆  is distance from destination to  (calculated in Step I) 

The resultant tree, having embedded backups will be stored in two arrays of 
Mins—Min1 for shortest path tree edges and Min2 for alternate shortest path tree 
edges.  
 

The algorithm is as follows: 
 
1. Initialize all vertices other than source,s 
2.  
3. Initialize s 
4.   
5. Insert s into Queue 
6.  
7. WHILE there is any element in the queue 
8.   extract the first element from the queue and store in u 
9.   Find the node making most minimum distance from s 
10.   Store u against the most minimum node. 
11.  Find the node making 2nd minimum distance from s 
12.   Store u against the 2nd  minimum node. 
13.  Mark u as ‘traversed’ 
14.  End WHILE  

3   Working Example 

In order to show and explain the algorithm a graph with following properties is being 
used as illustrated in figure 1: 

• Graph type : 2-edge connected, Undirected, Weighted 
• Edges weight type: Non-unique Positive weights 
• Total Vertices: 11 
• Total Edges: 22 
• Source : A  
• Destination : K              

3.1    Step I 

Shortest path from K to every other vertex is calculated and its result along with the 
final values are kept in respective arrays are shown in figure 2. 
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Fig. 1. Graph with 11 vertices and 22 edges 

 

Fig. 2. Red dashed lines in the graph are showing the shortest path from K (destination) to rest 
of the vertices Result of Step I 

3.2   Step II 

This step starts with the source vertex i.e. A, explores all its adjacent vertices i.e. B, E 
and H, one by one. All the adjacent nodes are explored one by one and out of these, 
nodes making minimum and second minimum distance from source are calculated, 
marked and stored. Once all adjacent nodes have been explored and enqueued then 
value minimum is stored in Min1 and value of 2nd minimum is stored in Min2 and A’s 
status is updated to ‘traversed’. New vertex is then extracted from the queue and the 
process continues until (Q) has any vertex in it. For detail explanation please refer to 
table 2.  
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Table 1. The array representation of the tree of step I. Parent of each node is stored as the value 
of that node. Second row of the table is showing the distances that are calculated during 
execution of the shortest path algorithm. Both of these arrays are going to be used in step II. 

Node A B C D E F G H I J K 

Π B C D K B J K I J K Φ 

Δ 11 6 3 2 8 5 4 8 5 1 0 

Table 2.  is the vertex whose adjacent vertices are being explored;  is one of the adjacent 
vertices. Minimum and second minimum are being calculated and the remaining distance is 
being shown along with them (written in brackets) and the distance travelled is being shown in 
first column along with vertex. 

U(distance 
from ‘s’)

Adjacent 
Vertices 

Min1u(dist. 
to ‘t’) 

Min2u(dist. 
to ‘t’) 

Queue 

A(0) 
B 
E 
H B(11) H(11) BEH

B(5) 
C 
E 
F C(6) E(10) EHCF

E(5) 

B 
F 
H 
I B(8) F(12) HCEFI 

H(3) 
E 
I 
A I(8) E(13) CEFI

C(8) 
F 
G 
D D(3) F(7) EFIGD 

F(10) 

B 
E 
I 
J 
G 
C J(5) C(5) IGDJG 

I(6) 

E 
H 
F 
J J(5) F(8) GDJ

G(15) 

C 
F 
J 
K 
D K(4) J(7) DJK

D(9) G 
K K(2) G(9) JK

J(10) G 
K K(1) G(10) K
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4   Discussion and Analysis 

This algorithm provides link failure recovery mechanism embedded in the shortest 
path so that the execution of the traversal on path can be diverted to alternate paths if 
some hurdle appears on the best path. Along with the embedded backs it also provides 
the information regarding the remaining length of the path at every point that may be 
helpful in many applications like games. In case of link failure, not only the traversal 
can be continued without any delay but at the same time, the time required on all 
other available paths can also be seen, which may be advantageous in some future 
works. For details see fig 3. 

 

Fig. 3. Green solid lines presents shortest path from A to K. Blue dashed lines presents the best 
path from that vertex to destination while black doted lines presents 2nd best path from the 
vertex. 

This algorithm calculated and embeds the backups in the time that any good 
shortest path algorithm require for the calculation of shortest path tree. Its complexity 
shows that no extra time is required to calculate and embed the backup links with the 
shortest path tree.  

In order to maintain backup paths, algorithm needs extra memory for storage 
purpose which is inevitable. Algorithm itself is very simple and at the same time it is 
using very simple data structure. The use of simple data structure reduces not only the 
implementation cost but effort too. It is easy to understand and easy to implement. It 
is straight forward as both steps (shortest path algorithm and BFS like search) are 
very easy to implement and do not need high proficiency in algorithms for 
understanding.  

4.1   Time Complexity 

The algorithm is designed in two steps so the total running time or asymptotic 
complexity would be the sum of the running times of the two individual steps. In  
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step-I a shortest path is being calculated using the shortest path algorithms presented 
in [20][19]. The complexity of the algorithm is   (     ).  

In second step a BFS like traversal, explores all neighbours of all the nodes one by 
one. While exploring neighbors of one node it calculates nodes making the minimum 
and second minimum remaining distances and store them as backup path. it is a 
simple BFS algorithm and rest calculation are (1) time so the total time required for 
this step is (   ). 

Adding the two and simplifying the expression we can get over all asymptotic 
running time of the algorithm that is  (     ). 

5   Conclusion 

This is an efficient algorithm. It calculates and embeds shortest path as well as backup 
shortest paths in one tree in the time that is required to calculate shortest path only. It 
has the capability of overcoming multiple link failures at multiple locations but one at 
one spot. So we can say that it is providing single link failure recovery at any point. 
Not only theoretically but also practically it is suitable in applications like 
transportations networks and robot navigation. It does not have high constant factor 
which normally slows down the speed of algorithms when it comes to practical 
situation. It is more efficient than the existing algorithms that are discussed in 
introduction. Unlike Dijkstra’s (Fibonacci heap implementation) it is not using any 
complex data structure that makes it easy to implement and easy to understand.  

References 

[1] Zhang, B., Zhang, J., Qi, L.: The shortest path improvement problems under Hamming 
distance. Journal of Combinatorial Optimization 12, 351–361 (2006) 

[2] Safdar, S., Hassan, M.F.: Moving Towards Two Dimensional Passwords. In: 4th 
International Symposium on Information Technology, pp. 891–896 (2010) 

[3] Safdar, S., Hassan, M.F.: Framework for Alternate Execution of workflows under threat. 
In: 2nd International Conference on Communication Software and Networks, Singapore 
(2010) 

[4] Akbar, R., Hassan, M.F.: Limitations and Measures in Outsourcing Projects to 
Geographically Distributed Offshore Teams. In: 4th International Symposium on 
Information Technology, KL, Malaysia, pp. 1581–1585 (2010) 

[5] Akbar, R., Hassan, M.F.: A Collaborative–Interaction Approach of Software Project 
Development–An Extension to Agile Base Methodologies. In: 4th International 
Symposium on Information Technology, KL, Malaysia, pp. 133–138 (2010) 

[6] Qureshi, M.A., Maqbool, O.: The Complexity of Teaching: Computability and 
Complexity. In: International Conference on Teaching and Learning 2007, INTI 
International University College at Putrajaya, Malaysia (2007) 

[7] Qureshi, M.A., Maqbool, O.: The Complexity of Teaching: Computability and 
Complexity. INTI Journal Special Issue on Teaching and Learnning 1, 171–182 (2007) 

[8] Dijkstra, E.W.: A note on two problems in connection with graphs. Numerische 
Mathematik 1, 269–271 (1959) 



 Embedded Backups for Link Failure Recovery in Shortest Path Trees 671 

[9] Hershberger, J., Suri, S., Bhosle, A.M.: On the Difficulty of Some Shortest Path 
Problems. ACM Transactions on Algorithms 3, 1–15 (2007) 

[10] Pettie, S., Ramachandran, V., Sridhar, S.: Experimental evaluation of a new shortest  
path algorithm. In: Mount, D.M., Stein, C. (eds.) ALENEX 2002. LNCS, vol. 2409,  
pp. 126–142. Springer, Heidelberg (2002) 

[11] Thorup, M.: Floats, Integers, and Single Source Shortest Paths. Journal of Algorithms 35, 
189–201 (2000) 

[12] Thorup, M.: Floats, Integers, and Single Source Shortest Paths *. In: Meinel, C., Morvan, 
M. (eds.) STACS 1998. LNCS, vol. 1373, Springer, Heidelberg (1998) 

[13] Raman, R.: Recent Results on the Single-Source Shortest Paths Problem. SIGACT 
News 28, 81–87 (1997) 

[14] Bhosle, A.M., Gonzalez, T.F.: Efficient Algorithms for Single Link Failure Recovery and 
Its Application to ATM Networks. In: 15th IASTED Intl. Conf. on PDCS, pp. 87–92 
(2003) 

[15] Bhosle, A.M., Gonzalez, T.F.: Distributed Algorithms for Computing Alternate Paths 
Avoiding Failed Nodes and Links. eprint arXiv:0811.1301, vol. abs/0811.1 (2008) 

[16] Li, Y., Nie, Z., Zhou, X.: Finding the Optimal Shortest Path Tree with Respect to Single 
Link Failure Recovery. In: Fourth International Conference on Networked Computing 
and Advanced Information Management, pp. 412–415. IEEE, Los Alamitos (2008) 

[17] Qureshi, M.A., Hassan, M.F., Safdar, S., Akbar, R., Sammi, R.: Shortest Path Algorithm 
With Pre-calculated Single Link Failure Recovery for Non-Negative Weighted 
Undirected Graphs. In: International Conference on Information and Emerging 
Technologies (ICIET), pp. 1–5 (2010) 

[18] Qureshi, M.A., Hassan, M.F., Safdar, S., Akbar, R.: A Near Linear Shortest Path 
Algorithm for Weighted Undirected Graphs. In: 2011 IEEE Symposium on Computers & 
Informatics, KL, Malaysia (2011) (accepted) 

[19] Qureshi, M.A., Hassan, M.F., Safdar, S., Akbar, R.: Two Phase Shortest Path Algorithm 
for Non-negative Weighted Undirected Graphs. In: IEEE 2010 Second International 
Conference on Communication Software and Networks, pp. 223–227 (2010) 

[20] Qureshi, M.A., Hassan, M.F.: Improvements over Two Phase Shortest Path Algorithm. 
In: 4th International Symposium on Information Technology, ITSIM 2010 (2010) 

 
 



J.M. Zain et al. (Eds.): ICSECS 2011, Part II, CCIS 180, pp. 672–679, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Managing Differentiated Services in Upstream EPON 

Nurul Asyikin Mohamed Radzi1, Norashidah Md. Din1, 
Mohammed Hayder Al-Mansoori2, and Mohd. Shahmi Abdul Majid1 

1 Centre for Communications Service Convergence Technologies,  
Dept. of Electronics and Communication Engineering,  

College of Engineering, Universiti Tenaga Nasional, 43009 Kajang, Malaysia 
{Asyikin,Norashidah,mshahmi}@uniten.edu.my 

2 Faculty of Engineering, Sohar University, PO Box 44, Sohar, PCI 311, Oman 
mmansoori@soharuni.edu.om  

Abstract. In order to enhance the bandwidth utilization while maintaining the 
required quality of service (QoS), an efficient dynamic bandwidth allocation 
(DBA) algorithm that supports global priority has been proposed in upstream 
Ethernet passive optical network (EPON). The algorithm aims to allocate 
bandwidth to different traffic classes according to the priority as a whole. The 
simulation is done using MATLAB by comparing the proposed algorithm with 
a DBA algorithm found in the literature. The proposed algorithm shows an 
improvement as high as 11.78% in terms of bandwidth utilization and reduces 
expedited forwarding (EF), assured forwarding (AF) and best effort (BE) delay 
as high as 25.22%, 18.96% and 21.34% respectively compared to Min’s DBA. 

Keywords: EPON, DBA, global priority, differentiated services. 

1   Introduction 

Ethernet passive optical network (EPON) has a tree topology where it consists of an 
optical line terminal (OLT) and multiple optical network units (ONU)s that is 
connected to each other by an optical splitter. In the downstream traffic transmission, 
frames are broadcasted by an OLT to every ONU in the system. However, each ONU 
will selectively receive frames that are meant for them. In contrast, for upstream 
traffic transmission, multiple ONUs sent the frames to the OLT at the same time, and 
problem occurs since all these frames have to share the same fiber from the splitter to 
the OLT. 

Therefore, the IEEE 802.3ah task force has developed a protocol that is used to 
distribute the bandwidth using time division multiplexing (TDM) [1, 2]. The protocol 
is called as multipoint control protocol (MPCP). MPCP provides only a framework 
for various dynamic bandwidth allocation (DBA) algorithms.  It does not provide 
DBA algorithm that is used to adapt the network capacity to traffic conditions [3, 4].  

The two types of control messages in MPCP are GATE and REPORT. GATE is 
sent by the OLT to notify ONU of the assigned timeslot. REPORT is sent by the 
ONUs giving the information of transmission start time and queue occupancy. 
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1.1   Related Work 

Different types of traffic need different types of priority. For example, real time traffic 
such as voice traffic requires less delay and jitter as compared to video and data 
traffics, so in order to enhance the overall performance of an EPON system, quality of 
service (QoS) needs to be realized [5]. In a whole, we can differentiate the DBA 
algorithms in the literature currently to two different categories; some that support 
QoS and others that do not support QoS. 

Among the most referenced DBA algorithm that do not support QoS is Interleaved 
Polling with Adaptive Cycle Time (IPACT) [6, 7]. IPACT can be divided into several 
approaches such as fixed, gated and limited. It considers each ONU as one without 
differentiating the traffics as according to their priority. 

Another example of DBA algorithm that does not support QoS is Weighted DBA 
[8]. In Weighted DBA, traffics are divided according to the arrival of packets. 
Traffics that arrived before sending the REPORT message are being granted first 
regardless whether it is real time traffic or not. This causes a term that is called as 
light load punishment, where the traffic that is delay sensitive needs to wait for other 
traffics that is not delay sensitive to be granted first before their turn arrive. 

An example of DBA algorithm that supports QoS is Broadcast Polling (BP) 
algorithm [9]. With BP algorithm, ONUs are divided into three different categories 
and will be served according to the priority. The details on how they categorized the 
ONUs are not stated in the paper. However, we cannot have only voice traffic inside a 
particular ONU and only video traffic in the other ONUs. Since we are living in a 
converged network, each ONU must be divided into different queues and each queue 
must be treated according to the QoS. 

Thus, Min’s DBA [10] overcomes the problem by having hierarchical scheduling 
where the OLT divides the bandwidth to the ONUs and each ONU further divides the 
traffic into three different queues inside that particular ONU to realize the QoS. 
However with this way, QoS is realized locally, which is inside the ONU itself only. 

Therefore, we proposed a DBA algorithm that we called as Efficient DBA with 
Global Priority (EDBAGP) that supports the QoS globally. We compare the algorithm 
with Min’s DBA algorithm and it shows an enhancement in the overall performance, 
where we improve the bandwidth utilization as high as 11.78% and reduce the packet 
delay as high as 25.22%. 

This paper is organized as follows. We explained about our DBA algorithm in 
Section 2, the result in Section 3 and the conclusion in Section 4. 

2   Methodology 

In EDBAGP, we have three buffers inside each ONU and inside the OLT. The three 
buffers correspond to the three different types of priorities; highest priority, medium 
priority and lowest priority.  

Expedited forwarding (EF) bandwidth is considered as the highest priority because 
it supports voice traffic that requires bounded end-to-end delay and jitter 
specifications. Assured forwarding (AF) bandwidth that supports video traffic is 
considered as the medium priority because it is not delay sensitive although it requires  
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Fig. 1. Flowchart for bandwidth allocation in EDBAGP 
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bandwidth guarantees. Finally, best effort (BE) bandwidth that supports data traffic is 
considered as the lowest priority as it is not sensitive to end-to-end delay or jitter. 

EDBAGP is a hierarchical scheduling where the top level scheduler is used to 
calculate the excessive bandwidth and the lower level is to distribute that excessive 
bandwidth and it can be better described in the flowchart in Figure 1. 

We first set a limitation bandwidth for each queue inside ONU. For this paper, we 
set the limitation bandwidth for EF to be 3100 bytes, AF and BE to be 6200 bytes 
each. Then we check if the requested bandwidth for a particular queue is less than the 
limitation bandwidth that has been set. If yes, we call it as lightly loaded queues, else 
we call is as highly loaded queues. 

For lightly loaded queue, we grant the queue i for ONU j, Qi,j with as high 
bandwidth as requested. Then we calculate the excessive bandwidth, Bei,j of queue i in 
j ONU which we obtain by using the formula in Equation 1. 

, ,  . (1)

where Si is the limitation for queue i and Ri,j is the requested bandwidth for queue i in j 
traffic. 

For highly loaded queue, we grant Qi,j with the limitation bandwidth. 
After all queues have been granted in the first stage, we calculate the total 

excessive bandwidth in lightly loaded queues. Then, we grant lightly loaded queues 
with Qi,j. 

For highly loaded queue, we calculate the weight of each queue using Equation 2.  ,∑ , ,  . (2)

where wi,j is the weight of queue i in ONU j. Then, we grant the highly loaded queue 
with the summation of Qi,j and Bexcess. 

3   Performance Evaluation 

We compare our proposed DBA algorithm, EDBAGP with Min’s DBA in order to 
verify our analysis and demonstrate its performance. We used the same parameters for 
both algorithms and the parameters can be shown in Table 1. The comparison is done 
by using simulation and we simulate both algorithms using MATLAB. 

The simulation result shows that both algorithms can perform the bandwidth 
allocation efficiently. However, EDBAGP shows better performance than Min’s DBA 
as can be seen in Figure 2.  

Table 1.  Simulation parameters 

Parameters Values 
Number of ONUs 16 
Upstream bandwidth 1Gbps 
Maximum cycle time 2ms 
Guard time 5µs 
Limitation EF bandwidth 3100 bytes 
Limitation AF bandwidth 6200 bytes 
Limitation BE bandwidth 6200 bytes 
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Fig. 2. Bandwidth utilization versus offered load between EDBAGP and Min’s DBA algorithm 

 
Fig. 3. Improved percentage versus offered load between EDBAGP and Min’s DBA algorithm 

In Figure 2, we can observe that the bandwidth utilization increases linearly as the 
offered load increases. EDBAGP can reach as high as 87% bandwidth utilization as 
the offered load is maximum, whereas Min’s DBA reaches only up to 75.22%. The 
reason is due to the way bandwidth is being allocated in both algorithms. EDBAGP 
has a global priority, meaning that it does not set any limitation as of how much 
bandwidth can be granted in a particular ONU as what have been done in Min’s DBA.  
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Fig. 4. a)EF b)AF and c)BE delay versus offered load for EDBAGP and Min’s DBA 
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Therefore bandwidth allocation is 100% flexible in EDBAGP. It does not set 
limitation to EF bandwidth and it makes full use of the excessive bandwidth. Due to 
this reason, EDBGP has better performance in terms of bandwidth utilization. 

We have also calculated the improved percentage of EDBAGP as compared to 
Min’s DBA. The result is shown in Figure 3. Again, we vary the offered load from 0 
to 1Gbps. The improved percentage increases linearly until it gets as high as 11.78% 
as the offered load is 1Gbs. 

Figure 4 shows the packet delay versus offered load for the three types of traffic; 
EF, AF and BE between EDBAGP and Min’s DBA. In all three different types of 
traffic, packet delays are lower than EDBAGP as compared to Min’s DBA although 
the percentage different differs from one traffic to another. 

In Figure 4a that shows EF packet delay, we can observe that as the offered load 
increases to 0.1Gbps, both algorithms have the same delay performance, which are 
0.11ms. As the offered load increases beyond 0.1Gbps, EDBAGP starts to show 
better performance than Min’s DBA. As it increases to 0.2Gbps, EDBAGP starts to 
have 0.2ms of delay compared to 0.21ms in Min’s DBA. The EF delay for EDBAGP 
then increases to 0.55ms as the offered load is 1Gbps, whereas Min’s DBA gets all 
the way to 0.69ms. 

In Figure 4b and 4c, the delay performance for AF and BE traffics for both DBA 
algorithms are the same as the offered load increases to 0.2Gbps. For AF traffic, the 
delay shows as high as 0.33ms and for BE as high as 0.55ms. EDBAGP continues to 
increase as high as 0.87ms as the offered load is 1Gbps for AF traffic, whereas Min’s 
DBA gets to as high as 1.04ms. In BE traffic, as the offered load is 1Gbps, EDBAGP 
reaches only as high as 1.45ms whereas Min’s DBA reaches all the way to 1.76ms. 

EDBAGP has lower delay than Min’s DBA because it grants bandwidth according 
to global priority. EDBAGP grants bandwidth to lightly loaded EF traffics first, then 
highly loaded EF traffics, followed by lightly loaded AF traffics and so on. As differ 
from Min’s DBA, it grants EF traffic in lightly loaded ONUs first, then AF and BE 
traffic in lightly loaded ONUs before granting the EF traffic in highly loaded ONUs. 
Thus, delay is lower in EDBAGP because it reduces the light load punishment effect. 

4   Conclusion 

This paper studies a DBA algorithm with differentiated services that support global 
priority in EPON that we called as EDBAGP. We propose a hierarchical scheduling, 
where the top level scheduler allocates the bandwidth up until the limitation 
bandwidth and the lower level scheduler allocates the excessive bandwidth to highly 
loaded queue in the system. We compare EDBAGP with DBA algorithm that supports 
differentiated services in local priority, Min’s DBA. The simulation results show that 
EDBAGP improves as high as 11.78% in terms of bandwidth utilization compared to 
Min’s DBA. EDBAGP reduces EF, AF and BE delay as high as 25.22%, 18.96% and 
21.34% respectively compared to Min’s DBA. 
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Abstract. Two of the best methods to recognize silhouette to create real-time 
volume shadow in virtual environment are described in this paper. Volume 
shadow algorithm is implemented for virtual environment with moveable 
illuminated light source. Triangular method and the Visible-non visible method 
are introduced. The recent traditional silhouette detection and implementation 
techniques used in volume shadow algorithm are improved. With introduce 
flowchart of both algorithms, the last volume shadow algorithm using stencil 
buffer is rewritten.  A very simple pseudo code to create volume shadow is 
proposed. These techniques are poised to bring realism into commercial games. 
It may be use in virtual reality applications. 

Keywords: Real-time, Volume shadow, Silhouette detection, Stencil buffer.  

1   Introduction 

To have a realistic environment, shadow is the most important effect that reveals 
more information about the distance between objects in the scene. It is the major 
factor of 3-D graphics for virtual environment but unfortunately is difficult to be 
implemented in display environment especially in real-time games. In computer 
games, shadows give the gamers feelings that could trigger an imagination that they 
are playing in the real world hence provides maximum pleasure. A game with lack of 
shadow cannot be attractive especially in this century that gamers' imagination 
requests more realistic situation when they are watching cartoons or playing games.  

There are many algorithms to create shadow but volume shadows have a great 
achievements in game makers. Although volumes shadow is considered as established 
in gaming industry, they have two expensive phases. One of them is update of volume 
rendering passes and the other one is silhouette detection. 

Recognizing the outline of object can increase the speed of algorithm. To find  
the outline of object, silhouette detection is essential because it can reduce the cost  
of implementation and it is the main item to improve an algorithm. Silhouette 
detection is an important phase in all visual effects. It is mentionable that the bases of 
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silhouettes are visual and view point.  To generate shadow, silhouette detection plays 
a crucial role to detect the boundary of occluder. 

The idea of shadow volume was first introduced in 1977 when Frank Crow [1] 
published his ray-casting based shadow volume algorithm. His method explicitly clips 
shadow geometry to view the frustum. In 1991 Heidmann published a paper based on 
volume shadow using stencil buffer which is even today the main shadow volume 
algorithm [2]. Stencil shadows belong to the group of volumetric shadow algorithms, 
as the shadowed volume in the scene is explicit in the algorithm. Let's take a look at 
how the original stencil shadow volume technique works. 

The previous algorithms include rays that are traced from infinity towards the eye 
[3], [4].  Shadow Maps suggested by Fernando et al [5] which are an extension to the 
traditional shadow mapping technique. In year 2002 Lengyel propose a hybrid 
algorithm that uses faster Z-pass rendering [6]. 

Benichou and Elber[7] used a method to compute parallel silhouette edges of 
polyhedral object based on Gaussian sphere, for the normal vectors which are located 
on the view direction mapped onto a Gaussian sphere. Matt Olson and Hao Zhang [8], 
in 2008 work on tangent-space and they focused on tangential distance of objects to 
be used in polygon mesh silhouette detection. In 2010, Matt Olson [9-10], designed a 
site that lists all related papers. 

2   Silhouette Algorithms 

Silhouette detection is a function like f: R3 R2. Silhouettes have important role to 
create shadow on shadow receiver. To create shadow, projection of outline of object 
is enough to generate shadow as a result the cost of projection will be decreased. The 
most expensive part of shadow volume algorithm is identification silhouette of 
occluder.  

Silhouettes have the most important role to recognize and project shape onto the 
shadow receiver. To create shadow, projection of silhouette of occluder is enough to 
generate a shadow of the whole object and as a result the cost of projection will be 
low. A silhouette edge of polygon is the edges that belong to two neighborhood 
planes where normal vector of one of them is towards the light and normal vector of 
the other plane is away from the light. If the volume shadow is desired point by point, 
it is too difficult to execute the program. It needs a lot of calculation and it takes a 
substantial CPU time for rendering.  To improve this technique we should recognize 
the contour edges or silhouettes of object and implement the algorithm just for 
silhouettes. Using silhouette edges of the occluder to generate a volume shadow could 
optimized the process because the amount of memory is decreased, therefore, 
rendering will be done faster. The silhouette should be recalculated when position of 
the light source changes or the occluder moves.  

There are many methods to recognize outline of object. Most of them are 
expensive but our approach is to introduce an algorithm that is not expensive like past 
algorithms. In stencil shadow algorithm it is needed to divide silhouette face of 
occluder to triangle meshes. It means that each edge should shared by just two 
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triangles. To determine which edge is silhouette, it is needed to recognize which aged 
is shared between a face toward the light source and a face away to the light source.  

2.1   Triangular Algorithm  

In this algorithm it is needed to divide each face of occluder into triangle meshes. It 
means that each edge should be shared by just two triangles. To determine which edge 
is silhouette, it is needed to know which edge is shared between faces towards the 
light source and faces away of the light source.  

Here the triangular algorithm is introduced: 
 

 
Where: 

: Number of all polygons 

   : Edge number of  ith polygon  

   : First vertex of edge ith 

   : Second vertex of edge jth  

        S: An array of vertices 

Fig 1 illustrates how to divide one side of a box which is consisting of four 
triangles. To determine silhouette we need just outline of the box not all of the edges.  

 

Fig. 1. Silhouette determination 
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2.2   Visible-Non Visible Algorithm  

In this algorithm, all edges which have just one visible face are silhouette. These 
edges which have exactly one visible and one invisible face are silhouette, but on the 
contrary, each edge with two visible faces or two invisible faces is not regarded as a 
silhouette. 

 

Fig. 2. Visible-non visible silhouette determination flowchart 

It is important to note that silhouette determination is one of the two most 
expensive operations in stencil shadow volume implementation. The other is the 
shadow volume rendering passes to update the stencil buffer. These two steps are the 
phase that we intend to consider in the nearest future. 
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3   Stencil Buffer 

Stencil buffer is a part of memory in 3-D accelerator that can control rendering of 
each pixel in scene. In other word the stencil buffer is the number bits in the frame 
buffer that is used for enabling and disabling drawing of each pixel of object in 
rendering, it can also be used to mask color buffer. 

There is a close relationship between stencil buffer and Z-buffer. Both these 
buffers are neighborhood and are located in the graphics hardware memory. Z-buffer 
requires controlling a selected pixel of stencil value that is increased or decreased 
when it is needed to count the time of entering and leaving the shadow volume 
respectively. The stencil buffer will be increased when eye's ray enters the volume 
shadow by passing from front face of volume shadow and it will be decreased when 
ray leaves the volume shadow by passing of back face of it. It has two phases, first 
render the front faces; if depth test passes then stencil buffer should be increased. In 
the second rendering; if depth test passes stencil buffer should be decreased. 

Nowadays, Opengl and DiretX support stencil buffer, so in our approach depth 
buffer and stencil buffer is combined together.  

4   Using Visible-Non Visible Algorithm to Create Volume Shadow 
Using Stencil Buffer  

Now if each object or part of object that is inside of truncated pyramid is in shadow 
and it should be dark but each object or part of object that is out of truncated pyramid 
is in lit and it should not be dark To generate volume shadow using stencil buffer and 
depth buffer together, following steps should be done:  

 
1-Render the whole scene just with ambient. 
 The color buffer will be filled for all pints of object in shadow and also Z-

 buffer        will be filled by depth value. 
2-After disable Z-buffer and color buffer, render whole scene with lighting. 
3-Subtract of this two depth value provides volume shadow. 
 
After generating volume shadow, we should pass the ray from the eye to each point 

of object on the shadow receiver. As it mentioned before  (in stencil buffer) ,if the ray 
pass the front face of volume shadow, increase the stencil buffer and when the ray 
pass the back face of volume shadow, decrease the stencil shadow. Finally, if the 
number of stencil buffer is not zero it is in shadow. We are going to say this as an 
algorithm with silhouette detection: 

    
Here the volume shadow algorithm is introduced as a pseudo code: 
 
1-Provide the equipment to have stencil buffer 
2-Render the all scene without lighting 
3-Enable stencil buffer 
4 -Disable depth buffer to write and prevent to write in color buffer. 
5- Use silhouette detection 
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6- For Each Plane (P) 

 If DotProduct(P,R)>0 
  For Each Pixel 
   If (Z-test passes) 
    Increase StencilBuffer  
7- For Each Plane (P) 

 If DotProduct(P,R)<0 
  For Each Pixel 
   If (Z-test passes) 
    Decrease StencilBuffer 
8-Render the all scene again with lighting  
9-Enable to write in color buffer 
10-If (the stencil buffer mod 2=0) 
 The pixel is out of shadow 

Z-pass algorithm is used when eyes are out of shadow. If eyes are located in 
shadow Z-fail algorithm is used.  

5   Results 

In each algorithm, frame per second (FPS) is the most important factor to implement. 
The triangular method and visible- none visible method are used to recognize 
silhouette. It is amazing that the visible-non visible method has higher FPS than the 
triangular method. 

To have shadow on arbitrary object such as torus or sphere stencil buffer and Z-
pass algorithm are used. In following table the FPS for using triangular algorithm and 
visible-non visible algorithm is compared.    

According to Figure 3, 4 and results of Table 1, both proposed algorithm are 
convenient to implement hard shadow in virtual environment. They can be possible to 
use for commercial games.    

Different between FPS when project is rendered without shadow and when is 
rendered with volume shadow using Triangular algorithm for silhouette detection is 
not so much. In additional, in this case FPS is acceptable. 

The FPS indicates volume shadow using Visible-non visible algorithm for 
silhouette detection is better than Triangular detection.  

In addition, the following table illustrates the proposed algorithm for silhouette 
detection is appropriate for using in real-time shadow in virtual environment. 

Table 1. Compare FPS  

Status FPS 
Without shadow 71.47 
Using Triangular Algorithm 71.43 
Using Visible-Non visible Algorithm 71.46 
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Fig. 3. Volume Shadow Using Triangular Algorithm 

 

Fig. 4. Volume Shadow Using Visible-Non Visible Algorithm 

6   Conclusion 

In this paper two kinds of silhouette detection were presented. To create volume 
shadow, triangular algorithm and visible-non visible algorithm are used. To have 
volume shadow on an arbitrary object stencil buffer is used. Z pass method is an 
appropriate tool to check if an object or part of object is located inside the volume 
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shadow or is located in lit. Volume shadow that was difficult to understand and 
implement is improved.  

To make easy of the volume shadow, a pseudo code is proposed and for 
recognizing silhouette two flowcharts are introduced. In comparison, triangular 
algorithm has low FPS than the visible-none visible algorithm. To create real-time 
shadow on arbitrary object volume shadow using stencil buffer and visible –non 
visible algorithm is convenient. 
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Abstract. Research on Grid scheduling nowadays, focuses in solving three 
problems such as finding a good algorithm, automating the process, and 
building a flexible, scalable, and efficient scheduling mechanism. The 
complexity of scheduling predicament increases linearly with the size of the 
Grid. Submitted jobs in Grid environment are put in queue due to the large 
number of jobs submission. An adequate Grid scheduling technique used to 
schedule these jobs and sending them to their assigned resources. This paper 
simulates in C programming First Come First Served (FCFS) and Highest 
Response Ratio Next (HRRN) Grid scheduling algorithms. A good scheduling 
algorithm normally shows lower value of total waiting and schedule time. 
Hence, HRRN was selected because of the algorithm outperform the existing 
gLite Grid middleware scheduling. From the simulation result proof HRRN has 
better performance of total waiting time due to the priority scheme policy 
implementation in scheduler. 

Keywords: Grid computing, scheduling, simulation, Highest Response Ration 
Next Algorithm. 

1   Introduction 

The scheduling predicament, in general, has been studied broadly in many areas, 
especially in transportation systems, industrial operations, and system control. Today, 
the scheduling in a Grid computing involves much manual administrative work. 
Research on Grid scheduling focuses on solving three problems: finding a good 
schedule, automating the scheduling process, and building a flexible, scalable, and 
efficient scheduling mechanism.  

Grid consists of geographically distributed and heterogeneous communication, 
computation and storage resources that may belong to different administrative 
domains, but can be shared among users [1]. 

The most significant advantage of Grid computing is collaboration of many 
computers (resources) in a network forming one single powerful computer to perform 
processing of extra ordinary tasks, which requires a great number of computing speed 
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and processing capabilities. Grid Computing can be thought of as distributed and 
large-scale cluster computing and as a form of network-distributed parallel 
processing. The aim of the Grid is to provide the ability to manage all the computing 
resources across different administrative domains which cannot be completed by 
traditional clusters or distributed computing. 

Submitted jobs in Grid environment are put in queue due to the large number of 
jobs submission. Therefore an efficient scheduling technique is needed to manage the 
jobs efficiently. Throughout the years, many scheduling techniques were researched 
but still there is a long waiting time to schedule these jobs and sending them to their 
assigned resources.  

The main purpose of scheduling is to satisfy users and system demands in dealing 
with waiting time of a job. An efficient scheduler is when the scheduler can pass the 
job to the resources at a low schedule time with minimum waiting time. 

Many scheduling algorithms were used to minimize the waiting time in Grid 
computing. One of it is First Come First Served (FCFS) which seems inefficient when 
dealing with large sizes jobs where small sizes jobs need to wait a long time to be 
process whenever there are large sizes jobs queuing in front. Hence, this paper 
focuses on the performance of Highest Response Ratio Next (HRRN) scheduling 
algorithm which promotes “aging priority scheme”. The HRRN was chosen because 
of its heuristic feature that deems as important to the Grid scheduling. Computer 
simulation was used to demonstrate this inspiring result. 

2   Related Works 

Schedulers are responsible for the management of jobs, such as allocating resources 
needed for any specific job, partitioning of jobs to schedule parallel execution of 
tasks, data management, event correlation, and etc. These schedulers then form a 
hierarchical structure, with meta-schedulers that form the root and other lower level 
schedulers, while providing specific scheduling capabilities that form the leaves [2]. 

This section gives review a set of heuristic algorithms with schedule meta-task to 
heterogeneous computing system. Meta-task can be defined as a collection of 
independent tasks with no data dependencies [3]. In static computing environment, 
each machine executes a single task at a time.  

Heuristic algorithms are more adaptive to the Grid environment [4] where both 
applications and resources are highly diverse and dynamic. Heuristic algorithms will 
make the most realistic assumptions about a prior knowledge concerning process and 
system loading characteristics. It also represents the solutions to the scheduling 
problem which cannot give optimal answers but only require the most reasonable 
amount of cost and other system resources to perform their function. A number of 
heuristic algorithms have been introduced to schedule task on heterogeneous machine. 
Among them are Dispatching Rule (DR) [5], Ant Colony Optimization (ACO) [6], 
First Come First Served (FCFS) [7], and Shortest Process First (SPF) [8].  

First Come First Served (FCFS) [7] is a heuristic of this algorithm is on the 
priority scheme. It promotes the first task arrived to be processed first ignoring the 
waiting time and data sizes. In fact, this simply implements a non-preemptive 
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scheduling algorithm. When a process becomes ready it is added to the tail of ready 
queue. Processes are dispatched according to their arrival time on the ready queue. 
The FCFS concept scheduling is fair in the formal sense of fairness but it is unfair in 
the sense that long jobs make short jobs wait and unimportant jobs make important 
jobs wait.  

FCFS is more predictable than other schemes since it offers time. FCFS scheme 
is not useful in scheduling interactive users because it cannot guarantee good response 
time. The code for FCFS scheduling is simple to write and understand. One of the 
major drawbacks of this scheme is that the average time is often quite long. 

Research shows that DR, ACO, FCFS and SPF are not producing good 
schedules. In [9], the performance of these algorithms was experimented in a small 
Grid testbed, and was shown to outperform the existing gLite. Therefore, HRRN was 
selected in this paper for its efficiency.  

3   The Model 

The model presented in this paper is Highest Response Ratio Next (HRRN) 
scheduling algorithm. HRRN is on the aging priority of processes, which is computed 
on-demand. This algorithm corrects the weakness of the Shortest Process First (SPF), 
where job with a long process time will always be at the back of the queue no matter 
how long it waits in the queue. 

The SPF algorithm is biased towards the processes with short Service Times. 
This keeps the longer processes waiting in the ready queue for a long time, despite of 
arriving in the ready queue before the short jobs. In the HRRN algorithm, aging 
priority is a function of not only the Service Time, but also of the time spent by the 
process waiting in the ready queue in a non-preemptive scheduling algorithm. Once 
the process obtains the control of the processor, it completes to completion.  

HRRN assigns job i to resource j with the highest priority value calculated using 
formula (w + s) / s. Jobs waiting in the queue will be rearranged according to the 
highest priority value taking the lead and consequently followed by the lower priority 
value. The priority scheme take into consideration time spent waiting in the queue w 
and expected service time s.  

The scheduler algorithms implemented in this paper are HRRN and FCFS. Both 
algorithms use priority ordering policy where tasks are processed according to  
the task at the most front slot of the queue. What differentiates the two algorithms is 
the way the tasks are organized in the queue. HRRN reorders the tasks according to 
the highest priority value computed using (w + s ) / s formula. Where else, FCFS puts 
the first arrived task in front followed consecutively by the later arrivals. Below 
pseudo code summarizes the explanation; 

1: If there is any resource free do 
2:  for each job i queued in the scheduler’s ordered list do 
3:   Compute Priority = (w + s ) / s 
4:   Reorder job i  according to priority 
5:    Send the scheduling decision to the user of job i 
6:  end for 
Where;  w : time spent waiting for the processor;  s : expected service time 
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Fig. 1. Local Queue and Global Queue in HRRN 

4   Implementation 

HRRN was simulated in C programming language and Microsoft Visual C++  
2010 Express was used as the compiler and programming platform. There are six 
associated time variables for each job [10]. Fig. 2 shows the inter relationship 
between variables. 

i) The arrival time of job i is ai. 
ii) The delay of job i in the queue is di ≥ 0. 
iii) The time that job i begins service is bi = ai + di. 
iv) The service time of job i is si > 0. 
v) The wait of job i in the service node (queue and service) is  

wi = di + si. 
vi) The time that job i completes service (the departure time) is  

ci = ai + wi. 
 

 

Fig. 2. Associated time variables 
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Based on the definition by [10], scheduling algorithms implemented in this paper 
was evaluated by the performance metrics as below: 

i) Job waiting time : Waiting time of the job in the queue, wti where  

     wti = bi - ai  
 

ii) Total waiting time, TWT: Total waiting time of the jobs,  
 

TWT = Σ (bi - ai) 

5   Results and Discussion 

Fig. 3 demonstrates the performance of HRRN and FCFS algorithms measured by the 
total waiting time versus number of jobs submitted. The simulation started at job 
submission rate of 50 jobs per second, and ended with 500 jobs per second with 
incremental of 50 jobs for each experiment. 10 experiments were conducted in total. 

The HRRN achieved smaller total waiting time as compared to FCFS algorithm. 
From 50 to 150 number of jobs submitted per second, the total waiting time was 0 due 
to the servers were not fully utilized and the capacity of the jobs submitted were still 
manageable. At job submission rate of 200 jobs per second, total waiting time was of 
similarly low for both algorithms due to job sizes were not much in difference. From 
job submission rate of 250 and above, HRRN outperformed FCFS algorithm all the 
way till termination of service. 
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Fig. 3. Simulation result of HRRN and FCFS 

The percentage of out performances at 250, 300, 350, 400, 450 and 500 jobs 
submitted per second were 25%, 6%, 2%, 1%, 15% and 5% respectively. This was 
mainly due to variety job sizes submitted and heterogeneous servers processing the jobs. 
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6   Conclusion and Future Works 

This paper primarily focuses on scheduling the jobs in a fair and optimized manner. 
The scheduling algorithms of HRRN and FCFS implemented in this paper reorder 
jobs in the global queue based on the priority scheme variable. Based on the findings, 
it can be concluded that HRRN outperform FCFS scheduling algorithm by 5% on 
average in regards to total waiting time versus number of jobs submitted due to its fair 
aging priority scheme policy. 

Future work should look into implementing HRRN scheduling algorithm in both 
global and local queues by taking into consideration the average waiting time rather 
than total waiting which produces relatively small improvement.  
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Abstract. The smooth support vector machine (SSVM) is one of the promising 
algorithms for classification problems. However, it is restricted to work well on 
a small to moderate dataset. There exist computational difficulties when we use 
SSVM with non linear kernel to deal with large dataset. Based on SSVM, the 
reduced support vector machine (RSVM) was proposed to solve these 
difficulties using a randomly selected subset of data to obtain a nonlinear 
separating surface. In this paper, we propose an alternative algorithm, k-mode 
RSVM (KMO-RSVM) that combines RSVM with k-mode clustering technique 
to handle classification problems on categorical large dataset. In our 
experiments, we tested the effectiveness of KMO-RSVM on four public 
available dataset. It turns out that KMO-RSVM can improve speed of running 
time significantly than SSVM and still obtained a high accuracy. Comparison 
with RSVM indicates that KMO-RSVM is faster, gets smaller reduced set and 
comparable testing accuracy than RSVM.  

Keywords: k-mode clustering, smooth support vector machine, reduced support 
vector machine, large categorical dataset. 

1   Introduction 

Many Support Vector Machine (SVM) algorithms have been developed to improve 
testing accuracy of classifiers. Among them, one of the effective algorithms is 
Smooth Support Vector Machine (SSVM) proposed by Lee, Y.J. and O.L. 
Mangasarian (2001) [13]. The SSVM algorithm generates a SVM classifier by 
solving a strongly convex unconstrained minimization problem without using any 
optimization package. This method uses a Newton Armijo algorithm that can be 
shown to converge globally and quadratically to the unique solution of the SSVM 
[12].  

The SSVM methods only work well on small to moderate dataset. In practice for 
large data, for example for solving classification problem (face classification) with 
number of samples 6977, SSVM cannot be used [2]. Therefore, many of the 
techniques developed to reduce the amounts of data. Variants methods of reduced set 
selection for Reduced Support Vector Machines (RSVM) were proposed, such as 
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RSVM based on random sampling [14], RSVM based on stratified sampling [17], and 
Systematic Sampling RSVM (SSRSVM) that selects the informative data points to 
form the reduced set [2, 3] and Clustering RSVM (CRSVM) that builds the model of 
RSVM via Gaussian kernel construction [2, 16]. 

In this paper, we propose an alternative algorithm called K-Mode RSVM (KMO-
RSVM) for handling large categorical dataset. The KMO-RSVM algorithm reduces 
support vectors by combining k-mode clustering technique and RSVM.      

We briefly outline the contents of this paper. Section 2 gives the main ideas and 
formulation for RSVM. In section 3, we describe the proposed algorithm. Firstly the 
outline of k-mode clustering is introduced, and then we provide RSVM based on k-
mode clustering technique to handle large classification problems with categorical 
dataset. The numerical experiment and results are presented in section 4. Finally, 
discussion and conclusions are given in section 5. 

2   Reduced Support Vector Machine (RSVM) 

In this section, the fundamental concept and main idea of RSVM are described 
briefly. 

2.1   Fundamental Concept 

A word about notation and background material is given here. All vector  are 
column vectors and  denotes the transpose of . For a vector ∈ , the plus 
function  is defined as ( ) max 0, , 1, … , . For a matrix ∈ ,  
is the  row of A which is a row vector in . A column vector of one of arbitrary 
dimensions will be denoted by e. The base of the natural logarithm will be denoted by 

. The p-norm of  will be denoted by ∑ | | . For ∈  and ∈ , the kernel ( , )maps  into . 

2.2   Review of RSVM 

Support vector machines (SVM) have been applied in many classification problems 
successfully. However, it is restricted to work well on a small dataset. In large scale 
problems, the full kernel matrix will be very large so it may not be appropriate to use 
the full kernel matrix. In order to avoid facing such a big full kernel matrix, Lee and 
Mangasarian, 2001 [14] proposed Reduced Support Vector Machines (RSVM). The 
key idea of RSVM is randomly selecting a portion of data as to generate a thin 
rectangular kernel matrix. Then it uses this much smaller rectangular kernel matrix to 
replace the full kernel matrix [15]. 

Assume that we are given a dataset consisting of m points in n dimensional real 
space Rn.  These data points are represented by m x n matrix, where the ith row of 
matrix A, Ai corresponds to the ith data point.  Each point in dataset comes with a class 
label, +1 or -1. Two classes data A+ and A- belong to positive (+1) and negative (-1), 
respectively.  A diagonal matrix Dmxm with 1 or -1 along its diagonal can be used to 
specify the membership of each point. In other words, Dii =  depending on whether 
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the label of ith data point is +1 or -1. This is a classification problem which aims to 
find a classifier that can predict the label of new unseen data points. 

We now briefly describe the RSVM formulation for binary classification, which is 
derived from generalized support vector machine (GSVM) [18] and the smooth 
support vector machines (SSVM) [13]. The SSVM formulation for non linear case is 
given as follows [13]: 

  

          s.t.  

                                                      

(1)

Where  is positive number for balancing training error and the regularization term in 
objective function. The constraint in equation (1), can be written by: ( ( ( , ) )  (2)

Thus, we can replace y in (1) by (2) and convert the SVM problem (1) into an 
equivalent SVM which is an unconstrained optimization problem as follows:  

 (3)

Where the function p is very accurate smooth approximation to +x  and is defined: 

 (4)

We replace the full kernel matrix )',( AAK with a reduced kernel matrix )',( AAK , 

where A  consists of m  random column from A, and the problem becomes: 

 (5)

The reduced kernel method constructs a compressed model and cuts down the 
computational cost from )( 3nΟ  to )( 3nΟ . It has been shown that the solution of 

reduced kernel matrix approximates the solution of full kernel matrix well [17].  
 
Algorithm 1. RSVM Algorithm 

i. Choose a random subset matrix xnmRA ∈  of the original data matrix 
mxnRA∈ . 

ii. Solve modified version of SSVM (9) where 'A only is replaced by 'A  with 
corresponding DD ⊂  
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iv. A new input is classified into class +1 or -1 depending on whether the step 
function: ( ) *)','( γ−uDAxK  

is +1 or zero respectively. 

3   RSVM Based on k-Mode Clustering 

In this section, the proposed reduced support vector machine for classification large 
categorical attributes data set based on k-modes clustering will be explained. We 
called KMO-RSVM. Firstly, we describe k-modes clustering for categorical data. 
Then, we describe algorithm of RSVM based on k-modes clustering. 

3.1   K-Mode Clustering 

Most previous clustering algorithms focussed on numerical dataset. However, much 
of the data existed in the databases is categorical, where attribute values cannot be 
naturally ordered as numerical values.  

Various clustering algorithms have been reported to cluster categorical data. He, Z. 
et al (2005) [5] proposed a cluster ensemble for clustering categorical data. 
Ralambondrainy (1995) [20] presented an approach by using k-means algorithm to 
cluster categorical data. The approach is to convert multiple category attributes into 
binary attributes (using 0 and 1 to represent either a category absent or present) and 
treat the binary attributes as numeric in the k-means algorithm. Gowda and Diday 
(1991) [4] used other dissimilarity measures based on “position”, “span” and 
“content” to process data with categorical attributes. Huang (1998) [7] proposed k-
modes clustering which extend the k-means algorithm to cluster categorical data by 
using a simple matching dissimilarity measure for categorical objects. Recently, 
Chaturvedi, et al (2001) [1] also presented k-modes which used a nonparametric 
approach to derive clusters from categorical data using a new clustering procedure.  
Huang, Z (2003) [8] has demonstrated the equivalence of the two independently 
developed k-modes algorithm given in two papers (Huang, Z. 1998; Chaturvedi, et al 
2001). Then, San, O.M., et al (2004) [21] proposed an alternative extension of the k-
means algorithm for clustering categorical data which called k-representative 
clustering.  

In this study, we concern to adopt k-Modes clustering algorithm which was 
proposed by Huang (1998) [7]. This method is based on k-means clustering but 
removes the numeric data limitation. The modification of k-means algorithm to k-
modes algorithm as follows (Huang, Z. 1998) [7]: 

i. Using a simple matching dissimilarity measure for categorical objects 
ii. Replacing means of clusters by modes 
iii. Using a frequency based method to update the modes. 

The simple matching dissimilarity measure can be defined as following. Let X and 
Y are two categorical objects described by m categorical attributes. The dissimilarity  
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measure between X and Y can be defined by the total mismatches of the 
corresponding attribute categories of the two objects. The smaller the number of 
mismatches is, the more similar the two objects. Mathematically, it can be presented 
as follows [7]: 

( , ) (  , ) (6)

Where , ( )1 ( ) (7)

When (6) is used as the dissimilarity measure for categorical objects, the cost 
function becomes: 

( , ) , ( , , , ) (8)

Where , ∈   and , , , , … , , ∈ . 
The k-modes algorithm minimizes the cost function defined in equation (8). The k-

modes algorithm consists of the following steps [7]: 

1. Select k initial modes, one for each cluster. 
2. Allocate an object to the cluster whose mode is the nearest to it according to 

(6).  
3. After all objects have been allocated to clusters, retest the dissimilarity of 

objects against the current modes. If an object is found such that its nearest 
mode belongs to another cluster rather than its current one, reallocate the 
object to that cluster and update the modes of both clusters. 

4. Repeat 3 until no object has changed clusters after a full cycle test of the 
whole data set. 

3.2   KMO-RSVM 

K-means is one of the simplest and famous unsupervised learning algorithms that 
solve the well known clustering problem. The procedure follows a simple and easy 
way to classify a given data set through a certain number of clusters fixed a priori [7]. 
The disadvantage of this algorithm is that it can only deal with data sets with 
numerical attribute. Hence, in this work we have proposed an alternative algorithm, 
we called KMO-RSVM, to build classifier by combining the k-Modes clustering 
technique and RSVM for classification large categorical data. 

The RSVM based on k-Modes clustering (KMO-RSVM) algorithm is described 
below. 

Algorithm 2. KMO-RSVM Algorithm. Let k1 be the number of cluster centroids for 
positive class and k2 be the number of cluster centroids for negative class. 
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Step 1.    For each class, runs k-Modes clustering to find the cluster centroids  ch. Use 
clustering results to form the reduced set , , … , .  
Where m = k1+k2. 

            We use the simplest method, rule thumb [11] to determine number of cluster 
centroids k1 and k2.  The equation as follow: 

                                                                             (9) 

 

Step 2.  Two parameters (the SSVM regularization parameter v   and kernel 
parameterγ ) are selected using Uniform Design method [9]. 

Step 3.  SSVM classifiers are built on reduced data using Newton Armijo algorithm. 
Step 4.  Get the separating surface is given by: 

 (10)

Step 5.  A new unseen data point ∈  is classified as class +1 if 

 ( ( , ) ) 0 

 Otherwise x is classified as class -1. 

4   Experiments and Results 

To evaluate the effectiveness of KMO-RSVM, we conducted experiments on four 
categorical attributes dataset. There are breast cancer dataset, tic-tac-toe dataset, chess 
dataset and mushroom dataset (Table 1). All of datasets were taken from UCI 
machine repository [19]. We choose these dataset to test this algorithm because all 
attributes of the data can be treated as categorical. 

Table 1. Descriptions of four categorical dataset 

Dataset Number 
of data 

Number of  
positive class 

Number of 
negative class 

Number  of 
attributes 

Breast cancer 683 444 239 9 
Tic-tac-toe 958 626 332 9 
Chess 3196 1669 1527 36 
Mushroom 8124 4208 3916 20 

 
We present two performance evaluations which used to evaluate the KMO-RSVM 

method. There are 10 fold testing accuracy and response time. In order to give a more 
objective comparison, we run 10 times on each dataset. All our experiments were 
performed on a personal computer, which utilizes a 2.00 GHz T6600 Intel(R) 
Core(TM) 2 duo CPU processor and 2 gigabytes of RAM. This computer runs on 
windows 7 operating system, with MATLAB 7 installed. The results of experiment on 
four dataset above using KMO-RSVM and SSVM can be presented as following. 

( ) γ=uDAxK ','
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Table 2. Testing accuracy and response time of KMO-RSVM and SSVM method on four 
categorical dataset 

Average (best in bold) 
Standard deviation 

Dataset SSVM KMO-RSVM 
Testing 

Accuracy (%) 
Response time 

(seconds) 
Testing 

Accuracy (%) 
Response time 

(seconds) 
Breast cancer 0.9724 

(0.001061) 
299.8901 
(20.1303) 

0.9725 
(0.001049) 

2.1434 
(0.05313) 

Tic-tac-toe 0.9979 
(0.001232) 

845.0536 
(44.37456) 

0.9833 
(0.000483) 

2.7643 
(0.107759) 

Chess 0.9948 
(0.000374) 

13194 
(2509.151) 

0.97642 
(0.001004) 

18.9042 
(1.83739) 

Mushroom N/A N/A 0.9992 
(0.000146) 

90.4494 
(2.93452) 

 
In numerical tests (Table 2), we can see that the response time of KMO-RSVM is 

always really less than the response time of SSVM. This indicates that the KMO-
RSVM can improve speed the response time significantly than SSVM method. Even, 
on mushroom dataset, while the computer ran out of memory to generate the full non 
linear kernel (SSVM), the KMO-RSVM can solve the problem with the response time 
90.4494 seconds. Meanwhile, it can be seen the testing accuracy of KMO-RSVM 
slightly decreases than SSVM on tic-tac-toe and chess dataset, whereas on breast 
cancer dataset the testing accuracy of KMO-RSVM slightly increase than SSVM. 
Table 2 also shows that the standard deviation of testing accuracy and response time 
of KMO-RSVM is lower than SSVM. It means the KMO-RSVM is more consistent 
than SSVM algorithm. 

In the next work, we compare our results of KMO-RSVM with RSVM.  

Table 3. Comparisons accuracy, time and reduced set ( ) of variants methods (SSVM, RSVM, 
KMO-RSVM) 

Dataset Measure 
Method 

SSVM RSVM KMO-RSVM 
 

Breast cancer 
 

Accuracy 
 
97.16 

 
97.295 

 
97.250 

 Response time 286.9638 2.5818 2.1434 
  683 35 26 

Tic-tac-toe Accuracy 99.79 98.392 98.350 
 Response time 816.5248 3.1668 2.76434 
  958 38 31 

Chess Accuracy 99.430 97.746 97.642 
 Response time 12214 21.12251 18.90418 
  3196 64 57 

Mushroom Accuracy N/A 99.913 99.919 
 Response time N/A 79.99732 90.44939 
  8124 81 80 
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From table 3, generally it can be concluded that: 
 

- The number reduced set of KMO-RSVM smaller than RSVM method. 
- The response time of KMO-RSVN less than RSVM method, except on 

mushroom dataset. 
- Obtained testing accuracy of KMO-RSVM and RSVM are comparable. 

5   Conclusions and Discussion 

In this study, we have proposed an alternative algorithm, KMO-RSVM which 
combine k-mode clustering and RSVM for classification large categorical dataset. The 
motivation for KMO-RSVM comes from computational difficulty of SSVM in 
solving large data set. The numerical results show that KMO-RSVM can improve 
speed response time significantly and can handle classification for large categorical 
dataset, when the SSVM method ran out of memory (in case: mushroom dataset). We 
also compare the classification performance of KMO-RSVM with RSVM. 
Experiments have indicated that the response time of KMO-RSVN was less than 
RSVM method, except on mushroom dataset. Testing accuracy of KMO-RSVM and 
RSVM was found to be comparable. 

From the results above it can be concluded that the KMO-RSVM appears to be a 
very promising method for handling large classification problems especially for 
categorical dataset.  
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Abstract. Recent advances in non-linear analysis have led to understand the 
complexity and self-similarity of surface electromyography (sEMG) signal. 
This research paper examines usage of critical exponent analysis method 
(CEM), a fractal dimension (FD) estimator, to study properties of the sEMG 
signal and to use these properties to identify various kinds of hand movements 
for prosthesis control and human-machine interface. The sEMG signals were 
recorded from ten healthy subjects with seven hand movements and eight 
muscle positions. Mean values and coefficient of variations of the FDs for all 
the experiments show that there are larger variations between hand movement 
types but there is small variation within hand movement. It also shows that the 
FD related to the self-affine property for the sEMG signal extracted from 
different hand activities 1.944~2.667. These results have also been evaluated 
and displayed as a box plot and analysis-of-variance (p value). It demonstrates 
that the FD value is suitable for using as an EMG feature extraction to 
characterize the sEMG signals compared to the commonly and popular sEMG 
feature, i.e., root mean square (RMS). The results also indicate that the p values 
of the FDs for six muscle positions was less than 0.0001 while that of the RMS, 
a candidate feature, ranged between 0.0003-0.1195. The FD that is computed by 
the CEM can be applied to be used as a feature for different kinds of sEMG 
application. 

Keywords: Electromyography (EMG) signal, fractal dimension (FD), critical 
exponent analysis method (CEM), root mean square (RMS), feature extraction, 
human-machine interfaces (HMI). 

1   Introduction 

The surface electromyography (sEMG) signal is one of the most important electro-
physiological signals that are commonly used to measure the activity of the muscle 
and offer the useful information for study of numerous engineering and medical 
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applications [1]. In the engineering applications, use of the sEMG signal as an 
effective control signal for the control of the prosthesis and other assistive devices are 
currently increase interested development [2]. This is due to the fact that the usage of 
the sEMG signal is very easy, fast and convenient. In order to use the sEMG signal as 
a control signal, feature extraction method should be done before classification step, 
because raw sEMG signals contain a lot of hidden information in a huge data.  

Feature extraction is a method to preserve the useful sEMG information and 
discard the unwanted sEMG part [3]. Over the last fifteen years, lots of methods have 
been used and we can classify these methods into four main groups, i.e., time domain, 
frequency domain, time-frequency or time-scale, and non-linear [2-4]. Time domain 
and frequency domain features are the first and the second groups that are used to 
describe characteristic of the sEMG signals based on an analysis of the mathematical 
functions with respect to time information and frequency information, respectively. 
The well-known time domain features are integrated EMG (IEMG), root mean square 
(RMS) and zero crossing (ZC), and the popular frequency domain features are mean 
frequency (MNF) and median frequency (MDF) [3]. The IEMG, RMS, and ZC 
features have been widely used in control of the assistive and rehabilitative devices, 
while the MNF and MDF features are normally used in muscle fatigue analysis; 
moreover, it has a poor performance for using as the control signal [4]. However, time 
domain features have been successful to some limits because these methods assume 
that the sEMG signal is stationary, while the sEMG signal is non-stationary. The third 
group, time-scale features including, short time Fourier transform (STFT), discrete 
wavelet transform (DWT) and wavelet packet transform (WPT), have been proposed. 
The good ability in class separation of features in this group has been presented in 
numerous research papers [3-5]. However, the drawbacks of their implementation 
complexity and processing time are main limitation of features in this group [6]. In 
addition, features in the first three groups extracted features based on linear or 
statistical analysis but the sEMG signal properties are a complex, non-linear, non-
periodic, and non-stationary [1, 7-8]. Therefore, an advancement of the fourth feature 
group that extracts feature based on non-linear analysis has been interested. 

Non-linear feature is essential to extract complexity and self-similarity information 
of electro-physiological signals [7-9]. Many non-linear analysis methods were found 
in analysis of the sEMG signal such as approximate entropy, sample entropy, Lempel-
Ziv complexity, Lyapunov exponent, Hurst exponent and fractal dimension (FD) [7-
12]. However, the FD parameter has been achieved in many research papers. There 
are many FD estimators such as Higuchi’s method, Katz’s method, box-counting 
method and correlation dimension [10-13]. In this research paper, we investigated an 
advanced FD estimator, namely critical exponent analysis method (CEM). This 
method is investigated by Nakagawa [14] as an extraction tool for identifying the 
physiological data. Generally, the CEM has been established as an important tool for 
detecting the FD parameter of self-affine time series information. It can determine the 
FD and Hurst exponent (H), which is calculated respect to frequency [14]. It obtains 
critical exponent of the moment of power spectral density (PSD). The CEM has been 
successfully applied to various fields such as distinguish vocal sound, identify 
speaker, fish swimming behavior and complex biomedical signals, including 
electroencephalogram (EEG) signal [15-21]. However, the CEM has never been  
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applied for an analysis of the sEMG signal. Therefore, the CEM may be a useful tool 
to characterize the properties of the sEMG signal. Moreover, the limitations of the FD 
estimators based on time domain have been reported in a number of research papers 
[11, 13]. Thus the FD estimators based on frequency domain maybe provided the 
distinguishable and valuable information. 

The aim of this paper presents the usage of the CEM to study the non-linear 
properties of the sEMG signal and to use these properties to identify various kinds of 
hand movements. As a result, this parameter can be used as a feature parameter for 
the recognition system. To demonstrate its performance, the RMS feature is used as a 
comparative candidate in this study due to a widely use and classification ability of 
this feature. This paper is organized as follows. In Section 2, the experiments and data 
acquisition are introduced in details. After that the proposed method, CEM, is defined 
in this section with the evaluation functions. In Section 3, the results of CEM and 
RMS features are reported and discussed. Finally, the concluding remarks are drawn 
in Section 4. 

 

Fig. 1. Six different kinds of hand movements (a) wrist flexion (b) wrist extension (c) hand 
close (d) hand open (e) forearm pronation (f) forearm supination [22] 

 

Fig. 2. Eight muscle positions on the right arm of the subject 1 [23] 
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2   Materials and Methods 

2.1   Experiments and Data Acquisition  

The experimental setup and protocol of the sEMG signals that were used in this 
research paper is explained in this section. Ten healthy subjects volunteered to 
participate in this study. To determine the relationship between the FDs obtained from 
CEM and muscle activities, each participant was asked to perform six kinds of hand 
movements including wrist flexion (WF), wrist extension (WE), hand close (HC), 
hand open (HO), forearm pronation (FP) and forearm supination (FS) with rest state 
(RS), as shown in Fig. 1. The sEMG signals were recorded from different muscle 
positions with varied complexity. Seven muscle positions on the right forearm and a 
muscle position on the upper-arm were selected to perform the isometric contraction 
activities. All of the eight positions are presented in Fig. 2. The subject was asked to 
maintain each movement in a time period of three seconds per time. In a trial, each 
movement was repeated for four times. To measure and evaluate the fluctuation of the 
sEMG signals, six trials were contained for each session within a day and four 
sessions on four separate days were acquired for each subject. In the total 5,376 data 
sets with three-second period were obtained for each subject which is enough to 
confirm the ability of the proposed method. 

The sEMG signals were recorded by Duo-trode Ag/AgCl electrodes (Myotronics, 
6140) for each muscle. The wrist was used as the reference electrode position by an 
Ag/AgCl Red Dot electrode (3M, 2237). The sEMG signals were amplified by the 
differential amplifiers (Model 15, Grass Telefactor) that were set a gain of 1000 and 
bandwidth of 1-1000 Hz. The sampling frequency rate was set at 3000 Hz using an 
analog-to-digital converter board (National Instruments, PCI-6071E). More details of 
experiments and data acquisition are described in Ref. [23]. 

2.2   Critical Exponent Analysis Method  

Fractal analysis is a mathematical tool for handling with the complex systems. 
Therefore, a method of the estimating FD has been found a useful for an analysis of 
biomedical signals. Moreover, the FD can quantity of the information embodied in the 
signal pattern in terms of morphology, spectrum and variance. This research paper 
proposed the FD evaluation based on the CEM [14] and used the RMS as a 
comparative feature. 

Denoting the PSD PH(v) of the observed signals in frequency domain and the 
frequency of the sEMG signal v. If the PSD satisfies a power law due to self-affinity 
characteristic of the sEMG signal which can be defined as: 

2 1 .H
HP v v v β+ −( ) ∼ =  (1) 

In the CEM, the α is the moment exponent and the αth moment of the PSD (Iα) is 
determined as 



 Fractal Analysis of Surface Electromyography Signal 707 

1

( ) , ( ),
U

HI P v v dvα
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(2) 

where the upper limit of the integration U corresponds to the highest considered 
frequency and the normalized frequency v whose lower cut-off corresponds to one. 
Here α is a real number. If we consider the limited frequency bands and substitute Eq. 
(1) into Eq. (2) thus the equation was given as 
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where X and u are defined as 

1,X α β= − +  (6) 

and 

log ,u U=   (7) 

respectively. Thus by taking the logarithm of moment Iα and differentiating it to the 
third order, the formula can be written as  

2 33

3 3
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I I I I I Id
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d I
α α α α α α

α
αα

′′′ ′′ ′ ′− +
=  (8) 

3 3
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2 2
cosech cosh .

8 2 2

uX uX
u

X

⎛ ⎞ ⎛ ⎞= −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (9) 

We then determine the critical value α = αc at which the value of the third order 
derivative of log Iα with respect to is zero d3log Iα/dα3 = 0. Finally, from this value of 
αc, β = αc–1. The estimated FD is given by 

2 2 .
2
cFD H

α
= − = −  (10) 
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Fig. 3. (a) Log-log plot of PSD PH(v) versus frequency v - (b) Third order derivative of the 
logarithmic function and the zero crossing point - of the WF movement and muscle position 1 
of the subject 1. Note that in (a), the solid line is PH(v) and the diagonal dash line is the slope of 
the log-log plot of the PH(v) which estimates by linear regression 

In this study, to implement the CEM according to Eq. 8, we set the step size of the 
moment exponent, which had been α∆ = 0.01. To show the calculating step of the 
CEM, the sEMG data with the WF movement and the muscle position 1 of the first 
subject was used and presented in Fig. 3 

2.3   Root Mean Square Method 

RMS is a time domain feature that is related to the constant force and non-fatiguing 
contraction. This feature is a widely useful feature in the sEMG pattern classification 
[2-4, 22-23]. Generally, it similar to standard deviation method and also give the same 
information for the other commonly used time domain features such as IEMG, 
variance and mean absolute value, which can be expressed as 

2

1

1
,

N

n
n

RMS x
N =

= ∑  (11) 

 
where xn represents the sEMG signal in a segment and N denotes the length of the 
sEMG signal. 
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In the experiment, the sEMG data during hand movements in each action repeat 
were processed. To evaluate the sEMG feature respect to time, we set a window 
function as a rectangular type in both sEMG features. The window size is set to 3,072 
points (approx. 1 second) and the moving window with intervals is set to 1024 points 
(approx. 1/3 second) in this study. 

2.4   Evaluation Functions 

The selection of sEMG feature extraction is an important stage to achieve the optimal 
performance in signal pattern classification. In [4] the capability of sEMG feature is 
qualified by three properties, i.e., class separability, robustness, and complexity. In 
this research paper, we are demonstrating a usefulness of a novel applied feature, the 
CEM to identify different kinds of hand movements, especially in class separability 
point of view. A high capability of class separability is reached when separation 
between movement classes is high and variation within movement class is also small. 
To evaluate the first condition, we calculated mean values of the FD of CEM and 
RMS for each movement and muscle position. We can observe the discrimination 
between seven types of hand movements and eight kinds of muscle positions in the 
space of features. 

To evaluate the second condition, coefficient of variance (CV) was computed. The 
CV is a useful method to measure of the dispersion of a probability distribution. It is 
similar to standard deviation (SD) method, a widely used measurement of variability, 
and it is defined as the ratio of the SD to the mean μ, which can be expressed as CV = 
SD/μ. Both CV and SD indices show how much variation or dispersion there is from 
the mean value. A low CV indicates that feature values tend to be very close to the 
mean, whereas high CV indicates that the features are spread out over a large range of 
values. The advantage of the CV index over the SD index is when comparing between 
feature values with different units or largely different means. Therefore, usage of the 
CV for comparison instead of the SD is suggested. 

These results can be also evaluated by using box plot and analysis-of-variance 
(ANOVA) method. We can observe the performance of class separability from the 
box range in the box plot. The ANOVA is a significant statistical test to obtain the p 
value that is the one way to demonstrate distinguishes between classes. When the p 
value is smaller than 0.005 or 0.001, it commonly means that significant different 
between their means are obtained. In this study, we compared the ability of the FD 
feature with the popular feature, the RMS by using the above introduced evaluation 
indexes. 

3   Results and Discussion 

In this study, a large sEMG data has been used and evaluated. Mean value of the FD 
and the RMS features and CV of their values for each movement and muscle position 
from all subjects are shown in Table 1 through Table 4, respectively. From the values 
of the respective FDs that are summarized in Table 1, we found that the FD related to 
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self-affine property for the sEMG signals. Since each subject will present different 
sEMG patterns during hand movements. The FD values range between 1.944~2.667. 
In addition, a higher FD indicates a more complicated structure of the sEMG signals 
or the quantity of information embodied in a pattern. 

Table 1. Mean values of the FDs estimated by using CEM at each movement from 10 subjects 
and 8 muscle positions 

Movements Muscle 
position WF WE HC HO FP FS RS 

1 2.2119 2.3001 2.3215 2.1972 2.1669 2.1816 2.1608 
2 2.3810 2.3162 2.3281 2.4636 2.2546 2.2871 2.2257 
3 2.2731 2.3182 2.1973 2.4609 2.1975 2.2222 2.1933 
4 2.1778 2.1835 2.3045 2.2207 2.1416 2.1944 2.1398 
5 2.3153 2.2702 2.3756 2.2240 2.2491 2.1579 2.1563 
6 2.4173 2.3092 2.2840 2.4991 2.2907 2.3111 2.2376 
7 2.2957 2.3494 2.3039 2.3628 2.2407 2.2490 2.2009 
8 2.2538 2.2438 2.2737 2.2261 2.3150 2.1519 2.2415 

Table 2. Mean values of RMS at each movement from 10 subjects and 8 muscle positions 

Movements Muscle 
position WF WE HC HO FP FS RS 

1 0.2319 0.2833 0.3679 0.2442 0.3222 0.3373 0.2083 
2 0.2280 0.1908 0.2343 0.4373 0.2428 0.2608 0.1347 
3 0.1810 0.2129 0.1770 0.4663 0.2201 0.2350 0.1385 
4 0.1878 0.1769 0.3524 0.2142 0.2402 0.2793 0.1616 
5 0.2790 0.2196 0.3995 0.1981 0.3005 0.2478 0.1584 
6 0.3881 0.2825 0.2833 0.7373 0.3924 0.3664 0.2099 
7 0.1843 0.2652 0.2317 0.2820 0.2508 0.2419 0.1389 
8 0.1719 0.1682 0.2038 0.1862 0.2835 0.1765 0.1508 

Table 3. Average values of CVs of the FDs estimated by using CEM at each movement from 
10 subjects and 8 muscle positions 

Movements Muscle 
position WF WE HC HO FP FS RS 

1 0.0362 0.0395 0.0375 0.0372 0.0449 0.0426 0.0366 
2 0.0387 0.0368 0.0409 0.0396 0.0490 0.0507 0.0404 
3 0.0377 0.0411 0.0366 0.0380 0.0410 0.0451 0.0353 
4 0.0377 0.0373 0.0387 0.0399 0.0446 0.0430 0.0351 
5 0.0365 0.0387 0.0393 0.0394 0.0503 0.0399 0.0389 
6 0.0401 0.0418 0.0425 0.0380 0.0477 0.0490 0.0440 
7 0.0377 0.0396 0.0402 0.0416 0.0449 0.0468 0.0382 
8 0.0462 0.0470 0.0502 0.0495 0.0528 0.0429 0.0435 
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Table 4. Average values of CVs of RMS at each movement from 10 subjects and 8 muscle 
positions 

Movements Muscle 
position WF WE HC HO FP FS RS 

1 0.8937 0.6953 0.6942 0.9261 1.0078 0.9105 0.9688 
2 0.5643 0.6539 0.6069 0.3704 0.8250 0.6753 0.9362 
3 0.7266 0.6106 0.8942 0.4207 0.9460 0.8208 0.9339 
4 0.8973 0.8178 0.6354 0.7775 0.9852 0.8831 0.9219 
5 0.5525 0.6800 0.5353 0.7626 0.7207 0.9264 0.9229 
6 0.5506 0.7433 0.7323 0.3642 0.8384 0.7203 0.9366 
7 0.6747 0.5746 0.6362 0.5013 0.8151 0.7418 0.8354 
8 0.4825 0.4922 0.5104 0.5299 0.4621 0.7212 0.4762 

 

 

Fig. 4. Box plot of (a) FD (b) RMS from 7 hand movements of the subject 1 and muscle 
position 1 

From the observed comparison between mean values of CEM and RMS in Table 1 
and Table 2, it showed that CEM feature contains more separation than RMS feature. 
Moreover, CV values of CEM feature have the smaller than ten times of CV values of 
RMS feature, as can be observed in Table 3 and Table 4. To be easily observed, a 
case of the FD and RMS from seven hand movements of the first muscle position of 
the subject 1 is presented in Fig. 4 with a box plot. In addition, the p values conducted 
from ANOVA were used to determine significance of the separation of feature to 
identify different hand movements. From Table 5, it is observed that the FD feature is 
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more significant than that of the RMS feature. The p value of the FD for six muscle 
positions was less than 0.0001 while that of the RMS ranged between 0.0003-0.1195. 
In additions, it has been found that the FD has direct relation to the electrode position. 
From the results, the positions of muscle 2 to 7 are suitable for discriminating hand 
movements. However, the first and the last positions of the muscles are not suitable 
for both features.  

Since each subject will present different sEMG patterns during hand movements. 
Therefore, the significant of the p value shall be observed for each subject. In this 
study, we show numbers of the subjects who have the average p value more than 
0.001, in Table 6. It shows that the RMS feature has no significance at least one 
subject from each muscle position. In the other hand, the FD feature has only four 
cases from muscle positions 1 and 8 that have no significance at the 0.1% statistically 
significant level. This clearly demonstrates that the FD is a more reliable feature for 
classifying hand movements. 

Table 5. The average p value of 10 subjects for all 7 hand movements and 8 muscle positions 

Muscle positions Feature 
1 2 3 4 5 6 7 8 

FD 0.0035 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0586 
RMS 0.0124 0.0241 0.0007 0.0158 0.0094 0.0003 0.0447 0.1195 

Table 6. The number of subject that has the average p value more than 0.001 from 10 subjects 

Muscle positions Feature 
1 2 3 4 5 6 7 8 

FD 1 0 0 0 0 0 0 3 
RMS 3 2 1 4 2 1 2 5 

4   Conclusion 

Fractal analysis of sEMG signals from different hand movements has been proposed. 
We evaluated its FD based on CEM with time dependence method. The critical 
exponent value characterizes the self-affine property of the sEMG signal. The method 
described in this paper can be considerably utilized the sEMG-based classifications 
and its performance shows a better than another popular sEMG feature, namely RMS. 
In future works, use of FD estimated by CEM as an input parameter for recognition 
system shall be evaluated by different types of classifiers such as artificial neural 
network and linear discriminant analysis. Moreover, the optimal parameters of the 
CEM should be evaluated such as window length, increment step of exponent α, etc. 
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Abstract. Electrooculography (EOG) signal is one of the useful biomedical 
signals. Development of EOG signal as a control signal has been paid more 
increasing interest in the last decade. In this study, we are proposing a robust 
classification algorithm of eight useful directional movements that it can avoid 
effect of noises, particularly eye-blink artifact. Threshold analysis is used to 
detect onset of the eye movements. Afterward, four beneficial time features are 
proposed that are peak and valley amplitude positions, and upper and lower 
lengths of two EOG channels. Suitable threshold conditions were defined and 
evaluated. From experimental results, optimal threshold values were selected 
for each parameters and classification accuracies approach to 100% for three 
subjects testing. To avoid the eye-blink artifact, the first derivative was 
additionally implemented. 

Keywords: Electrooculography (EOG) signal, eye movement, eye blink 
artifact, robust pattern recognition, human-machine interface (HMI). 

1   Introduction 

Recently, many research works are under way into means of enabling disabled to 
communicate effectively with machine. Depending on the users’ capabilities, different 
kinds of interfaces have been proposed, such as, vision based head/hand gesture, 
speech recognition, sip and puff, head or chin controller, ultrasonic non-contact head 
controller and brain-computer interface [1-6]. However, due to limitations of each 
interface, for instance, speech recognition and vision based head/hand gesture have a 
major problem in noisy and outdoor environments or ultrasonic non-contact head 
controller has a low classification performance, electrooculography (EOG) signal 
have been proposed to be sufficient signal to be used in human-machine interface 
(HMI) [7-11]. In this study, we are promoting a usefulness of EOG signal to be used 
as an efficient hand-free control interface. 

EOG signal is commonly used to record activities of human eye. It is a bio-
electrical signal that detects changes in eye positions. The EOG signal is generated by 
the potential difference between the cornea and the ocular fundus. It is ordinarily 
referred to be called as a cornea-retinal potential (CRP) [12]. This potential difference 
comes from large presence of the electrically active nerves in the retina equate to the 
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front of the eye. This potential can be considered as a steady electrical dipole with a 
positive pole at the cornea and a negative pole at the retina [13]. Because of its 
relatively large amplitude compared to other biomedical signals, which its amplitudes 
range between 15 and 200 µV. In addition, due to a linear relationship between EOG 
signal and eye movements and easy detection of waveform, the EOG signal may be 
look like an ideal candidate for eye movement classification and control system. 

EOG signal has been widely and successfully used in biomedical engineering 
applications, especially in HMIs. Many efficient HMIs have been developed and 
implemented in the last decade, such as, electrical wheelchair control [7], mobile 
robot control [8], cursor mouse control [9], eye writing recognition [10], and eye 
activity recognition [11]. Various techniques have been used to detect and classify the 
EOG signals and eye movements. Pattern recognition techniques, including neural 
networks and support vector machine, have been widely used and have been proven 
their classification performance [14-15]; whereas, their computational times and 
implemental complexity become a major limitation of these techniques, especially for 
micro-controller device. In this study, we have been proposed non-pattern recognition 
algorithm based on time domain feature and threshold analysis to discriminate eight 
commonly used directional eye movements. Moreover, the proposed technique can be 
availably implemented for a real-time system and can be used in noisy environment. 

2   Materials and Methods 

Eight directional eye movements (up, down, right, left, up-right, up-left, down-right, 
and down-left) are basic movements for most of the HMIs, particularly the first four 
directions [7-11, 14-15]. Normally, two channel EOG signals have been used to 
acquire the information from horizontal and vertical eye movements. In this section, 
we described procedure of the recorded EOG signals and the proposed algorithm to 
characterize these directional movements. 

 

Fig. 1. EOG electrode placements where electrodes Ch.V+ and Ch.V- measure the vertical 
movements, and Ch.H+ and Ch.H- measure the horizontal movements 
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2.1   Experiments and Data Acquisition 

Independent measurements can be obtained from both eyes. However, in the vertical 
direction, two eyes move in conjunction; hence, for the vertical signal, only one right 
eye was used. Five surface electrodes were put around the eyes, as shown in Fig. 1. 
Vertical leads were acquired on the above and below of the right eye (Ch.V+ and 
Ch.V-). Horizontal leads were acquired by two electrodes on the right and the left of 
the outer canthi (Ch.H+ and Ch.H-). A reference electrode was placed on forehead 
(G). All EOG signal recordings were carried out using a commercial wireless system 
(Mobi6-6b, TMS International BV, Netherlands). A band-pass filter of 1-500 Hz 
bandwidth and an amplifier with 19.5x were set for the recorded system. The 
sampling rate was set to 1024 Hz. However, the energy frequency bands of the EOG 
signal are fallen in range of 1 to 10 Hz. Thus the sampling rate was reduced to 128 Hz 
in pre-processing stage. 

The EOG data were recorded from three normal subjects with eight directional eye 
movements: eyes move -down (M1), –up (M2), -left (M3), -right (M4), -down and 
left (M5), -down and right (M6), -up and left (M7), and -up and right (M8). All of 
these activities were held two seconds. Each activity was performed five times 
throughout a trial. As a result, fifteen data sets were obtained from each directional 
movement. 

2.2   Eye Movement Detecting Algorithm 

To discriminate eight directional movements mentioned above, we have been 
proposed a simple and effective non-pattern recognition algorithm based on time 
domain features and threshold analysis. Our proposed technique can be availably 
implemented for a real-time system and can be used in noisy environment. The 
procedure of the proposed algorithm is shown in Fig. 2. In this figure, EOG signal 
time series ({x(i)}), position of time samples (i), onset threshold value (THRON), 
classified threshold values of upper and lower of vertical V and horizontal H signals 
(THRUV, THRLV, THRUH, and THRLH), and artifact index (AI) were defined. 

Firstly, threshold analysis is used to detect simultaneously starting point of 
movements from both eyes with suitable level THRON. Afterward, eight beneficial 
time features are respectively proposed that consist of peak and valley amplitude 
positions (PAPV, VAPV, PAPH, VAPH), and upper and lower lengths (ULV, LLV, ULH, 
LLH) of two EOG channels. Definitions of these features are respectively expressed in 
Figs. 3 and 4. Subsequently, suitable threshold conditions, THRUV, THRLV, THRUH, 
and THRLH, were defined in Table 1 in order to discriminate eight movements from 
eight time features which were early calculated. Through experiments, optimal 
threshold values were evaluated for all parameters. Finally, eight movement classes 
(M1-M8) were examined for the output parameter (OUT). In addition, when resting 
and other movements were detected, output OUT is set to M0. To avoid eye-blink 
artifact, the first derivative of ULV was additionally implemented and the AI was also 
calculated with a pre-defined threshold from the first derivative result. When the 
logical value of AI was defined as true it means that more than one burst signal is 
found. That is eye-blink artifact was established. 
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Fig. 2. Flowchart of the proposed EOG classification algorithm 
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Fig. 3. Parameters of PAPV, VAPV, PAPH and VAPH. 

 

Fig. 4. Parameters of ULV, LLV, ULH, and LLH. 

3   Results and Discussion 

Firstly, from the observation of amplitude shape, we defined value of the THRON as 50 
μV for detecting simultaneously starting point of movements from both eyes. 
Afterward, eight time domain features are calculated for two EOG channels. Based on 
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Table 1. Distinction feature rule 

If  PAPV > VAPV and  
THRUV >= ULV, THRLV >= LLV  
and THRUH <= ULH,  

and THRLH <= LLH,   
then OUT = M1  
 
If  PAPV < VAPV and  
THRUV >= ULV, THRLV >= LLV  
and THRUH <= ULH, 

and THRLH <= LLH,  
then OUT = M2 
 
If  PAPH > VAPH and  
THRUV <= ULV, THRLV <= LLV  
and THRUH >= ULH,  
and THRLH >= LLH,  
then OUT = M3 
 
If  PAPH < VAPH and  
THRUV <= ULV, THRLV <= LLV  
and THRUH >= ULH, 

and THRLH >= LLH,  
then OUT = M4 
 

If PAPV > VAPV, PAPH > VAPH  
and THRUV >= ULV, THRLV >= LLV  
and THRUH >= ULH,  
and THRLH >= LLH,  
then OUT = M5 
 
If PAPV > VAPV, PAPH < VAPH  
and THRUV >= ULV, THRLV >= LLV  

and THRUH >= ULH,  

andTHRLH >= LLH,  
then OUT = M6 
 
If PAPV < VAPV, PAPH > VAPH  
and THRUV >= ULV, THRLV >= LLV  
and THRUH >= ULH,  
andTHRLH >= LLH,  
then OUT = M7 
 
If  PAPV < VAPV, PAPH < VAPH  
and THRUV >= ULV, THRLV >= LLV  
and THRUH >= ULH,  
andTHRLH >= LLH,  
then OUT = M8 
 
Otherwise OUT = M0 

 
the obtained results in Table 2 through 4, all subjects show that values of our 
proposed eight features are useful for discriminating eight directional movements. 
However, the suitable threshold values of THRUV, THRLV, THRUH, and THRLH were 
dependent on each subject. Finally, eight movement classes (M1-M8) were examined 
for the output parameter (OUT). 

Our proposed algorithm for a robust classification of eight directional movements 
based on EOG signals has two advantages compared to other publication algorithms. 
Firstly, the algorithm does not affected by various noises, i.e., involuntary single blink 
(ISB), involuntary double blinks (IDB), and short-duration eye closed (SDC). Fig. 5. 
shows the detection of left eye movement (M3) on the top panel using the EOG 
signals from the vertical and horizontal channels on the middle and bottom panels, 
respectively. Although, there are ISB, IDB, and SDC noises shown in thick lines 
generated in vertical leads, our proposed algorithm still can detect the motion with 
100% accuracy as shown in the top panel. 

Secondly, the proposed algorithm provides high accuracy for the classification  
of eight directional movements based on EOG signals compared to other publications. 
Fig. 6. shows the detection of eight eye movements (M1-M8) on the top panel  
 



720 S. Aungsakun et al. 

Table 2. Mean values and standard deviation values of 8 features for subject 1 

Down Up Left Right 
Feature Mean Std Mean Std Mean Std Mean Std 
UTLV 50.8 6.4 71.4 11.3 12.0 5.1 7.6 12.6 
LTLV 56.0 1.7 56.4 14.1 54.2 112.3 4.8 10.7 
UTLH 3.2 5.2 3.6 3.4 57.6 8 51.4 1.9 
LTLH - - 2.4 3.4 62.6 9.5 53 6.2 
PAPV 100.8 23.9 13 4.1 144.8 67.7 65.4 96.1 
VAPV 14.0 1.0 110 11.1 101.4 133.1 48 107.3 
PAPH 3.2 4.4 5.2 5.8 101.8 15.1 12.6 0.5 
VAPH - - - - 14 1.6 102.8 12.6 

Down left Down right Up left Up right 
Feature Mean Std Mean Std Mean Std Mean Std 

UTLV 50.8  10.5 33.4  5.4 65.6  3.8 61.2  1.9 
LTLV 62.6  17.8 41.2  5.4 59.8  2.4 53.6  2.1 
UTLH 44.4  2.5 50.8  3.8 55.4  2.4 54.4  2.3 
LTLH 57.2  3.9 46.8  5.3 58.8  4.3 53.4  3.2 
PAPV 97  38.3 102.4  9.6 12.6  1.1 10.6  0.9 
VAPV 30.2  32.9 15.8  1.6 121.4  11.7 107  13.6 
PAPH 82.6  59.9 13.4  1.3 116.6  11.1 15.4  1.7 
VAPH 24.6  34.3 105.4  8.6 18.8  2.3 99.2  7.9 

Table 3. Mean values and standard deviation values of 8 features for subject 2 

Down Up Left Right 
Feature Mean Std Mean Std Mean Std Mean Std 
UTLV 53.6 3.1 84.8 13.1 16.6 6.8 7.6 4.7 
LTLV 73.6 11.8 66.8 7.5 12.8 13.3 3 6.7 
UTLH 2.4 4.8 7.2 8.2 52.2 9.4 68.4 5.3 
LTLH - - 9.2 10.4 69.4 11.5 61.4 9.9 
PAPV 183 20.1 19.4 11.1 24.2 28.4 124.6 72.4 
VAPV 18.6 3.4 183.8 26.2 47.2 72.1 3.4 7.6 
PAPH 9.2 13.1 55.6 93.4 204.4 29 33.4 35.7 
VAPH - - 80.4 79.3 32.8 28.1 172.6 35.9 

Down left Down right Up left Up right 
Feature Mean Std Mean Std Mean Std Mean Std 

UTLV 46.8 5.4 41.6 3.6 61.8 2.2 61.8 8.5 
LTLV 64.4 3.4 49.6 4.6 50.6 10.8 52 7.2 
UTLH 45.2 3.7 65.6 6.6 46.8 9 69.8 7.3 
LTLH 46.6 7.6 54.4 13.4 63.6 5.1 67 4.5 
PAPV 165.6 22.5 169.8 63.9 22.6 17.1 14 2.5 
VAPV 20.6 5 20.2 2.8 209 18.8 188.8 13.7 
PAPH 172.4 23.5 54.4 82.5 209.4 18.4 17.8 1.5 
VAPH 13.6 2.4 203.6 22.7 26 18 187.8 12.9 

from- the vertical and horizontal channels on the middle and bottom panels, 
respectively. The detection accuracy of eight eye movements is 100% resulting from 
three healthy subjects. However, the accuracy from other publications is less than 
100%. Examples from papers showing the results from four directional eye 
movements are as follows.  
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Table 4. Mean values and standard deviation values of 8 features for subject 3 

 

Fig. 5. Effect of noises on the vertical EOG signal: involuntary single blink, involuntary double 
blinks, and short-duration eye closed 

In a work by Deng et al. [16], 90% detection accuracy is achieved for the 
applications in game control, eye test, and TV controller. In Merino et al. [17], 94% 
average rate is achieved when the derivative and amplitude levels are used for 
detecting the direction. Examples from papers showing the results from eight 
directional eye movements are as follows. In a work by Yamagishi et al. [18], 90.4%  

Down Up Left Right 
Feature Mean Std Mean Std Mean Std Mean Std 
UTLV 43.8 8.9 51.6 1.3 4.4 6.1 1.6 3.6 
LTLV 53 3.7 50 8.8 - - - - 
UTLH 1.2 2.7 3.2 7.2 57.6 4.6 66.4 5.5 
LTLH - - 2.4 5.4 58.6 3.2 65 3.6 
PAPV 100.6 12.3 30 45.8 21 43.2 3.2 7.2 
VAPV 15.4 1.1 159.2 46.4 - - - - 
PAPH 1.6 3.6 24.6 55 109.8 19.7 14.8 0.4 
VAPH - - 44.4 99.3 13.4 0.9 117.2 15.1 

Down left Down right Up left Up right 
Feature Mean Std Mean Std Mean Std Mean Std 

UTLV 48.2 7.5 33 4.4 45.8 1.3 57.8 17.3 
LTLV 56.8 2.2 51 10.3 49.8 8.6 57.6 6.6 
UTLH 51.6 4 53.6 2.9 54 4.2 61.6 5.5 
LTLH 61.6 5.4 40 21.4 62 2.3 55.8 5.6 
PAPV 83.8 8.4 127.6 71.9 24.4 30.6 11.2 4.1 
VAPV 18.6 1.1 43.8 61.1 121 34.9 129 17.5 
PAPH 88 7.4 44 59.9 121 34.7 18.8 2.5 
VAPH 14.6 2.4 134.2 68.3 27.2 29 128.2 18.9 
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Fig. 6. Example result of EOG classification algorithm for 8 directional movements 

accuracy is achieved for the applications in screen keyboard when the algorithm 
based on logical combination is realized. In Itakura and Sakamoto [19], 96.7% 
accuracy is obtained from the algorithm based on the integration method when EOG 
data were acquired from six subjects. 

4   Conclusion 

EOG signal is widely employed in many clinical applications, such as, evaluation of 
eye injuries and diagnosis of eye diseases and in many engineering applications, such 
as, eye-controlled wheelchair and eye-writing recognition. In this paper, we proposed 
a non-pattern recognition algorithm to classify eight directional movements from 
EOG signals. From experimental results, the proposed features and threshold analysis 
showed the best performance to be used in classification of EOG signal. Moreover, 
the avoiding artifact method that is defined from the first derivative can be effectively 
used to avoid most noises in EMG signal. 
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Recognizing Patterns of Music Signals to Songs 
Classification Using Modified AIS-Based Classifier 

Noor Azilah Draman, Sabrina Ahmad, and Azah Kamilah Muda  

Faculty of Information and Communication Technology 
University of Technical Malaysia Melaka (UteM) 

{azilah,sabrinaahmad,azah}@utem.edu.my  

Abstract. Human capabilities of recognizing different type of music and 
grouping them into categories of genre are so remarkable that experts in music 
can perform such classification using their hearing senses and logical judgment. 
For decades now, the scientific community were involved in research to 
automate the human process of recognizing genre of songs. These efforts would 
normally imitate the human method of recognizing the music by considering 
every essential component of the songs from artist voice, melody of the music 
through to the type of instruments used. As a result, various approaches or 
mechanisms are introduced and developed to automate the classification 
process. The results of these studies so far have been remarkable yet can still be 
improved. The aim of this research is to investigate Artificial Immune System 
(AIS) domain by focusing on the modified AIS-based classifier to solve this 
problem where the focuses are the censoring and monitoring modules. In this 
highlight, stages of music recognition are emphasized where feature extraction, 
feature selection, and feature classification processes are explained. 
Comparison of performances between proposed classifier and WEKA 
application is discussed. 

Keywords: Artificial Immune System, modified AIS-based classifier, 
censoring and monitoring modules, classification, song genre. 

1   Introduction 

Audio signals contain a great deal of information that can be used to index and 
classify audio data, particularly music which has led to the consideration of audio 
classification studies as an important and challenging research area [1]. An efficient 
mechanism of representing audio data should be used to represent low-level sound 
properties for describing, recognizing and identifying particular sounds. According to 
[2], the extracted features used in the classification process need to be comprehensive 
in which it can represent music data very well; compact where they require small 
storage space; and efficient in the sense that it can be computed efficiently.  

Apart from using the appropriate music features, we also need to use good 
classifier to classify various categories of music. Since many years ago, many focuses 
of music related studies are whether to introduce new music features to represent 
certain aspect of music which often related to introducing new extraction technique to 
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obtain the music features [3], [4] or to manipulate fusion of music features to classify 
music genre [5].  

This research is about investigating on the music signals to search for patterns or 
features that can be used to recognize and classify music genres.  The research is also 
investigating an algorithm in the AIS domain which focuses on the negative selection 
algorithm, and proposes a modified version of the algorithm. Previously, there have 
been a few studies that focused and investigated an approach in the AIS domain 
called the clonal selection algorithm [6], [7] but there is no other research that 
concentrates on negative selection algorithm (NSA) before. NSA is applied in this 
music genre classification study because it has been repeatedly used in pattern 
recognition studies and produced high quality results. The ability to recognize 
different patterns using censoring and monitoring modules are also inspired us to 
investigate the technique and find the solution to the music genre classification 
problems. 

2   Background of Research 

In the music genre identification and classification studies, research is initiated to 
solve problems that occur during recognition such as, deciding which song belongs to 
which genre. [10], for example has done the early work of classifying songs into 
different categories of genre using human auditory skills. Finding solutions to 
increase the performance of the automation process in the classification study is the 
problem often investigated in the music analysis area. Various attempts to solve this 
problem have been recorded in [8] – [16]. Not only the problem of automating the 
process of classification but the question of how to fill the gap of accuracy behind 
human skilled classification [10] also need to be answered and solved. [3] introduced 
a new technique to extract the music features called Daubechies Wavelet Coefficient 
Histograms (DWCHs) with a purpose to overcome the problem of classification 
accuracies in the previous study. The authors used the Daubechies wavelet filter, Db8, 
to decompose music signals into layers where at the end of each layer they 
constructed histograms of coefficient wavelet. During experiments they combined the 
new feature with [3] features and improved the obtained accuracies but not by much.  

There is also another attempt that emphasizes on using the pitch, rhythm, and 
timbre contents to classify music into different genres [17]. [18] proposed a solution 
to the problem where the authors introduced a new feature extraction method called 
InMAF. [15] attempted to classify the music genre using MIDI (Musical Instrument 
Digital Interface) and audio features like the pitch, rhythm and timbre features by 
using the data from [19] study which contained two different sets of contents, the first 
are MIDI features and the other group are the audio features. 

A recent study proposed a new approach to classify music genre by emphasizing 
on the features from cepstral contents: MFCCs, OSC and MPEG 7 representations 
[20], where they introduced a novel set features derived from modulation spectral 
analysis of the spectral representations. [21] developed an AIS-based clustering and 
classification algorithm which emphasized the ability of the algorithm to adapt and 
cope efficiently in the complex and changing environments of the immune system. 
The vital feature of this algorithm compared to other classifiers is their ability to 
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discriminate the self or non-self cells, especially in the situation where the size of 
non-self cells is larger than self-cells. Later in 2008, they proposed a novel AIS-based 
classification approach to classify music genres.  

[6] proposed a new version of the artificial immune recognition system (AIRS) 
which was initially developed as a new classification technique based on the humans’ 
immune system [22]. The previous problem of classifying more than two classes at 
one time has been resolved in this study as ten music genres were classified and 
produced a better performance with a high accuracy (88 percent). The new version of 
AIRS has highlighted the nonlinear coefficient of the clonal rate, which has assigned 
more resources to the detectors with a higher affinity level and has allocated less 
resource to the detectors with a lower affinity level, which was essential to the 
recognition processes. The features selection technique applied in the study also 
contributed to better performances in the music genre classification studies.  

[7] described similar experiments to those discussed earlier, where the new version 
of AIRS classifier has changed the linear method to a nonlinear method of allocating 
the resources to the clonal rate. Not only did the classifier classify more than two 
types of cells at one time, the classification performances also produced better 
performances and provided better accuracies than the previous studies. 

3   AIS-Based Music Genre Classification Framework 

The artificial immune system (AIS) is defined as mechanisms that manipulate, 
classify and represent data, and intelligent methodologies that follow a biological 
paradigm which is the human immune system. It is also an adaptive system that 
follows the immune theories and functions, principles and method to solve real world 
problem [23][24]. The definition not only stresses the immune system approach to 
solve problems, but it also includes mathematical functions that define all the 
mechanisms of the immune system to be applied to tasks in various fields ranging 
from optimization, pattern recognition, machine learning, data mining, computer 
security to fault diagnosis [24]. According to [25], there are at least eleven key 
elements in the immune system that provide important aspects for the field of 
information processing: recognizing, extracting features, variety, learning, 
remembrance, scattered detection, self-regulation, threshold mechanisms, co-
stimulation, dynamic protection and probabilistic detection. 

AIS are adaptive systems, emulating human body immunology system to solve 
problems. It is concerned with abstracting the whole concept of immune system to 
computational systems in solving problems from mathematics, engineering and 
information technology point of view. AIS is created based upon a set of general 
purpose algorithms that are modelled to generate artificial components of the human 
immune system [26]. AIS, is defined as an adaptive system which is enthused by 
biological immunology and observed functions, principles and models to problem 
solving.  

Negative selection algorithm is introduced in [27] where the idea was inspired by 
negative selection of T-cells in thymus. The algorithm focused on recognizing self or 
non-self cells where it will eliminate the T-cells that are not recognized by the 
thymus. Detail explanations of how negative selection algorithm works can be found 
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in [28]. As has been investigated before, it would be impossible to apply NSA without 
modification in each study as each problem and solutions were also different. 
However, we will not discuss the NSA and how it changes in each study as it is not in 
this research scope. To be able to apply the AIS approach in solving the music genre 
recognition problem, we need to follow and understand the basic things that are 
needed based on the basic elements of AIS framework [23] [29]:  

a) a representation for the components of the system 
b) a set of mechanisms to evaluate the interaction of elements with the 

environment and with each other  
c) procedures of adaptation that govern the dynamic of the system  

 

MONITORING 
 
 
 
 

Feature extraction (timbre, pitch 
and rhythm contents) 

CENSORING 

 

Training / 
testing data 

Feature selection techniques 
(filter approach) 

Feature conversion 
[11011001] (Generating detectors) 

Similarity 
matching process 

Feature conversion 
[11011001] 

Matched songs 

Training data 

Testing data 

 

Fig. 1. AIS-based music genre classification framework 

Figure 1 illustrates the structures of our proposed AIS-based music genre 
classification framework. We begin the process by extracting music features from the 
data before we transform them into binary bit strings. Two highlighted processes, the 
censoring and monitoring modules depict two important parts of AIS-based model in 
recognizing different patterns. The artificial immune system (AIS) is defined as 
mechanisms that manipulate, classify and represent data, and intelligent 
methodologies that follow a biological paradigm which is the human immune system. 
It is also an adaptive system that follows the immune theories and functions, 
principles and methods to solve real world problems [23][29]. 
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The following sections discuss each step in the recognition stage, that are the 
feature extraction, feature selection and feature classification which comprises two 
important processes; censoring and monitoring.  

3.1   Music Features Extraction   

The feature extraction in the content-based definition is a process of calculating the 
music contents to provide numerical representations to characterize the music [3]. In 
order to get quality feature representations and quality results in the music recognition 
work, the choice of selected features should be able to reflect the underlying 
information about the music. For example, if there are different genres of music that 
need to be identified, the extracted music features should be able to represent all types 
of those genres. According to [30], the extracted features from music data should be 
able to fulfil two criteria. The first criterion is related to the feature space where 
objects that are considered similar will be located next to each other and the 
differences between object regions can be clearly seen on that feature space. The 
second criterion is the extracted technique used should be able to conserve all-
important information contained in the data. The human perception of the sounds is 
the way listeners generate music label during the identification process and it happens 
whenever they hear the sounds. Technically, the humans also depend on the features 
extracted from the sounds they hear in order to recognize the sounds. The auditory 
system in human being is a very sophisticated system where it can automatically 
separate the sounds and immediately identify the source.  

[30] stated there are two categories of the extracted features used in music signal 
analysis: 1) perceptual features and 2) physical features. The perceptual features were 
based on the perception of sounds when humans hear them, for example the high or 
low pitch, the melody and the frequency. The physical features on the other hand 
were produced in mathematical computing mechanisms during the sounds analysis 
using signal-processing concepts. The perceptual and physical features were related to 
each other. The physical features were labelled as physical because the extraction 
process imitated the perceptual features that human processed, for example, a slow 
song that contains harmony sounds is assumed as a Ballard song because the physical 
features used to recognize it were calculated from the song’s slow beat using 
mathematical functions. Three music contents were introduced in [3], which are the 
pitch, timbre, and rhythm. Further elaboration on the music contents are as followed:- 

Timbre. In music, timbre is defined as the quality of sounds or the colours of music 
and is produced when a musical instrument played music notes that contained more 
than one level of frequencies. It allows a person to distinguish different instruments 
playing the same pitch and loudness. The human ear and brain have magnificent 
capabilities that can detect even a very small variation of timbre quality in the music. 
These capabilities were the reason why humans can discriminate two different 
instruments playing similar notes, similar pitch, or loudness. 

The major aims of the timbre perception studies are to develop a theory of sounds 
classification [32]. In the study, the author focused on experimenting different sounds 
coming from various orchestra instruments. The sounds contained similar pitch, 
loudness, and duration. The study aimed to get perceptual relationships between the 
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instruments and it showed that timbre could discriminate different sources of sounds 
in a note. Researchers and experts agree that timbre quality main function in music 
signals is to recognize different instruments playing a note with similar pitch and 
loudness within similar duration. According to [34], timbre content is the common 
music feature that is used to distinguish different aspects of the music and 
instrumentations, and if they are combined with other features such as rhythm and 
tonal characteristics, they usually are enough to discriminate various styles of the 
music. 

Rhythm. Rhythm, by musical definition, is the musical time. It relates to the beat of 
music. Beat represents the music notes that can be in a whole, a half or a quarter long. 
One whole note represents a length of four beats. Rhythm is the flow of music. It 
organizes the notes within the music pace and tempo is the term used to indicate the 
arrangement of the music pace. Tempo and rhythm is normally used together to 
describe a slow or a fast song. 

In music analysis research, many studies have focused on the rhythm content that 
emphasized the tempo and beat of the music to recognize the songs. Rhythm can be 
represented by various terms in music analysis, ranging from low level audio signal 
features to a more abstract or symbolic concept [33]. Theoretically, the rhythm 
represents the beat, and the beat is the note of the music. Note in general, represents 
certain patterns of a song and these patterns technically can be used to recognize the 
music. The music pattern is the symbolic information that represents various types of 
music for example, songs from different regions or ethnic groups that generally tell 
stories about their way of life or anything related to their community through their 
songs. 

There are studies that focused on analysing repeating patterns of the music notes to 
retrieve songs [34], and introducing new features from music objects to recognize 
music information such as music themes [35]. In their work, [35] emphasized the 
notes to locate patterns that reappeared more than once in a song and they agreed with 
[33] descriptions about the rhythm contents which can be used symbolically to 
recognize a certain pattern of a song. This can be very useful in the music 
identification process especially songs that can be recognized using the themes or 
stories.  

Pitch. In music, pitch is normally associated with a high or a low tone, which depends 
on the frequencies or vibration rates of a music sound. A frequency is the number of 
vibrations per second and is measured in Hertz (Hz). A high frequency means high 
pitch and a low frequency means low pitch. The high or low pitch of a tone in a sound 
note is the listener’s evaluation of the frequencies. Two different methods of 
extracting pitch contents were presented, where one focused on the phrase-based 
melody extraction [36] whereas the other used mathematical computations to extract 
the contents from the music signals [3] [37] [38][39]. In the first method, [36] focused 
on relative pitch sequences that were obtained by converting the song notes  
to different levels of pitch, which is higher than, or equal to, or lower than the 
previous note. 

The second method used a computationally mathematical model to extract the 
pitch contents from the complex audio signals. The computation involves an 
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autocorrelation tool that is useful to find repeating patterns in a signal. This tool is 
used to determine the presence of a periodic signal that contained noise and to 
identify the fundamental frequency of a signal. [38] was the first to mention the 
proposed method, called auditory model to compute a multi-pitch analysis model 
considering an auditory modelling point of view. 

A recent study that adopted the auditory model is in [39] where the author 
compared the pitch analysis content using an auditory model and conventional 
methods of obtaining the pitch contents. The study showed that the auditory model 
has greater advantages than the conventional techniques in obtaining the pitch 
sequences using the frequency-related analysis. Following the work of [38], [37] 
applied similar technique to extract the pitch contents from the music signals.  

3.2   Music Feature Selection 

The music representations used a wide set of extracted features from various music 
contents, such as timbre, pitch and rhythm. Among the features, some are irrelevant 
and redundant for music recognition processes. These irrelevant and redundant 
features need to be eliminated before we use the rest of the features in recognition 
processes. The reason for the elimination is that, music recognition can improve the 
classification performances and shorten the processing [40]. Selecting the relevant 
features from a wide range of extracted features is a challenging work [41]. The term 
relevant as applied in the literature normally depends on the question of relating the 
relevancy of features to something else [42].  

3.3   Music Genre Classification 

In this stage, we introduced the Modified AIS-Based Classifier that contained two 
important modules of Negative Selection Algorithm (NSA). the censoring and 
monitoring. Censoring is a process where detectors are generated, and monitoring is a 
process where comparison between detectors and antigen are made to find the match. 
Modified AIS-based classifier is proposed after some modifications and adjustments 
are applied to the NSA. These works are important in our research as it is to enable 
the proposed classifier to solve the music genre classification problem. Figure 2 
shows the building blocks of the proposed classifier in this last stage of the 
classification framework where three important mechanisms of NSA is illustrated, 
which are the binary bit string conversion, censoring and monitoring modules 

Censoring. This module is described as a module that produces detectors, which is 
the key aspect of identification. Censoring module normally starts after feature 
extraction and feature selection finished. It involves data features conversion where 
the features will be represented by binary bit strings (for example, feature vector = -
3.4523123 is converted using –XOR operation and becomes 101011001). After the 
conversion, the binary bit strings will then go through the complementary process and 
become the detectors.  
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Fig. 2. Stages of classification task involving censoring and monitoring modules 

The detectors are created based on how many song genres that are needed to be 
classified. During the process, antigens are compared with the detector candidates to 
evaluate the affinity binding (similarity values). The process applies the XOR 
operation to determine and evaluate the affinity binding between them. The threshold 
value is used as a benchmark in the process. As each antibody is consisting of 15 
binary digits, the threshold value is set to a certain value in order to evaluate the 
affinity binding between detectors and antigen (song genres). In the XOR operation, 
values “0” and “1” are used and are counted to decide whether the matched bits 
exceed the threshold value or not. As the algorithm considers the non-self cells as 
detectors, the not match antigen-detector will be based on the “1” value. The higher 
the “1” than “0” value during comparison, more non-self cells are indicated. Once 
identified, the cell then is considered as a detector and is stored for further analysis in 
the next module. The detectors by using the training data where in the process, a 
training model will be created and used in the identification and classification 
processes.  
 
Monitoring. This module starts once the detectors (training model) are created and 
are compared to the antigens (we used testing data as antigens) to find similarity 
between these data and calculate the affinity binding. The comparison is referring to 
the classification task and when it produces binary bit ‘1’, the data is considered bind. 
However, in this scenario, we will use the word ‘match’ instead of ‘bind’ to define the 
similarities. In the original version of NSA, the process uses value “0” to indicate 
similarity or ‘match’ during monitoring process. The more of ‘0’ found, the more 
similar the antigen to the detector. Once matched, the antigen is considered as self cell 
and will be ignored. Since the objective of NSA is to identify non-self cells to 
recognize antigens, the ‘non-match’ cells are detected and a change situation is 
assumed occurred in the network security.  
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The comparison of value ‘0’ is simple and straightforward however, according 
to[43], the term ‘match’ as used in the original version of NSA did not give any 
specific meaning, it is too general, and did not specify the type of representation space 
used.  

Another important factor in the monitoring module is the threshold value. The 
value is used to set the benchmark number of binary bits that both antigen and 
detector cells should bind, because it will decide whether they are matched or not. 
Both cells are considered matched if the bind bits are exceeding the threshold value. 
The value used in the experiments generally indicates the reliability levels of the 
results where the higher the value used means reliable results are obtained from the 
similarity matching process.  
 

Classification accuracy. In the proposed modified AIS-based classifier, we 
combined all feature vectors from the music contents (pitch, rhythm, and timbre 
contents). Table 1 discusses the computation stages, where the first stage of 
calculation is applied to identify and compute the bits between both cells that are 
matched and then get the match percentage. In the next stage, the calculation is to get 
the threshold value percentage where the value will be the indicator used to decide 
whether each dataset is matched or not. The last stage of calculation is to get the 
classification accuracy where all matched song are divided with the amount of total 
tested data and then get the percentage. 

Table 1. Proposed classification accuracy method 

Category Calculation formulas 
Data genre 

accuracy stage 
 

Threshold (r) % 
 

Dataset accuracy 
stage 

Σ bits_matched / Σ features_bits x 100 
 
 
( Σ r * num_of_features / Σ bits_per_feature * num_of_features) x  100 
 
(Num_of_genre_match / num_of_testing_data) x 100 
 

 
Four binary matching techniques are applied in the AIS, which are the Hamming 

distance matching, the r-chunk matching, the r-contiguous matching and the multiple 
r-contiguous matching rules.  

4   Experimental Results 

The songs that we used in our experimental work comprises of ten different genres in 
the Western song collections, which are Blues, Classical, Country, Disco, Hip-hop, 
Jazz, Metal, Pop, Reggae, and Rock. One thousand songs (courtesy of MARSYAS 
group research) are used in the experiments. Two applications were used to extract 
these features, which are MARSYAS [44] and rhythm pattern extraction tool [45]. 
We prepared training and testing datasets where similar data is used in the 
experiments except the data is in the attribute related file format (ARFF) for WEKA 
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experiments and in the data file (DAT) format for modified AIS-based classifier 
demonstrations. Two attribute evaluators are the CFSSubsetEval and the 
ConsistencySubsetEval which apply both BestFirst and GreedyStepwise search are 
used to select significant features in the experiments. The selected features are tested 
separately in the classification experiments to find which significant selected features 
produce the highest classification accuracy. 

We evaluate the proposed AIS-based music genre classification algorithm based on 
the results produced in the classification experiments using our proposed modified 
AIS-based classifier and WEKA application. We have conducted the experiments 
using classifiers from WEKA application such as the k-nearest neighbour learner, 
decision tree, support vector machine and naive-bayes. The tested classifiers are the 
bayes-net, sequential minimal optimisation (SMO), IB1, J48 and Bagging.  

Two setup cases of experiments were prepared, which are according to the binary 
similarity matching techniques, and the feature selection techniques. The 
classification performances are evaluated according to the classifiers used in the 
experiments. The music contents are individually classified in the classification 
evaluation. From the three contents, the music features that we have extracted are 
categorized into five main groups:  

1) timbre-related features consisting MFCC, zero-crossings rate, spectral 
centroid, spectral flux, and spectral roll-off,  

2) chroma-related features consisting 12 music notes (A, A#, B, C, C#, D, D#, 
 E, F, F#, G and G#),  

3) rhythm pattern (RP),  
4) rhythm histogram (RH), and  
5) statistical spectrum descriptor (SSD) features  

The following figures illustrate the classification results according to the setup 
cases.  

Figure 3 and 4 illustrate the performance of classification experiments using 
various similarity matching techniques (R-Chunk (RCH), Hamming Distance (HD), 
R-Contiguous (RCo) and Multiple R-Contiguous (MRCo)) in the modified AIS-based  
 

 

Fig. 3. The classification performances of modified AIS-based classifier using different binary 
matching techniques  
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Fig. 4. The classification performances of WEKA classifiers 

algorithm and classifiers in WEKA application. Both feature selection techniques, 
CFSSubsetEval and ConsistencySubsetEval are compared in the performance 
evaluation. Overall, we can see that the results from the proposed classifier averagely 
are higher than WEKA classifiers by 20 – 30 percents. Among the matching 
techniques, HD technique has consistently produced classification accuracies between 
70 – 90 percent when evaluated with the feature vectors selected using the 
Consistency SubsetEval technique.          

5   Conclusions 

The availability of techniques and methods for classification in music analysis field 
today has shown that researchers in this area are very concerned with the 
performance. As the collections of digital songs keep increasing online, their studies 
have contributed a major breakthrough to the internet users and others. 

In this paper, we have explained and evaluated the proposed modified AIS-based 
classifier in different category of experiments. In each experiment, the proposed 
classifier outperformed any performance from other classifiers. The classification 
results clearly show that the proposed modified AIS-based classifier is a new 
algorithm or mechanism to solve problem in the area of music genre classification.  

We strongly believe that our discussion throughout this paper has given opportunities 
to other researchers in this area of studies to fill the gaps, to explore further and to 
provide solutions to the known and un-known problem that has yet to be discovered. 
Future work will include an investigation on how to manage the threshold value 
efficiently and probably, exhaustive search approach should be applied to evaluate the 
highest threshold value that can provide high classification accuracies. 
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