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Comparison between PKI (RSA-AES) and

AEAD (AES-EAX PSK) Cryptography Systems
for Use in SMS-Based Secure Transmissions�

Hao Wang and William Emmanuel Yu

Ateneo de Manila University

Abstract. In today’s mobile communication systems, security offered
by the network operator is often limited to the wireless link. This means
that data delivered through mobile networks are not sufficiently pro-
tected. In the particular growing field of interest of machine-to-machine
(M2M) communications, these applications typically require a mobile,
secure and reliable means of data communication. This paper compared
two (2) cryptographic mechanisms, the RSA-AES and the AES-EAX
PSK which provide end-to-end security for SMS-based transmission. We
implemented these two (2) mechanisms assuming the constraints of stan-
dard SMS network and measured their performance in terms of transac-
tion time. Our study indicated that in terms of processing time, the Au-
thenticated Encryption and Associate Data (AEAD) modes represented
by EAX performed better even when the digital signature of the Public
Key Infrastructure (PKI) mode represented by RSA was not included.

Keywords: Cryptography, Encryption, RSA, EAX, GSM, SMS.

1 Introduction

The Global System for Mobile Communications (GSM) is a common standard
issued by the European Telecommunications Standards Institute (ETSI). Phase
I of the GSM specification was published in 1990 and is currently the most
widely used mobile phone system in the world. The Short Message Service (SMS)
standard was first discussed in the early 1980s but the world’s first commercial
SMS service was not introduced until 1992. SMS was created as part of Phase I
of the GSM standard. SMS is widely adopted with approximately one (1) billion
SMS messages sent every day only in the Philippines[1].

Recently, a survey carried by the Internet Data Center (IDC) shows that more
than 90% of mobile users prefer SMS as their main communication tool[3]. The
report has concluded that with the statistic of 65% of the mobile users sending
text messages every day, SMS will continue to play an important role as the
most popular mobile data application for a few more years. This also goes to
show that network operators have invested significantly in ensuring the optimal
performance of their SMS networks.
� This work was supported by the Department of Information Systems and Computer

Science of the Ateneo de Manila University.

S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 1–12, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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With the rise of mobile communications and commerce and the increasingly
wide use of machine-to machine (M2M) communication applications, such as the
fields of Automatic Teller Machine (ATM) banking, telemetry and telematics,
navigation, smart metering and many others, a mobile, secure and reliable means
of data communication is a primary necessity. Currently, the SMS M2M networks
have become a popular means of transmitting the sensitive information necessary
for these applications. However, SMS security needs to be improved.

2 Statement of the Context

ABI Research estimates that the total number of cumulative global M2M con-
nections rose from 46.78 million connections in 2007 to 71.09 million cumulative
connections in 2009, and this number is still growing[21]. M2M market boosted
by thriving technologies, and is currently being applied widely; some of the use
cases involve financial, telemetry and telematics, navigation, logistics and voting
systems. The most widely available data service in GSM networks today is SMS.
This is why we focus on SMS for this study. However, the current GSM data
transmission in some cases cannot provide a secure and stable environment. So
its security has become an increasingly important issue. In particular, some spe-
cific M2M applications (such as ATM banking, POS machines, voting systems)
need a higher level of security than currently provided by mobile networks.

When sensitive information is exchanged using SMS, it is crucial to protect
the content from eavesdroppers. By default, SMS content is sent over the Global
System for Mobile communications (GSM) network in clear text form, or in a
predictable format[20]. The message sent from the mobile device will store at
the message centre of associate network provider. The message will travel across
different base station in unprotected manner. This means there is an opportunity
to allow the middle man attack on those confidential messages. Moreover, this
allows an attacker with the right equipment to eavesdrop on the information that
is being sent. Another problem with SMS is that the originating address (OA)
field in the SMS header can be forged, thus allowing masquerading and replay
attacks. Therefore SMS is not totally secure and cannot always be trusted. For
example, there has been at least one case in the UK where SMS information has
been abused by the operator employees[20].

In some cases, SMS messages are encrypted using a family of cryptography
algorithms collectively called A5. A5/1 is the “standard” encryption algorithm,
which was used by about 130 million customers in Europe. While A5/2 is the “ex-
port” (weakened) algorithm, which was used by another 100 million customers in
other markets. A5/3 is a new algorithm based on the UMTS/WCDMA algorithm
Kasumi[13].

However, a number of attacks on A5 have been published[14][12][22]. Some
require an expensive pre-processing stage after which the cipher can be attacked
in minutes or seconds. Until 2000, the weaknesses have been passive attacks
using the known plaintext assumption. In 2003, more serious weaknesses were
identified which can be exploited in the ciphertext-only scenario, or by an active
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attacker. In 2006, Elad Barkan, Eli Biham and Nathan Keller demonstrated
attacks against A5/1, A5/3, or even GPRS that allow attackers to tap GSM
mobile phone conversations and decrypt them either in real-time, or at any
later time. It follows that the current GSM network does not provide end-to-
end security services even with A5[17]. This requires system to provide external
privacy guarantees.

3 Statement of the Objectives

The objective of this study is to implement and compare the performance of
a PKI and an AEAD encryption system for securing SMS-based transmission
networks[26] in terms of transaction time. We first introduce a PKI-based mech-
anism on the Rivest, Shamir and Adleman (RSA) algorithm[23]. Followed by
describing an Authenticated Encryption and Associate Data (AEAD) mecha-
nism called EAX (AES-EAX PSK)[10]. Both these systems are used to pro-
vide privacy/confidentiality, integrity and authenticity as security guarantees.
Then, we describe the implementation of both mechanisms. Finally, we evaluate
and compare the performance in terms of transaction time between these two
mechanisms.

4 Scope and Limitation of the Study

Cryptography does not “solve” computer security. Security is always relative. It’s
hard to say that any cryptography algorithm is always safe. With the hardware
and network development, or there is a probability that the current encryption
algorithms used are likely to be cracked sooner or later, then we have to use a
longer key or more advanced algorithms to ensure data security. These cryptog-
raphy algorithms, therefore, still need to be constantly developed and improved,
providing greater strength and speed.

In this study, the computing system used and platforms are controlled, the
payload for both was also controlled. Key sizes used were based on equivalent
strength provided. In order for these security mechanisms to be used in the SMS-
based transmission network, the final payload must be broken into fragments 140
bytes which is the maximum amount of data an SMS can carry[6].

5 Security and Mobile Networks

In this section, we present an overview of the required security guarantees and
current state of mobile network security.

5.1 Security Guarantees

In the current scheme of information security practice, there are some specific
security guarantees that we require to consider a service secure. The ISO 17799[2]
names the following guarantees:

1. Authentication: The process of guaranteeing the identity of the message
sender.
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2. Privacy/confidentiality: Ensuring that no one can read the message except
the intended receiver.

3. Integrity: Assuring the receiver that the received message has not been al-
tered in any way from the original.

For this study, we used these three (3) security guarantees as the baseline for
designing our security mechanisms.

5.2 State of Mobile Network Security

SMS is a highly suitable bearer given its pervasiveness, reliability and integrity.
The payload is small, with only 160 ASCII characters or 140 bytes for binary-
encoded messages, which results in a highly efficient means for transmitting short
bursts of data[6]. SMS is globally available, and requires no further external
protocols or provisioning since it is a complete, two-way delivery system native
to the GSM protocol. SMS is delivered to a GSM network that will further the
message to the necessary recipient or service[15].

However, the most pervasively deployed GSM encryption algorithm, A5, is
now considered ineffective. Some solutions exist that only require an expen-
sive pre-processing stage after which the cipher can be attacked in minutes
or seconds[13][16][8]. There are a number of studies that cover the safety as-
pect of SMS transmission. In discussing the weaknessess of the SMS, Lo et al
[19] suggested a PKI-based approach to overcome SMS communications security
problems. This is an over-the-top approach, the principles of which can be imple-
mented in other network packages or mechanisms. To ensure the secure transport
of keys, PKI, particularly RSA, is employed as the key exchange mechanism. In
addition, AES in CTR mode and HMAC with SHA256 are used for integrity and
privacy, which, according to Bellare et al [11], is an example of a non-composite
scheme.

In this study however, key exchange was not considered; the use of pre-shared
keys was assumed; and a composite authenticated encryption scheme was em-
ployed.

A good overview of the built-in security infrastructure of today’s mobile net-
works is given by Schmidt [24] who faults current security mechanisms such as
A5 and A3 as potentially weak and untrustworthy. Existing crypto-system, he
notes, does not provide some security guarantees such as non-repudiation. How-
ever, this can be supplemented by an additional security infrastructure such as
TLS/SSL, he recommended, which is a PKI-based approach.

Another research by Abidalrahman et al [7] compared the Secure Hash Algo-
rithm (SHA) family and provided estimates of the amount of increase in energy,
area and time consumption. After reviewed the standard SHA family members’
designs, the results and the compatibility of the SHA algorithms for Wireless
Sensor Networks (WSNs) were implemented on hardwares. The author indicated
the feasibility of SHA-2 family algorithms as a replacement of the broken SHA-1
and Message-Digest 5 (MD-5) algorithms for WSNs. SHA-256 is shown as the
better energy consumption per block.
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6 Framework

The study compared the performance of a PKI and AEAD cryptography systems
for use in SMS-based secure transmissions in terms of transaction time. AES
algorithm with 128-bit keys was used to serve as the baseline block cipher. A
comparison between these two mechanisms was attempted in terms of security
guarantees and performance.

6.1 RSA-AES Mechanism

The most popular PKI algorithm used is RSA. The algorithm generates two
keys, a public key and a private key, by manipulating two prime numbers with
a series of computations. The public key distributed publicly and the private
key can be kept secretly by the user. This is to ensure that the secure message,
which was encrypted using the recipient’s public key, will be read by the targeted
person, with the private key to decrypt the encryption. Furthermore, the public
key can be used to verify the digital signature which is signed with the sender’s
private key. The RSA scheme is a block cipher in which the original non-ciphered
text and cipher text are integers between 0 and n-1 for some ‘n’. That is, the
block size of RSA is determined by the bit length of the integer ‘n’ and regarded
as the key size of the RSA scheme[23].

Decryption: For a given cipher text C, the original non-ciphered text is com-
puted by M = C d mod n.

Fig. 1. The RSA procedure for sending an encrypted short message

As RSA requires very large prime numbers, it is impractical to use it to encrypt
the entire payload. So RSA cryptography is used to encrypt the keys. In this
study, 128 bit AES cryptography is used first to encrypt the data, specifically the
Cipher Block Chaining (CBC); then RSA is used to signature and encrypt the
transaction key of AES. This mechanism is similar to the one used by Transport
Layer Security and Secure Sockets Layer (TLS/SSL)[18].

6.2 AES-EAX PSK Mechanism

EAX is an n-bit mode of operation. This allows the mode to operate on AES
with 128 bits; or Secure Hash Algorithm (SHACAL-2) with its 256 bit block
size. EAX is online, meaning the data does not need to be known in advance; it
can be streamed into the object though there are some practical implementation
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constraints. The AES-EAX PSK scheme is an Authenticated Encryption with
Associated Data (AEAD) algorithm designed to simultaneously provide both
authentication and privacy of the message (Authenticated encryption) with a
two-pass scheme, one pass for achieving privacy and one for authenticity for
each block[10]. EAX is also shown to provide all three (3) required security
guarantees: privacy, integrity and authentication[9].

6.3 Overview Of Cryptography Mechanisms

In the RSA-AES mechanism, RSA is used to encrypt the transaction keys. AES
in CBC mode is then used to encrypt the data with the transaction key for
transmission. Finally, RSA is then used to sign the payload. In the AES-EAX
PSK mechanism, EAX is used with the AES block cipher using a pre-shared key
(PSK).

Table 1 shows the comparison between RSA-AES and AES-EAX PSK accord-
ing to protection guarantees they provide.

Table 1. Comparison between RSA-AES and AES-EAX PSK according to protection
guarantees they provide

7 Methodology

7.1 Tools

Python is an object-oriented, literal-style computer programming language, and
has a history of more than ten years of development, maturity and stability[5].
Python has a very large library, they can be quickly adopted by most common
tasks, such as: string processing (regular expressions, Unicode, calculating differ-
ences between files), Internet protocols (HTTP, FTP, SMTP, XML-RPC, POP,
IMAP, CGI programming), software engineering (unit testing, logging, profil-
ing, parsing Python code), and operating system interfaces (system calls, file
systems, TCP/IP sockets).
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Botan is a BSD-licensed cryptographic library written in C++ and with
Python bindings[4]. It is one of the few libraries which can provide complete
and functional AES-CBC, AES-EAX and RSA cryptographic algorithms. In this
paper, we have used a development build of Botan with Python bindings and
the RSA-PrivateKey fix for Fedora 13[25].

7.2 Methodology

First of all, the composite encryption modes were used in this study, and the
process for data splitting, combination, encryption and decryption was coded
by Python and the Botan cryptography libraries. The target environment is
described in Table 2.

Table 2. Experiment environment

Second, there are two different modes of transmitter flows. Figure 2 shows the
two different kinds of transmitter flow.

Based on these two modes, four (4) different schemes were compared as
follows:

1. For the sender, encrypt the entire data using AES-EAX first, then split
it into block size; In the receiver’s side, combine the encrypted block files
together, then do the decryption. In the following experiments, “eax-es” can
be used to refer to this set of data;

2. For the sender, split the data into block size first, then encrypt each block
file using AES-EAX; In the receiver’s side, decrypt each encrypted block
file, then combine the decrypted block files together. In the following exper-
iments, “eax-se” can be used to refer to this set of data;

3. For the sender, encrypt the entire data using RSA-AES first, then split it into
block size; In the receiver’s side, combine the encrypted block files together,
then do the decryption. In the following experiments, “rsa-es” can be used
to refer to this set of data;

4. For the sender, split the data into block size first, then encrypt each block file
using RSA-AES; In the receiver’s side, decrypt each encrypted block file, then
combine the decrypted block files together. In the following experiments,
“rsa-se” can be used to refer to this set of data.
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Fig. 2. Two Kinds of Transmitter Flow

Measurements were taken according to the transaction time consumed for each
step. The measure of the performance was the transaction time of encryption
and decryption for each scheme. Splitting and combining times were recorded as
well. All the experiments conducted were under the same environment to ensure
a fair comparison. In the RSA mechanism, the digital signature was not included
in the computation as it would significantly skew the results if each part was
computed for a digital signature.

The experiments were carried out on four different sizes of files, which are
1KB, 10KB, 100KB and 1MB. The block size for each experiment was the same,
140 bytes, which is the maximum SMS payload. Each experiment mode was
repeated 100 times in order to guarantee the accuracy of data as possible.

8 Results

Through the discussion of the previous chapter, we have developed the system
in Python. There are four (4) sets of data for each experiment, which is “eax-
es”, “eax-se”, “rsa-es”, “rsa-se”. The format of each output result is shown in
Table 3.

Table 3. Preliminary results format

The “Action” field can be “Splitting”, “Combination”, “Encryption” or “De-
cryption”. “File Name” refers to the name of the file which is going to be
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Table 4. Samples of preliminary results

encrypted. “Creation Time” can be accurate to the second. Both “File Size”
and “Block Size” are in bytes. The values of the “Part” represent the number of
files which original document can be divided into. The “Repeat Number” refers
to the current number of repetitions. “Time” is in milliseconds.

In table 4, this output refers to the 8th repetition, encrypt the “test10kb.bak”
file first, then split the encrypted file into 140 bytes, which becomes 74 parts,
and the encryption time is 22.87197113 ms, the splitting time is 10.96510887 ms.
A box plot is used to reflect the results of the experiment.

The following is the box plot for a preliminary experimental data.
Obviously, in the 1kb file encryption, both eax-es and eax-se, were much faster

than rsa-es and rsa-se. But in the decryption, their time difference was not large,
this is because the original file was only 1kb, divided into 140 bytes, the number
of block files was very small. Let us move forward to 10kb file. In the 10kb file
encryption, eax-es and eax-se was still shown very obvious advantages, and eax-
es seems more faster. In the decryption, the “se” and the “es” began to have

Fig. 3. Box plot for encryption
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Fig. 4. Box plot for decryption

some time gaps. The advantage of “eax-es” was clearly reflected in 100kb file,
both in encryption and decryption.

In the experiments of 1mb file, which was split 1MB file to 140 Bytes, it gener-
ated more than 10,000 files. In this case, the speed of EAX and RSA encryption
and decryption were not the main factor; the limitation of the hardware became
an issue. Obviously, encrypting the entire data then splitting into block size, was
much faster than splitting the data into small pieces then encrypting every small
block data. As a next step, the researchers will try to re-implement the system
without using files to avoid hitting this I/O bottleneck.

9 Conclusion

In summary, this paper shows an comparison of RSA-AES and AES-EAX PSK
cryptography mode of operation for use in SMS-based secure transmissions. Con-
sidering the security guarantees and the speed of encryption and decryption, un-
der the same hardware and software platform, which are suitable for some M2M
applications. This study pointed out the AES-EAX PSK mechanism and the
RSA-AES mechanism have the same security guarantees but AES-EAX PSK
mechanism performed better, and was more instantaneous. It was noted that
despite the non-inclusion of the digital signatures on the RSA-AES mechanism,
the AEAD mechanism still performed better. This paper also indicated that
applying encryption before splitting the data is better than encryption after.
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Abstract. In this paper, we give the design of a security model that
encapsulates the basic modules needed for securing the access to a web
service, which are authentication and authorization. Our model relies on
WS-Security standards and another application layer technology, namely
the ”Lightweight Directory Access Protocol”. We also implement and
test the model, and provide several test case scenarios. Moreover, an
evaluation in terms of performance is done in order to reduce the concerns
about security bottleneck and overheads. Finally, we highlight some of
our model’s advantages and drawbacks.

Keywords: Web Services, SOAP, WS-Security, WSS4J, LDAP.

1 Introduction

Today’s companies are more intrigued to publish web services as a scheme to
generate additional revenues, as they are selling their existing functionalities
over the Internet and making use of the low cost communication protocol Simple
Object Access Protocol (SOAP). As mentioned in [5], the fast increasing number
of web services is transforming the web from a data oriented repository to a
service oriented repository.

It is important to say that given the reality of today’s open networks, it is just
impossible to conduct business transactions in a networked environment without
full security capabilities. Although web services are a boon to e-commerce [19],
they come at a high cost of shaky security. Current methods and technology
cannot fully ensure trustworthiness in loosely coupled web services. Current in-
terests remain focused on implementing web services where the lack of security is
not a bottleneck to industry’s adoption of this Internet model. So far, significant
progress has been made towards making the web service technology a suitable
solution for areas such as e-business and e-government and e-commerce [18].
However, there are still some issues blocking the progress of the wide scale de-
ployment of web services, one of those main issues is the security of web services.

Our aim in this paper is to provide a combined security model for web ser-
vices that ensures both authentication and authorization, in order to allow
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a client and a service to communicate securely, and be protected from potential
problems such as unidentified client requests or unauthorized access to resources.
Our model combines components that belong to different perspectives of security
technologies such as Web Service Security (WS-Security) standards, application
level protocol, and application layer processing. Our model is inspired from the
one provided by Garcia and Toledo [8], where only the issues related to the
security of a message, namely confidentiality and integrity, are dealt with. We
complement the work done in [8] by providing a combined security model that
covers both authentication and authorization based on predefined web service se-
curity standards such as WS-Security that defines standardized syntax dictating
security goals that can be carried out within the messages exchanged between
a client and a service. Our proposed model tends to provide a security mech-
anism that, once applied, will indeed achieve the issues of identity verification
and access control management.

The rest of this paper is divided as follows. We introduce in Section 2 the major
concepts and technologies in web services’ security, in addition to widely known
projects built to support web services’ security. The related work is presented
in Section 3. We describe in Section 4 our model that ensures both authentica-
tion and authorization. The implementation of our model is given in Section 5.
Finally, a benchmark discussion is given in Section 6.

2 Web Services’ Security

Lafon [12] defines web services as programmatic interfaces made available over
the World Wide Web to enable application-to-application communications. They
enable software applications to communicate and conduct transactions by adopt-
ing the Extensible Markup Language (XML) as a data exchange format and
industry standard delivery protocols, regardless of the programming languages
they are developed with and the platforms they are deployed on. Yu et al. [18]
state that web services support direct interaction with other software agents
using XML-based messages exchanged via Internet based protocol. Examples
of web services include online reservation, stock trading, auction, etc. Web ser-
vices are currently being widely adopted as a platform independent middleware.
However, web services were not that interesting until a few years ago. Thanks to
the major IT development the last few years, most people and companies have
broadband connection and are using the web increasingly.

2.1 The Need of a Web Service Security Standard

Security is an important factor for deploying web services, as Yu et al. [18]
mention. Web services need to be concerned with the security aspects of au-
thentication, authorization, confidentiality, and integrity. According to Tang et
al. [16], SOAP, which is a messaging protocol that allows applications to exchange
information, does not provide security for messages, since it brings threats to
both sender and receiver of the message. That is why the web wervice security
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specification was developed. Nadanlin et al. [13] define web service security (WS-
security) as a set of communications protocols set to address security concerns.

The WS-Security specification describes enhancements for the SOAP messag-
ing to achieve message integrity, confidentiality, and authentication. Developed
by a committee in Oasis-Open, it specifies mechanisms that can be used to ac-
commodate a wide variety of security models and encryption technologies. It is
flexible and can be used within a variety of security models like Secure Socket
Layers (SSL) and Kerberos.

The web services’ security challenge specified by Hondo et al. [10] is to un-
derstand and assess the risk involved based on an existing security technology,
and at the same time follow the standards and understand how they will be
used to offset the risk in new web services. Most of the current security discus-
sions address identity authentication and message exchange privacy. Additional
security measure at the application level could be of use, targeted at prevent-
ing authorized visitors from performing unauthorized actions. In this paper, our
main concern is to address the following two fundamental security issues: au-
thentication and authorization.

2.2 WS-Security Specifications

The WS-Security specification described in [13] provides mechanisms to address
the three security requirements: authentication, integrity and confidentiality.
With WS-Security, we can selectively employ one or more mechanism to im-
plement a specific security requirement.

The specification given by Zhang [19] provides a mechanism to associate secu-
rity tokens with message contents. It is designed to be extensible and supports
multiple security token formats. The mechanisms provided by this specification
allow to send security tokens (that are embedded within the message itself) in
order to achieve message integrity and message confidentiality. Note that the
WS-Security standard given in [13] uses the XML Encryption standard to allow
encryption of any portion of the SOAP message.

2.3 Some WS-Security Projects

We next present several web services’ security projects on which we rely to
implement our model in Section 5. Then we describe the LDAP protocol and
the Active Directory, which constitute a main component of our model, because
they are at the basis of the authentication process we aim to achieve.

WSS4J. Apache WSS4J is an implementation of the WS-security [2]. It is an
open source java library that can be used to sign and verify SOAP messages. It
also provides resources for building interoperable, trusted web services using the
WS-security standard. The libraries can be deployed to provide protocol support
for both client and server applications.

We are interested in using WSS4J as a library within our model because it is
an open source project, and because it is interoperable with ”Java API for XML
based Remote Procedure Calls” and .NET server/clients.



16 K. Challita, H. Farhat, and J. Zalaket

SOAP. Box et al. [5] define SOAP as a simple XML-based protocol to let ap-
plications exchange information over an Application Layer protocols like SMTP,
HTTP, or HTTPS. The SOAP specification is currently maintained by the XML
Protocol Working Group of the World Wide Web Consortium. SOAP can en-
capsulate WS-security information. As described by O’Neill [14], security data
in SOAP include security tokens to indicate the identity of the sender, and a
digital signature to ensure that the SOAP message has not been modified since
its original signing. SOAP is used to send data from one application to another.
It is supported by all Internet browsers and servers, and at the same time allows
applications to communicate when running on different operating systems with
different technologies and programming languages.

Axis. The Apache organization [1] created Axis2 to be a core engine for web
services. Axis2 not only provides the capability to add web services interfaces to
web applications, but can also function as a stand-alone server application.

We used Axis2 to create an application based on our model (given in Sec-
tion 5), and where both the client and the server were developed as stand-alone
applications, without having to create a separate web application to act as a
service.

Rampart. Apache Rampart [3] is a project that implements the WS-Security
standard for the Axis2 web services engine created by the Apache Software
Foundation. It provides some security features to web services.

Lightweight Directory Access Protocol. According to Koutsonikola et
al. [11], Lightweight Directory Access Protocol (LDAP) is an application layer
protocol for querying and modifying directory services running over TCP/IP. We
use LDAP to authenticate users requesting a service against a Service provider’s
active directory in order to restrict accesses to known and specified users only.
Moreover, we chose LDAP because it is widely supported, very general and in-
cludes basic security, and it can support many types of applications.

Active Directory. Active Directory (AD) [6] is a technology created by Mi-
crosoft providing multiple network services such as LDAP directory services,
Kerberos based authentication and DNS base naming and network information.
It is a type of databases that can be searched to provide useful network infor-
mation. We chose Active directory in conjunction with LDAP because it allows
users and applications to make use of published information over a network
without requiring any knowledge about this network. Moreover, an AD is an
optimized database for querying which makes information retrieval easier and
faster.

We next give an overview of some researchers’ work done in the field of web
services security, and summarize their main contributions to the field.
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3 Review of Related Work

Yamaguchi et al. [17] proposed an application programming model called ”Web
Service Security Application Programming Interfaces” to simplify the program-
ming for end users who are not very familiar with WS-Security. Their model
was based on the Service Oriented Architecture (SOA), the WS-security re-
quirements, and on the existing APIs proposed by Microsoft. It consisted of six
APIs that tend to achieve confidentiality and integrity through signatures and
encryption.

Bhargavan et al. [4] addressed the problem of securing sequences of SOAP
messages exchanged between web services providers and clients. Their work con-
firmed the inefficiency of using WS-Security alone for each message and that the
integrity of a whole session as well as each message should be secured. They relied
on WS-Secure conversation, which goal is to secure sessions between two parties,
and on the WS-Trust, which describes how security contexts are obtained.

Gutierrez et al. [9] intended to describe a security model for web services in
order to facilitate the development phase. Their model is based on web service
security requirement specification, web service security architecture design and
web service security standard selection. The research focused mainly on the web
services security architecture.

Rahaman et al. [15] describe web services security architectures in a simplified
way using WS standards, in addition to addressing the issue of attacking a
SOAP message from XML rewriting attack. The research focused on message
level security and discussed two different message flows that use (or do not use)
SOAP message structure information.

Felix et al. [7] addressed the scalability and flexibility limitations of the WS
authentication model where the acquirement of identity claims requires online
interactions with security token services, thus introducing communication over-
head and creating performance bottlenecks. They presented a new model where
they addressed these limitations through two concepts: credentials for claim in-
ference and claim-based issuer references. They showed how credentials are used
both to increase the scalability and to reduce the number of online token re-
quests. They also showed how the simultaneous usage of security tokens and
credentials results in several advantages when compared to credentials used in
trust management models.

Zhang [19] enumerated the main challenges that threaten a web service and
make it ”untrustworthy”. He proposed a solution to address these challenges by
adding an additional layer (i.e. WS-Trustworthy layer) on top of the WS-Security
layer.

Garcia and Toledo [8] proposed a security model for web services that is
based on semantic security policies. Their main goal was to ensure confidentiality
and integrity of a SOAP message. The main components of the security model
they designed are equivalent to some XML elements of the WS-Security, XML
encryption and XML Signature standards. Note that they only addressed the
issues of confidentiality and integrity.
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To our knowledge, no single model addressed both authentication and au-
thorization at the same time. We next give the description of our model that
addresses these two security issues.

4 Authentication and Authorization-Based Model

Our model, given in Figure 1, is inspired by Garcia and Toledo’s one [8], and
can be considered as a complement to their model since they focused only on
the security and integrity of a message, regardless of the identity of the mes-
sage issuer and her access rights. Our main goal is given in the main module,
namely ”Securing Web Services”, which in turn is composed of two submodules:
Authentication and Authorization.

Securing Web Services

Authentication

ApplicationWS−security

Authorization

Access control Data layer

Username token WS−encryption LDAP Database user credentials Encrypted database content

Fig. 1. Authentication and Authorization Diagram

4.1 Authentication

Authentication is achieved through the use of WS-Security standard and, more
specifically, the ”UsernameToken” that enforces the use of a username and a
password. Note that both the username and the password will be protected
inside the SOAP message through encryption. In addition, an application-level
protocol (i.e. LDAP) is integrated in the authentication mechanism in order to
ensure that access is only allowed to known and identified users.

4.2 Authorization

Authorization is achieved through two layers:

1. The ”Access Control layer”, whose purpose is to identify a requestor and to
check her access rights;

2. The ”Data Layer”, which is related to a Database system containing the log-
ical mapping of users to the requested services for access control purposes.
The data layer is composed of two submodules: the ”Database user creden-
tials” that are used to retrieve the required information from the Database;
and the ”Encrypted database content” that stores encrypted data.
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5 Implementation of Our Model

In this section we describe the application that we built on top of our proposed
model in order to test its feasibility, efficiency and performance.

The diagram in Figure 2 shows the engine structure of the created application.

Fig. 2. Application Engine Diagram

The application engine we created is divided into two main components: the
client and the server. The client is the part that requests a service providing
the service the necessary credentials, the server is the service provider, its goal
is to authenticate the requestor and validate its access rights before sending
back a response. Our engine is based on WSS4J, which is an Apache project
implementing WS-Security specification. It also uses Rampart engine, which is
another Apache project based on WSS4J to secure SOAP messages.

We next explain the steps shown in Figure 2.
1. The client issues a service request. This request is intercepted by the WSS4J

handler, which then invokes the client CallbackHandler class where the user
password is provided.

2. The client’s request now holds the UsernameToken with the corresponding
credentials and passes it on to the server.
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3. At server side, the WSS4J handler intercepts the message containing the
token.

4. The server then invokes its corresponding Callbackhandler class where the
credentials are retrieved in order to be processed.

5. The credentials are passed through LDAP to the corresponding server’s Ac-
tive Directory where they are validated for authentication.

6. In case of successful authentication, the user information is sent to the
database for authorization. The role of the user is fetched as well as its corre-
sponding services. Once the allowed services are retrieved they are compared
to the incoming service name call and the validation result will be commu-
nicated in the next step back to the client.

7. This is the result (of success or failure) that is communicated back to the
client through its CallbackHandler.

8. The response is sent to the client application either in an exception mode
when the authorization failed, or as a service result in case the authorization
succeeded.

6 Benchmark

The aim here is to examine the performance level of our model. The next sce-
narios were performed using the benchmark tool Mercury LoadRunner 8.1.

6.1 Scenarios

Scenario 1: Web Services with UsernameToken and LDAP
In this scenario our application uses a UsernameToken and performs an LDAP
search in the active directory. The results collected reflect how the combination
of both WS-security and application level protocol affect the overall performance
and response time of the system. The results in Figure 3 show the response time
in milliseconds by number of simultaneous users access.

Average transaction response timeNumber of users

10 235.46

25 760.78

50

100

150

200

1914.75

3853.74

5238.35

9351.27

Fig. 3. Application Engine Diagram

As we notice, the average response time per user when having a full load of
200 simultaneous users is almost 46.7 ms per user.
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Scenario 2: Web Services with SSL
For SSL, and as we can see from Figure 4, the average response time when having
a full load of 200 simultaneous users is around 21.1 ms per user. Even though
the results show a clear difference in response time when using SSL against WS-
Security and LDAP, however, there are many reasons that weaken the value of
SSL as we explain in the next subsection.

Average transaction response timeNumber of users

10 98.89

25

50

100

150

323.33

825.25

1676.38
2310.11

4226.68200

Fig. 4. Web services with SSL benchmark

6.2 Advantages and Limitations

The main advantage of our authentication process is that it is a direct authenti-
cation process, which means that the client and the web service trust each other
to securely handle the authentication credentials.

The WS-Security standard and the use of LDAP play an important role in our
model because they have some advantages over other authentication techniques.
For example, the main limitations of SSL are:

1. SSL is only good for POINT-TO-POINT communication.
2. Authentication becomes difficult when using SSL.
3. SSL is bound to HTTP protocol.
4. Encrypting or signing part of a message is not possible with SSL.

LDAP is widely supported, very general and includes basic security, and it can
support many types of applications. It also allows the reuse of domain credentials
so one does not necessarily have to create a separate database to list the users
who are entitled to call services.

As for the authorization process, the main advantage is that it is an application
level process and thus it could be easily customized according to each service
provider. It is a scalable module that offers easy integration of new rules and
new entities that make it ready for any change of service policy.

7 Conclusion

In this research we addressed and proposed a solution to the problem of au-
thentication and authorization in web services security. For that purpose we
created a model that combines security technologies from multiple ends. First,
we used the WS-Security standards, mainly the security token ”UsernameToken”
in the authentication process; next we combined this standard with the use of an
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application level protocol, which is the LDAP for credentials validation. Then in
the authorization process, we relied on an application level manipulation, where
we created a logical and physical model to underline the mappings between users
and their corresponding business roles, as well as between the roles with their
related services. These mappings are at the basis of the authorization control
management since they decide the access rights for a user requesting a service.
Moreover we implemented our model and conducted different test case scenarios
to put under examination its efficiency. We also conducted benchmark scenarios
to evaluate our model’s performance in terms of response time and compared it
to other security techniques.

Even though our model deals with issues of authentication and authorization,
it needs to be extended in order to give a wider coverage of security, namely
confidentiality and integrity.

Fortunately, our model is flexible enough to encapsulate new security measures
whether at the level of WS-security (since we can add new tokens or even use
different standards like WS-policy or WS-Trust), or at the application layer by
integrating new entities to the data model.
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Abstract. Recently, an urgent need for XML access control mechanism over 
World Wide Web has been felt. Moreover, an efficient dynamic labeling 
scheme is required in order to eliminate the re-labeling process of existing 
XML nodes during XML document updating. However, the previous research 
on access control mechanisms for XML documents has not addressed the issue 
of integrating access control with a dynamic labeling scheme. In this paper, we 
propose an XML access control mechanism integrated with EXEL encoding 
and labeling scheme to eliminate the re-labeling process for updating the well-
formed XML documents. The key idea is to regard an authorization as a query 
condition to be satisfied. Therefore, the benefit of speeding up searching and 
querying processes is obtained by employing such a labeling scheme in our 
proposed access control mechanism. 

Keywords: Labeling Scheme, Node Filtering, Tree-Awareness Metadata, XML 
Updating. 

1   Introduction 

Recently, the eXtensible Markup Language (XML) [1] as a de facto standard for 
sharing and exchanging information over Internet and Intranet has been suggested. 
Thus, the need of managing XML documents over World Wide Web arises. 
Considering some operations such as querying and updating XML document, these 
kinds of operations should be quick to be carried out and more importantly safe from 
unauthorized access. 

In order to quickly retrieve some parts of the XML document, several XML query 
languages such as XPath [2] and XQuery [3] have been proposed. In general, path 
expressions are used in these query languages for searching structural relationships 
between the XML nodes. These structural relationships should be evaluated 
efficiently. In order to determine the structural relationships between the XML nodes, 
they are labeled in such a way that the structural relationship between two arbitrary 
XML nodes can be computed efficiently. Many labeling schemes such as the region 
numbering scheme [4, 5] and the prefix labeling scheme [6] have been proposed. 
However, these labeling schemes have high update cost; they cannot completely 
eliminate re-labeling process for the existing XML nodes when the XML document is 
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updated. For instance, insertion of an XML node may change the XML tree structure, 
and the labels of XML nodes may need to be changed. Thus, many works have been 
studied to offer an efficient labeling scheme for the process of XML document 
updating such as [7-9]. 

Also, several researches have implemented the XML access control mechanisms 
which include studies by [10-27]. In general, XML access control mechanisms are 
classified into two groups: node filtering [10-15, 25] and query rewriting mechanisms 
[16-24, 26, 27]. In node filtering mechanism, access authorizations are determined by 
labeling the tree nodes with a permission (+), or a denial (-) and then pruning the tree 
based on associated signs. In query rewriting technique, access authorizations are 
employed to rewrite probable unsafe user queries into safe ones which should be 
evaluated against the original XML dataset. A safe query is a query which its result 
does not violate any access authorizations. 

In this paper, we propose an XML access control mechanism tightly integrated 
with EXEL (Efficient XML Encoding  and Labeling) [7-9] encoding and labeling 
scheme for XML document. The key idea is to regard an authorization as a query 
condition to be satisfied. Therefore, the benefit of speeding up searching and querying 
processes is obtained by employing such a labeling scheme in our proposed access 
control mechanism.  

The rest of the paper is organized as follows:  in Section 2, existing XML access 
control mechanisms are investigated. In Section 3, the access control model employed 
by our proposed mechanism is presented. Our proposed access control mechanism is 
presented in Section 4. Finally, the paper is concluded in Section 5.  

2   Related Works 

The first process in the traditional node filtering mechanism is to parse the XML 
document and generate its DOM tree then label the DOM tree based on access 
authorizations defined by a security administrator and finally prune unnecessary parts 
of the XML tree according to its labeling and show the result to the user [11, 12]. Due 
to traversing the DOM tree, access control mechanism proposed by [11, 12] is not 
scalable. If the DOM tree is very large it needs to have large memory space. Besides, 
to answer a user query, the whole DOM tree should be traversed which need long 
time to process. In order to resolve the problem, a fine grain access control 
mechanism which stores the XML documents as tables in relational database is 
presented in [25]. It is scalable with efficient response time and storage cost compared 
to [11, 12].  

Another possible solution to overcome the shortages of the traditional node 
filtering mechanism is to separate the DOM and the SAX (Simple API for XML) 
when parsing the XML documents [13, 14]. If a user request has permission to read 
the XML document, it is processed by the SAX otherwise by the DOM.  

In order to determine accessibility of XML elements, top-down and bottom-up 
strategies [10] traverse the paths between the root of XML tree and the element. In 
top-down strategy, authorization checking starts from the authorizations specified at 
the root while in bottom-up strategy, authorization checking starts from the ones 
specified at the most specific granularity level and going up through XML tree to find 
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appropriate authorization. In the worst case, both strategies require traversing the 
whole XML tree which can be time consuming.  

The main idea of static analysis proposed by [16], as a pre-processing access 
control mechanism, is to make automata for XML queries, XML access control 
policies, and XML schemas and then compare them. As a result, it does not examine 
real XML documents and runtime checking is not needed. Runtime checking is only 
required when real XML documents are required to check. The static analysis is not 
intended to entirely eliminate runtime checking, but rather intended to complement it. 
When static analysis cannot provide determinate answer, runtime checking is needed. 
This method classifies an XML query at compile time into three categories: entirely 
authorized, entirely prohibited, or partially authorized. Entirely authorized or entirely 
prohibited queries can be executed without access control. However, the static 
analysis cannot obtain any benefits when a query is classified as a partially authorized 
one. QFilter [22] as an external pre-processing XML access control system checks 
XPath queries against access control policies and rewrite queries according to access 
control policies before passing the revised queries to XML engine to process. Static 
analysis method [16] needs a runtime checking to filter out the unauthorized data 
while QFilter [22] solves this problem by rewriting XPath queries to filter out 
unauthorized part of input queries before passing them to XML query engine. Thus, 
QFilter has much better performance than static analysis method. However, if there 
are many access control policies for each role, NFA (Non deterministic Finite 
Automata) based approach in QFilter may have unacceptable overhead. Moreover, 
QFilter rewrites some kind of queries incorrectly according to examples derived in 
[24]. On the contrary, a DFA (Deterministic Finite Automata) based enforcement 
mechanism is devised in [18, 21] which decreases the complexity of query rewriting 
and always check whether the user has the right to consult the nodes that occur within 
the predicates.  

A view based access control mechanism is proposed by [17]  which generates not 
only a view called security view, but also a DTD  view in which the security view 
conforms. The DTD view is generated to improve the efficiency of query rewriting 
and optimization. In contrast to [17], [19, 20, 26, 27] consider general XML DTDs 
defined in terms of regulations rather than normalized DTDs. Furthermore, [19, 20, 
26, 27] do not permit dummy element types in the definition of security views. 

The XML access control mechanism proposed by [23, 24] is based on access 
control abstraction and query rewriting. Access control abstraction is an efficient 
mechanism to check only the necessary access control rules based on user query 
instead of checking all of the access control rules. Also, user queries are rewritten by 
extending or eliminating XML tree nodes of DTD and operators such as union, 
intersection, and except are supported to transfer user queries into safe and correct 
queries which maintain the user’s access control policies.  

An efficient XML access control mechanism which integrates with query 
processing using DP (Dynamic Predicate) is devised in [15]. Accessibility of elements 
is checked during query execution using the DP. The key idea for integrating access 
control with XML query processing is to discover a set of elements which have the 
same accessibility. To effectively search the authorization, the mechanism proposed 
by [15] uses authorization index and nearest ancestor search technique.  



 Integrating Access Control Mechanism with EXEL Labeling Scheme 27 

3   XML Access Control Model 

An access control policy includes a set of access authorizations. In general, an 
authorization can be defined as 5-tuple <subject, object, action, permission, 
propagation> where subject is the user or role concerned by the authorization. In this 
study, we assume that the subject is fixed; therefore the authorization is formed as 4-
tuple <object, action, permission, propagation>. Object is presented by XPath 
expression [2] which contains element(s) of the XML document. Action is an 
executable action which can be Read, Insert, Delete, Update, and Rename. Permission 
represents the acceptance (+) or denial (-) of rights. Therefore, we refer to the access 
authorizations that grant access to an object as positive and those that deny access as 
negative. Details of the executable actions in the model are described below: 

 

• If a user holds a Read privilege on a node u, s/he is permitted to read the 
content of node u and its descendants. 

• If a user holds an Insert privilege on a node u, s/he is permitted to insert a 
new node as a sibling, child, or parent node of the node u. 

• If a user holds a Delete privilege on a node u, s/he is permitted to delete the 
node u and its sub-trees. 

• If a user holds an Update privilege on a node u, s/he is permitted to update 
the content of node u. 

• If a user holds a Rename privilege on a node u, s/he is permitted to rename 
the node u. 

 
An authorization can be explicit or implicit with the aim of limiting the number of 

authorizations which must be defined. An explicit authorization is explicitly defined 
on an XML element while an implicit authorization is implied by an explicit 
authorization which is defined on the nearest ancestor of XML element. Also, 
authorizations can be strong or weak with the purpose of providing more flexibility to 
the model. A strong authorization does not permit an implicit authorization to be 
overridden while a weak authorization permits an explicit authorization overrides an 
implicit authorization. The propagation policy in the model is most specific override 
takes precedence. It means an explicit authorization on an element overrides any 
weak authorizations defined on the ancestors of the element. Also, the closed policy is 
employed when there is not any authorization for an element. It means if there is not 
any authorization for an element or its ancestors explicitly or implicitly, the element is 
inaccessible. Besides, denials take precedence policy is as the conflict resolution 
policy. It means if both positive explicit authorization and negative explicit 
authorization for the same action are defined, negative authorization overrides 
positive ones. 

An example of XML document and authorization for Read action is illustrated in 
Fig. 1. Authorization1 does not permit the user to read the element “Patient” and its 
descendants. However, the Authorization2 overrides Authorization1 and permits the 
user to read the element “Therapy” and its descendants.  
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Fig. 1. An example of XML document and authorizations 

According to the authorization actions supported by the model, the query 
operations are as follows: 

 
• Read (target) 
• InsertChild (source, target) 
• InsertBefore | After (source, target) 
• InsertParent (source, target) 
• Delete (target) 
• Update (source, target) 
• Rename (source, target)  

 
Read is a read operation, in which target can be an element or an attribute. InsertChild 
is an insert operation, in which source can be a PCDATA, an element or an attribute. 
InsertChild inserts source as the child of element denoted by target. If the XML 
document contains a sequence of information, InsertBefore and InsertAfter are 
employed in the user query. InsertBefore inserts source before element denoted by 
target, and InsertAfter does after element denoted by target. In addition, InsertParent 
insert source as the parent of element denoted by target. Delete is a delete operation, 
in which target can be PCDATA, an element or an attribute. Update is an update 
operation, in which target can be an element or an attribute, and source can be a 
PCDATA. Rename is a rename operation, in which target can be an element or an 
attribute, and source is a new name. 
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4   XML Access Control Mechanism 

In our proposed XML access control mechanism, relational database is employed 
with the purpose of storing the tree-awareness metadata of the XML document. Tree-
awareness metadata contains information related to EXEL encoding and labeling 
scheme of the XML document tree which is required to eliminate the re-labeling 
process for existing XML nodes. Besides, access authorizations are stored in RDBMS 
with the aim of accelerating the process of access control over the XML document. 
Instead of traversing the whole XML tree to find the proper authorization, our 
proposed mechanism is capable to select only the necessary authorizations for 
processing a user query. 

In the following, first EXEL encoding and labeling scheme proposed by [7, 8] is 
described and then our proposed access control mechanism integrated with the EXEL 
labeling scheme is explained. 

4.1   EXEL Labeling and Encoding Scheme 

EXEL [7, 8] encoding and labeling scheme is capable to remove the need of re-
labeling as well as to compute the structural relationship between XML nodes 
effectively. Bit string is employed in the EXEL to encode the XML nodes. This bit 
string is ordinal as well as insert friendly. The definition of Lexicographical order (<) 
of bit string is defined as follows: 

 
Lexicographical Order (<): 
 

1. 0 is smaller than 1 (0 < 1) lexicographically. 
2. Bit string a is equal to bit string b lexicographically, if a and b are the same 

(a = b). 
3. For bit strings ܽଵ, ܽଶ, ܾଵ, and ܾଶ, ܽଵܾଵ < ܽଶܾଶ, iff (ܽଵ < ܽଶ) or (ܽଵ = ܽଶ and ܾଵ < ܾଶ) or (ܽଵ = ܽଶ and ܾଵ is null (empty string)), where length (ܽଵ) = 

length (ܽଶ). 
 

According to the above definition, for each bit string s which ends with ‘0’, the largest 
bit string among bit strings which are smaller than s lexicographically is the s’s 
longest prefix p (i.e., s = p0). However, we cannot generate any bit string which is 
greater than the prefix p and smaller than s. For example, there is not any bit string 
which can be inserted between ‘1110’ and its longest prefix bit string ‘111’. Thus, if 
the last bit of any two consecutive bit strings is ‘1’, we can insert a new one between 
the bit strings without any changes on them. The key idea to remove re-labeling 
during updating process of a node in the XML tree is property 1. 

 
Property 1. For two bit strings a1 and b1, if a1 <  b1 lexicographically, then a < b 
lexicographically. 
 
The algorithm of generating the bit string for nodes is illustrated in Fig. 2 which is the 
enhanced binary encoding algorithm in [7, 8].   This algorithm obeys the property 1. 
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                               Let N be the total number of nodes of XML tree, 
                                         For first bit string b(1), ܾሺ1ሻ ൌ ൫0ሾ௟௢௚మ ಿ ሿ൯1. 
                                         For (i+1)th bit string b(i+1), b(i+1) = b(i) + 10. 

Fig. 2. Algorithm of bit string generation 

EXEL uses bit string generation algorithm with region labeling approach to solve 
the problem of re-labeling the nodes in the updating process. In region labeling 
approach [4, 5], each XML node of the XML tree is assigned to a region which 
contains a pair of start and end values which are determined by the position of the 
start tag and end tag of the node respectively. Additionally, to identify the Parent-
Child (P-C) relationship between nodes efficiently, the level of nodes is added to this 
approach. An example of the XML tree labeled with <start, end, level> is illustrated 
in Fig. 1. In order to determine the P-C relationship between nodes, the region 
numbering approach uses the level information but during the update process of XML 
data, the level information is sensitive information. For example, when a new node is 
inserted as an ancestor, the level information of a lot of nodes should be changed. To 
solve this problem, EXEL uses the parent information instead of the level 
information. An example of XML tree encoded and labeled by EXEL is shown in Fig. 
3. For more information about EXEL labeling scheme, refer to [7-9].  

 
 

 
 

Fig. 3. An example of XML document and authorizations 
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4.2   The Proposed Access Control Mechanism 

In order to explain our proposed mechanism which is tightly integrated with EXEL 
encoding and labeling scheme, we consider a part of well-formed XML document 
with access authorizations in Fig. 3. 

Each element of the XML document illustrated in Fig. 3 is labeled with <Start, 
End, ParentStart> based on EXEL encoding and labeling scheme. Such information is 
stored in EXEL-METADATA relation. The schema of EXEL-METADATA is as 
follows: 

EXEL-METADATA (NodeLabel, Start, End, ParentStart) 
 

An instance of EXEL-METADATA relation of the XML document illustrated in 
Fig. 3 is shown in Table 1. ParentStart attribute is the parent’s start value of a node. 

Table 1. An instance of EXEL-METADATA relation 

NodeLabel Start End ParentStart 
Patient 01001111 10101101 00000001 

… … … … 
Therapy 01101001 01111111 01001111 

… … … … 
Therapy 10000001 10000111 01001111 

… … … … 
Therapy 10001001 10010011 01001111 

... … … … 
Therapy 10010101 10101011 01001111 

… … … … 

 
Also, authorizations specified by a security administrator for the XML document 

are stored in AUTHORIZATION relation. The schema of this relation is as follows: 
 

AUTHORIZATION (ID, Object, Start, End, Action, Permission, Type) 
 

An instance of AUTHORIZATION relation for the XML document illustrated in 
Fig. 3 is shown in Table 2. 

Table 2. An instance of AUTHORIZATION relation 

ID Object Start End Action Permission Type 
1 //Patient 01001111 10101101 Insert - Weak 
2 //Patient/Therapy[1] 01101001 01111111 Insert + Strong 
3 //Patient/Therapy[3] 10001001 10010011 Insert + Strong 
4 //Patient/Therapy[4] 10010101 10101011 Insert + Strong 
5 //Patient 01001111 10101101 Read + Weak 
6 //Patient/Therapy[1] 01101001 01111111 Read + Strong 
7 //Patient/Therapy[2] 10000001 10000111 Read - Strong 
8 //Patient/Therapy[4] 10010101 10101011 Read - Strong 
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Given a well-formed XML document, a set of access authorizations and a user 
query, our proposed access control mechanism checks authorizations according to the 
access authorizations defined by a security administrator for the user query and 
execute the user query action if the user is authorized to carry out. Therefore, our 
proposed XML access control mechanism contains the following steps: 

 
1. Extract the target node of the user query. 
2. Retrieve EXEL metadata of the target node. The retrieved information 

contains EXEL metadata for a set of candidate nodes.   
3. Find the nearest positive ancestor authorization for each candidate node.  

3.1. If the candidate node has such an authorization, the candidate node with 
EXEL metadata will be forwarded to step 4.  

3.2. Else the query will be rejected. 
4. Execute the user query action for all candidate nodes forwarded from the 

step 3 and update metadata stored in relational database based on the user 
query action. 

 
As mentioned in Section 3, authorization objects deal with XPath expression [2] 
which contains element(s) of the XML document. In order to extract the target node 
of a user query, it is desirable to define the target node. 

 
Definition of Target Node: the last node of each XPath expression in a user query is 
a target node. For instance, the target node of “//Department/Patient” is the “Patient” 
node. 

 

According to the above definition, the proposed mechanism is able to extract the 
target node of a user query in the first step. The following SQL query is constructed in 
the second step with the purpose of retrieving EXEL metadata of the target node. The 
result of the SQL query contains a set of the EXEL metadata of candidate nodes. 

 
                        SELECT   *  
                              FROM       EXEL-METADATA 
                              WHERE    NodeLabel = Target-Node 
 
Due to propagation policy most specific override takes precedence employed in 

our model, the accessibility of an element can be determined by finding authorizations 
specified on the nearest ancestor of the element. We borrow the definition of nearest 
ancestor authorization from [15] as defined below.  

 
Definition of Nearest Ancestor Authorization: An authorization is called the 
nearest ancestor authorization ݄ܽݐݑ௡௔௔ of element e if it satisfies the following two 
conditions: 

 
 ௡௔௔  is an explicit authorization granted on the element e or one of its݄ݐݑܽ .1

ancestor elements regardless of its authorization action; 
2. No explicit authorization exists on element in the depth between the element 

e and the element on which ݄ܽݐݑ௡௔௔  is granted.  
 



 Integrating Access Control Mechanism with EXEL Labeling Scheme 33 

Note: if a strong authorization satisfies the first condition, it automatically satisfies 
the second condition by the definition of the strong authorization. 

Due to supporting different actions in our proposed mechanism, such a mechanism 
must be able to find the nearest ancestor authorization which its action is the same as 
the user query action. The algorithm of finding the nearest ancestor authorizations is 
shown in Fig. 4. Instead of traversing all nodes to find the proper authorization, the 
process of determining the accessibility of an element is accelerated with this 
algorithm in the step 3 of our proposed mechanism. 

 
 
                 QueryAction  user query action; 
                For each candidate node n do { 
                 // AA is a set of Ancestor Authorizations; 
                AA  (Select * from AUTHORIZATION 
                                  Where (Start <= (Start value of n)) 
                       AND 
                    (End >= (End value of n)) 
                        AND 
                     (Action = QueryAction)); 
                MinLength  abs ((Start value of n) – (Start value of AA[0])); 
                NAA  AA[0];    //NAA is Nearest Ancestor Authorization; 
                For (i=1; i<length(AA); i++){ 
                           temp  abs((Start value of n) – (Start value of AA[i])); 
                            If (temp <  MinLength) then 
                        MinLength  temp; 
                    NAA AA[i]; 
           else if (temp == MinLength) then 
  NAA  negative authorization between AA[i] and NAA 

is selected; //based on conflict resolution policy; 
                  }} 

 

Fig. 4. The algorithm of finding nearest ancestor authorization 

Due to positive and negative authorizations, the candidate nodes which the nearest 
ancestor authorizations have positive permission are passed to the forth step. 
Therefore, in the forth step, our proposed mechanism executes the user query action 
for all candidate nodes passed from the third step using the algorithm illustrated in 
Fig. 5. 

The reason of using EXEL as an encoding and labeling scheme in this study is its 
behavior in XML updating process. Re-labeling the existing nodes of the XML 
document after some operations such as renaming the node tag, updating the value of 
leaf node, or deleting a leaf node or whole sub-tree is not needed. The problem of 
updating the XML document is in insertion operations. In XML document tree, three 
types of insertion can occur depending on the position of node to be inserted: 
insertion of a node as a child of a leaf node, insertion of a node as a sibling node, and 
insertion of a node as a parent node. 

Before inserting a node, an algorithm is needed to generate new bit string between 
two preexisting bit strings. We use the MakeNewBitString algorithm proposed by [7, 
8]  to generate new bit string. Also, InsertSiblingAfter algorithm proposed by [7, 8] is 
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used to insert a node as a sibling node after the node denoted by cur. The behavior of 
inserting a new sibling node before a node is similar to that of inserting a node after. 
In addition, InsertChildOf algorithm proposed by [7, 8] is used to insert a node as the 
child of node denoted by cur and InsertParentOf algorithm proposed by [7, 8] is used 
to insert a node as the parent of node denoted by cur. Refer to [7-9] for more 
information. 

 
 
 QueryAction  user query action; 
  Switch (QueryAction) { 
           Case “Read”: 
 Show the candidate nodes and its descendants; 
 Break; 
          Case “Update”: 
 Update content of the candidate nodes with source parameter in the user query; 
                  //re-labeling the existing nodes is not needed; 
 Break; 
           Case “Delete”: 
 Delete the candidate nodes with their sub-trees; 
                 //re-labeling the existing nodes is not needed; 
 Delete EXEL metadata of the candidate nodes and their descendants form  
                 EXEL-METADATA relation; 
 Break; 
          Case “Rename”: 
 Rename tag of the candidate nodes with source parameter of the user query;  
                  //re-labeling the existing nodes is not needed; 
 Break; 
          Case “InsertBefore”: 
 For each candidate node n do 

Insert source parameter as a sibling node before node n using  
InsertSiblingBefore Algorithm; 

  Insert EXEL metadata of inserted node into EXEL-METADATA relation; 
 Break; 
          Case “InsertAfter”: 
 For each candidate node n do 

Insert source parameter as a sibling node after node n using 
    InsertSiblingAfter Algorithm; 
   Insert EXEL metadata of inserted node into EXEL-METADATA relation; 
 Break; 
         Case “InsertChild”: 

For each candidate node n do 
Insert source parameter as the child of node n using InsertChildOf Algorithm; 

  Insert EXEL metadata of inserted node into EXEL-METADATA relation; 
 Break; 
         Case “InsertParent”: 

For each candidate node n do 
Insert source parameter as the parent of node n using InsertParentOf Algorithm; 

  Insert EXEL metadata of inserted node into EXEL-METADATA relation; 
 Break; 
 
      } 

Fig. 5. User query execution algorithm 
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5   Conclusion and Future Works 

In this study, we propose an XML access control mechanism integrated well with 
EXEL encoding and labeling scheme. Consequently, the process of re-labeling the 
existing node is not required when the XML document is updated. Also, another 
benefit of integrating access control mechanism with EXEL encoding and labeling 
scheme for XML document is to accelerate the query response time depending on 
access authorizations. 

As a future study, we intend to compare our proposed mechanism with the 
traditional node filtering mechanism. Also, we intend to extend our mechanism to 
support value based predicates for user queries as well as access authorizations.  
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Abstract. Recently, specifying access control for XML documents over World 
Wide Web have been proposed. Most of the proposed models for specifying 
XML access control only support read privilege. Therefore, offering an access 
control model considering update operations is a challenging issue in XML 
access control specification. This paper proposes an XML access control model 
to specify access authorizations which deal with updating the well-formed XML 
documents. Also, a formal representation of update operations supported by our 
proposed model is defined in terms of the different policies which are taken for 
each update operation. 

Keywords: Access Authorization, XML Access Control Model, XML 
Updating. 

1 Introduction 

   Recently, XML [1] as a de facto standard for sharing and exchanging information 
over Internet has been suggested. A vital topic is to provide access control over XML 
document to make sure that only authorized users have permission to access to the 
portion of XML document they are permitted to. 
   Access control is the process of determining whether the user requests to the system 
resources should be granted or denied. The requirements of developing an access 
control system are first to define access control rules according to which accesses 
should be controlled and second to implement access control functions executable by 
the computer system [2]. However, the focus of this paper is the first requirement 
which is defining a set of XML access control rules. We study how we can specify 
access control rules for the well-formed XML documents. 
   The basic concepts of access control are access control policy, access control 
model, and access control mechanism. Based on the access for which adjustments 
should be made, the access control rules should be defined by the access control 
policy. A formal representation of access control policy and its operation can be 
defined through access control model. Those controls that are enforced by the policy 
and the formal statement in the model are implemented by the functions of the access 
control mechanism [2].  
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   Generally, access control policy includes a set of access control rules expressed in 
natural language. Therefore, it is needed to translate these access control rules to a 
formal representation through an access control model.   
   There has been a number of researches with different aspects to XML access 
control: to propose languages to specify access control policies [3-6], to devise 
mechanisms to enforce access policies [7-14], and to suggest special data structure to 
optimize query processing [15-18]. Most of the previous researches only support read 
privileges. Therefore, one of the challenging issues is to specify XML access control 
when access policies support update rights. 
   This paper proposes an access control model for the well-formed XML document 
which is able to handle update operations such as insertion, deletion, and 
modification. Our proposed model transforms the access control rules expressed in 
natural language to a formal representation of access authorizations for updating the 
well-formed XML document. 
   The paper proceeds as follows: related works are analyzed in Section 2; the 
proposed XML access control model is introduced in Section 3; and, finally, 
conclusions are drawn in Section 4.  

2 Related Works 

   The idea of an XML security view is originally proposed in [8]. The security view 
only contains the information which the users are authorized to access. The access 
control model proposed by [8] provides an XML view for each user group as well as a 
DTD view which the XML view conforms to.  In contrast to [8], the proposed model 
in [7, 9] consider general XML DTDs defined in terms of regulations rather than 
normalized DTDs. Furthermore, [7, 9] do not permit dummy element types in the 
definition of security views. However, the access control models proposed by [7-9] 
only support read privilege and specifying XML access control when access policies 
support update rights is untouched. 
   A declarative access constraint specification (DACS) language is proposed by [6] to 
help DBAs in order to specify access constraints to be assigned on the XML 
documents. This language is able to reveal or hide XML nodes and block the 
structural relationship between a node and its sub-tree. Also, an algebraic security 
view specification language SSX is devised in [3] to hide or recognize XML nodes or 
XML sub-trees. The approach proposed by [14] simplifies the task of DBAs in 
specifying access constraints on an XML document. The formal algorithm proposed 
in [14] uses DACS language to generate possible XML views. Therefore, DBA uses 
DACS language to specify access constraints and then DACS primitives are 
converted to SSX. Then, all the possible security views are generated based on SSX 
primitives. 
   The main idea of static analysis proposed by [10] as a pre-processing access control 
system is to make automata for XML queries, XML access control policies, and XML 
schemas and then compare them. As a result, it does not examine real XML 
documents and run time checking is not necessary. The static analysis cannot totally 
eliminate run time checking. This method classifies an XML query at compile time 
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into three categories: entirely authorized, entirely prohibited, or partially authorized 
ones. Entirely authorized or entirely prohibited queries can be executed without 
access control. However, the static analysis cannot gain any benefits when a query is 
classified as a partially authorized. QFilter [11] as an external pre-processing XML 
access control system checks XPath queries against access control policies and 
rewrite queries based on access control policies. Static analysis method [10] needs to 
run time checking to filter out the unauthorized data while QFilter [11] solves this 
problem by rewriting XPath queries to filter out unauthorized part of input queries 
before passing them to XML query engine. Static analysis [10] and QFilter [11] only 
support read privileges similar to [7-9].  
   In [12], a language similar to XPath [19] is employed to specify the objects. The 
write actions supported by the model proposed in [12] are: append and write. The 
append privilege allows a subject to modify the content of the XML element while 
the write privilege allows to modify the content of the XML element by deleting the 
node. In addition, the proposed model in [12] defines propagation options in order to 
determine whether an access control  rule should be applied to an XML element or to 
an XML element and all of its descendants. 
   In [13], XPath expression [19] is employed in order to specify the objects. Access 
authorizations are specified at two levels: DTD level and document level and they can 
be local or recursive. A local authorization is propagated to an XML element and its 
attributes while a recursive authorization is propagated to an XML element and all of 
its descendants. The write actions supported by the model proposed in [13] are: insert, 
delete, and update. The accessibility of each XML element for write actions is based 
on a labeling algorithm. Labeling is the process of signing each XML element with 
“+” if it is accessible or “-“ if it is not accessible. 

3 The Proposed Access Control Model 

   Here, we first explain a motivating example regarding the XML document updating 
and then we present our proposed XML access control model. 
   Consider the well-formed XML document in Fig. 1 and its access control rules in 
Fig. 2. The access control rules are expressed in natural language. 
   Assume that a nurse wishes to modify the name of a patient. According to the rule 
#2, such a request is denied. Now assume that a doctor wishes to modify his/her 
name. Such a request does not have any access control rules. This is one of the 
problems in specifying access authorizations. Another problem is when a request has 
two conflicting rules. For instance, according to rule #3, a medical-staff cannot 
modify his/her salary while rule #4 says that a medical-staff can modify his/her 
private information. Note that Salary element is a descendant of Medical-Staff 
element and by default each rule which explicitly defines for Medical-Staff element is 
implicitly defined for its descendants. 
   In the case of supporting update privileges by an XML access control model, 
subjects can have permission to insert a new node as a child of leaf nodes as well as a 
sibling or a parent node. Also, they can have privilege to delete leaf nodes as well as 
rename and update them. 
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                                <?xml version=“1.0” ?> 
                               <!DOCTYPE   Hospital  Department  SYSTEM   “dept.dtd”> 
                               <Department    Name=“Medicine”> 
                                    <Division> Cardiology </Division> 
                                    <Medical-Staff> 
                                         <Physician> 
                                              <Name> Bob </Name> 
                                              <Specialty> Nuclear Cardiology </Specialty> 
                                              <Office> CD393 </Office> 
                                              <Address> 
                                                   <Street> 25 Cherry Ave. </Street> 
                                                   <City> Emeryville </City> 
                                                   <Add-Line> CA, 94808 </Add-Line> 
                                              </Address> 
                                              <Salary> $ 30.000 </Salary> 
                                        </Physician> 
                                        <Nurse> 
                                             <Name> Tina </Name> 
                                             <Address> 
                                                  <Street> 14th St. </Street> 
                                                  <City> Oakland </City> 
                                                  <Add-Line> CA, 94705 </Add-Line> 
                                             </Address> 
                                             <Salary> $ 20.000 </Salary> 
                                         </Nurse> 
                                    </Medical-Staff> 
                                    <Patient> 
                                         <Name> Jane </Name> 
                                         <Address> 
                                              <Street> 10 Wayne Dr. </Street> 
                                              <City> Berkeley </City> 
                                              <Add-Line> CA, 94720 </Add-Line> 
                                         </Address> 
                                         <Room> 
                                              <Number> 5 </Number> 
                                              <Bed> 1 </Bed> 
                                         </Room> 
                                         <Illness> Angina </Illness> 
                                         <Therapy> 
                                              <Type> P.T.C.A. </Type> 
                                              <Drug> 
                                                   <Name> heparin </Name> 
                                                   <Daily-Admin> 30 U/Kg </Daily-Admin> 
                                                   <Cost> $ 20 </Cost> 
                                              </Drug> 
                                         </Therapy> 
                                    </Patient> 
                               </Department> 

 
Fig. 1. The well-formed XML document 

 

 
1. a doctor can insert and delete the drug information; 
2. a nurse cannot modify the patient information;  
3. a medical-staff cannot modify his/her salary; 
4. a medical-staff can modify his/her private information; 

 

Fig. 2. Access control rules 
 
   The update operations supported by our proposed XML access control model are as 
follows: 
 • InsertChild (source, target) 

• InsertBefore | After (source, target) 
• InsertParent (source, target) 
• Delete (target) 
• Update (source, target) 
• Rename (source, target) 
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   InsertChild is an insert operation, in which source can be a PCDATA, an element or 
an attribute. InsertChild inserts source as the child of element denoted by target. If the 
XML document contains a sequence of information, InsertBefore and InsertAfter are 
employed. InsertBefore inserts source before element denoted by target, and 
InsertAfter does after element denoted by target. In addition, InsertParent inserts 
source as the parent node of element denoted by target. Delete is a delete operation, in 
which target can be a PCDATA, an element or an attribute. Update is an update 
operation, in which target can be an element or an attribute, and source can be a 
PCDATA. Rename is a rename operation, in which target can be an element or an 
attribute, and source is a new name. 
   An access control policy includes a set of access authorizations. In general, an 
authorization can be defined as 4-tuple <subject, object, action, permission> where 
subject is the user or role concerned by the authorization; Object is presented by 
XPath expression [19] which contains the element(s) of the XML document; Action is 
an executable action which can be InsertChild, InsertBefore, InsertAfter, InsertParent, 
Delete, Update, and Rename; Permission represents the acceptance (+) or denial (-) of 
rights.  
   Now, the semantic of an access authorization <subject, object, action, permission> 
is explained informally for each authorization action supported by our proposed 
model. We consider only positive access authorizations for simplicity and negative 
access authorizations are left. 
   Let T be the well-formed XML document and S be the set of XML nodes returned 
from the evaluation of XPath expression of object on T. 
 

• <subject, object, InsertChild, +>: subject can insert a new node as a child 
node of the nodes in S. 

• <subject, object, InsertBefore/InsertAfter, +>: subject can insert a new node 
as a preceding/following sibling node of the nodes in S. 

• <subject, object, InsertParent, +>: subject can insert a new node as a parent 
node of the nodes in S. 

•  <subject, object, Delete, +>: subject can delete the nodes in S. 
• <subject, object, Update, +>: subject can update the content of nodes in S. 
• <subject, object, Rename, +>: subject can rename the nodes in S. 

 
   Let us consider an example. According to rule #1 in Fig. 2, a doctor can insert and 
delete the drug information. The rule expressed in natural language can be written as 
follows: 

 
                                           (Doctor, //Therapy/Drug, InsertChild, +) 
                                           (Doctor, //Therapy/Drug//*, Delete, +) 
 

 
   Given an access control policy ACP which is a set of access authorizations and a 
well-formed XML document T, the semantics of ACP determines the XML nodes of 
T to which a subject can apply a certain update operation.  

 An Access Control Model for Supporting XML Document Updating 41 



   Now, we consider when an XML node is accessible for a specific update action. 
The following two questions must be answered in order to determine the accessibility 
of an XML node. 
 
1. What happens if there is no defined access control rule for an XML node? 
2. What happens if there are both positive and negative access control rules for an 

XML node? 
 

   We can answer these two questions by defining a default policy and an override 
policy. The default policy says that if a rule is not defined explicitly for a specific 
XML node, it can either by default allowed, or by default forbidden while the 
override policy says that either a positive rule overrides a conflicting negative one, or 
a negative rule overrides a conflicting positive one. Several approaches have been 
suggested to solve the problem of conflicts between access control rules such as deny 
overrides and grant overrides [2]. In deny overrides, negative access authorizations 
have priority over positive access authorizations while in grant overrides, positive 
access authorizations have priority over negative access authorizations.  
   Fig. 3 shows the combination of default policy with denies override as the override 
policy while Fig. 4 shows the combination of default policy with grant overrides as 
the override policy. Here, P denotes the truth value of has positive permission to 
carry out the update operation, N denotes the truth value of has negative permission 
to carry out the update operation, A denotes accessible, and NA denotes inaccessible. 
For instance, Fig. 3 says that an XML node is accessible if and only if “P, not N” for 
deny as the default policy.  
 
 
                                           [P, N]  NA/NA 
                                           [not P, not N]  A/NA 
                                           [not P, N]  NA/NA 
                                           [P, not N]  A/A 
 

Fig. 3. Allow/deny as the default policy if deny is the override policy 
 

 
                                           [P, N]  A/A 
                                           [not P, not N]  A/NA 
                                           [not P, N]  NA/NA 
                                           [P, not N]  A/A 
 

Fig. 4. Allow/deny as the default policy if grant is the override policy 
 
   Now, we consider when an XML node is accessible for a specific update operation. 
Assume S is a set of XML nodes obtained by evaluating the XPath expression of 
target parameter in update operation on a well-formed XML document T and ש 
denotes OR and ר denotes AND. Also, we assume ௔ܲ/ ௔ܰ denotes a set of 
positive/negative permissions for a specific action a. 
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a) Allow as the default policy and deny overrides as the override policy 
 

• InsertChild (source, target): “insert source as a child node of target node” is 
granted to node n if: n א S; n is not in the scope of a negative InsertChild. 
Formally the above conditions can be expressed as follows: 
ே಺೙ೞ೐ೝ೟಴೓೔೗೏א௙רൣ   ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 
 

• InsertBefore|After (source, target): “insert source as a preceding/following 
node of target node” is granted to node n if: n א S; n is not in the scope of a 
negative InsertBefore|After. Formally the above conditions can be expressed 
as follows: 
  ቂר௙אே಺೙ೞ೐ೝ೟ಳ೐೑೚ೝ೐ ݂݈݁ݏ ݐ݋݊ ׸ ݂ቃ , ቂר௙אே಺೙ೞ೐ೝ೟ಲ೑೟೐ೝ ݂݈݁ݏ ݐ݋݊ ׸ ݂ቃ 
 

• InsertParent(source, target): “insert source as a parent node of target node” is 
granted to node n if: n א S; n is not in the scope of a negative InsertParent. 
Formally the above conditions can be expressed as follows: 
 
ே಺೙ೞ೐ೝ೟ುೌೝ೐೙೟א௙רൣ  ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 
 

• Delete (target): “delete node n” is granted if: n א S; n is not in the scope of a 
negative Delete. Formally the above conditions can be expressed as follows: 
 
ேವ೐೗೐೟೐א௙רൣ  ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 
 

• Update (source, target): “update the content of the target node with source” 
is granted to node n if: n א S; n is not in the scope of a negative Update. 
Formally the above conditions can be expressed as follows: 
 
 ቂר௙אேೆ೛೏ೌ೟೐ ݂݈݁ݏ ݐ݋݊ ׸ ݂ቃ 
 

• Rename (source, target): “rename the target node with source” is granted to 
node n if: n א S; n is not in the scope of a negative Rename. Formally the 
above conditions can be expressed as follows: 
 
 ሾר௙אேೃ೐೙ೌ೘೐ ݂݈݁ݏ ݐ݋݊ ׸ ݂ሿ 
 

 
b) Deny as the default policy and deny overrides as the override policy 

 
• Insert Child (source, target): “insert source as a child node of target node” is 

granted to node n if: n א S; n is in the scope of a positive InsertChild; n is not 
in the scope of a negative InsertChild. Formally the above conditions can be 
expressed as follows: 
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௉಺೙ೞ೐ೝ೟಴೓೔೗೏א௣שൣ  ݂݈݁ݏ ׸ ݌ ே಺೙ೞ೐ೝ೟಴೓೔೗೏א௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 
 

• InsertBefore|After (source, target): “insert source as a preceding/following 
node of target node” is granted to node n if: n א S; n is in the scope of a 
positive InsertBefore|After; n is not in the scope of a negative 
InsertBefore|After. Formally the above conditions can be expressed as 
follows:  
 ቂש௣א௉಺೙ೞ೐ೝ೟ಳ೐೑೚ೝ೐ ݂݈݁ݏ ׸ ݌ ே಺೙ೞ೐ೝ೟ಳ೐೑೚ೝ೐א௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂ቃ,ቂש௣א௉಺೙ೞ೐ೝ೟ಲ೑೟೐ೝ ݂݈݁ݏ ݌׸ ே಺೙ೞ೐ೝ೟ಲ೑೟೐ೝא௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 

 
• InsertParent(source, target): “insert source as a parent node of target node” is 

granted to node n if: n א S; n is in the scope of a positive InsertParent; n is 
not in the scope of a negative InsertParent. Formally the above conditions 
can be expressed as follows: 
௉಺೙ೞ೐ೝ೟ುೌೝ೐೙೟א௣שൣ  ݂݈݁ݏ ׸ ݌ ே಺೙ೞ೐ೝ೟ುೌೝ೐೙೟א௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 
 

• Delete (target): “delete node n” is granted if: n א S; n is in the scope of a 
positive Delete; n is not in the scope of a negative Delete. Formally the 
above conditions can be expressed as follows: 
 
௉ವ೐೗೐೟೐א௣שൣ  ݂݈݁ݏ ׸ ݌ ேವ೐೗೐೟೐א௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂൧ 
 

• Update (source, target): “update the content of the target node with source” 
is granted to node n if: n א S; n is in the scope of a positive Update; n is not 
in the scope of a negative Update. Formally the above conditions can be 
expressed as follows: 
 
 ቂש௣א௉ೆ೛೏ೌ೟೐ ݂݈݁ݏ ׸ ݌ ேೆ೛೏ೌ೟೐א௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂ቃ 
 

• Rename (source, target): “rename the target node with source” is granted to 
node n if: n א S; n is in the scope of a positive Rename; n is not in the scope 
of a negative Rename. Formally the above conditions can be expressed as 
follows: 
 
 ሾש௣א௉ೃ೐೙ೌ೘೐ ݂݈݁ݏ ׸ ݌ ேೃ೐೙ೌ೘೐א௙ר ݂݈݁ݏ ݐ݋݊ ׸ ݂ሿ 
 

   In this way, we can also express formally the conditions in the case of  allow as the 
default policy and grant overrides as the override policy and deny as the default 
policy and grant overrides as the override policy.   
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4 Conclusion and Future Works 

   In this paper, we propose an access control model to specify the access 
authorizations for the well-formed XML documents considering update operations. 
Also, a formal representation of update operations when a node is accessible is 
presented in terms of the different policies which are taken for each update operation. 
   As future work, we plan to extend our proposed XML access control model to 
support value based predicates as extra conditions. 
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Abstract. This paper describes an efficient simple proxy blind signature
scheme. The security of the scheme is based on Elliptic Curve Discrete
Logarithm Problem(ECDLP). This can be implemented in low power
and small processor mobile devices such as smart card, PDA etc. A
proxy blind signature scheme is a special form of blind signature which
allows a designated person called proxy signer to sign on behalf of two
or more original signers without knowing the content of the message
or document. It combines the advantages of proxy signature and blind
signature scheme and satisfies the security properties of both proxy and
blind signature scheme.

Keywords: ECDLP, blind signature, proxy signature.

Blind signature scheme was first introduced by Chaum [3]. It is a protocol
for obtaining a signature from a signer on any message, without revealing any
information about the meassage or its signature. In 1996, mamo et al proposed
the concept of proxy signature [1]. In proxy signature scheme, the original signer
delegates his signing capacity to a proxy signer who can sign a message submitted
on behalf of the original signer. A verifier can validate its correctness and can
distinguish between a normal signature and a proxy signature. In multi-proxy
signature scheme, an original signer is allowed to authorize a group of proxy
members to generate the multi signature on behalf of the original signer. In
2000, Hwang et al. proposed the first multi-proxy signature scheme [4]. A proxy
blind signature scheme is a digital signature scheme that ensures the properties
of proxy signature and blind signature. In a proxy blind signature, an original
signer delegates his signing capacity to proxy signer.

1 Background

In this section we brief overview of prime field, Elliptic Curve over that field and
Elliptic Curve Discrete Logarithm Problem.
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1.1 The Finite Field Fp

Let p be a prime number. The finite field Fp is comprised of the set of integers
0, 1, 2, . . . p − 1 with the following arithmetic operations [5] [6] [7]:

– Addition: If a, b ∈ Fp, then a + b = r, where r is the remainder when a + b
is divided by p and 0 ≤ r ≤ p − 1. This is known as addition modulo p.

– Multiplication: If a, b ∈ Fp, then a.b = s, where s is the remainder when a.b
is divided by p and 0 ≤ s ≤ p−1. This is known as multiplication modulo p.

– Inversion: If a is a non-zero element in Fp, the inverse of a modulo p, denoted
a−1, is the unique integer c ∈ Fp for which a.c = 1.

1.2 Elliptic Curve over Fp

Let p ≥ 3 be a prime number. Let a, b ∈ Fp be such that 4a3 + 27b2 �= 0 in Fp.
An elliptic curve E over Fp defined by the parameters a and b is the set of all
solutions (x, y), x, y ∈ Fp, to the equation y2 = x3 + ax + b , together with an
extra point O, the point at infinity. The set of points E(Fp) forms a Abelian
group with the following addition rules [9]:

1. Identity : P + O = O + P = P , for all P ∈ E(Fp)
2. Negative : if P (x, y) ∈ E(Fp) then (x, y) + (x,−y) = O, The point (x,−y)

is dented as -P called negative of P .
3. Point addition: Let P ((x1, y1), Q(x2, y2) ∈ E(Fp),then P + Q = R ∈ E(Fp)

and coordinate (x3, y3)of R is given by x3 = λ2 − x1 − x2 and y3 = λ(x1 −
x3) − y1 where λ = y2−y1

x2−x1
4. Point doubling : Let P (x1, y1) ∈ E(K) where P �= −P then 2P = (x3, y3)

where x3 = (3x2
1+a

2y1
)2 − 2x1 and y3 = (3x2

1+a
2y1

)(x1 − x3)- y1.

1.3 Elliptic Curve Discrete Logarithm Problem (ECDLP)

Given an elliptic curve E defined over a finite field Fp,a point P ∈ E(Fp) of
order n, and a point Q ∈< P >,find the integer l ∈ [0, n − 1]such that Q = lP .
The integer l is called discrete logarithm of Q to base P ,denoted l = logpQ [9].

2 Preliminaries

2.1 Notations

Common notations used in this paper as follows.

– p : the order of underlying finite field.
– Fp : the underlying finite field of order p
– E : elliptic curve defined on finite field Fp with large order.
– G : the group of elliptic curve points on E.
– P : a point in E(Fp) with order n , where n is a large prime number.
– H(·) : a secure one-way hash function.
– d : the secret key of the original signer S to be choosen randomly from

[1, n − 1].
– Q is the public key of the original signer S, where Q = d · Q.
– ‖ : Concatenation operation between two bit stings.
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3 Proxy Signature and Proxy Blind Signature

A proxy blind signature is a digital signature scheme that ensures the properties
of proxy signature and blind signature schemes. Proxy blind signature scheme
is an extension of proxy blind signature, which allows a single designated proxy
signer to generate a blind signature on behalf of group of original signers.A proxy
blind signature scheme consists of the following three phases:

– Proxy key generation
– Proxy blind signature scheme
– Signature verification

4 Security Properties

The security properties described in [2] for a secure blind signature scheme are
as follows

– Distinguishability: The proxy blind signature must be distingushable
from the ordinary signature.

– Strong unforgeability: Only the designated proxy signer can create the
proxy blind signature for the original signer.

– Non-repudiation: The proxy signer can not claim that the proxy signer is
disputed or illegally signed by the original signer.

– Verifiability: The proxy blind signature can be verified by everyone. After
verification, the verifier can be convinced of the original signer’s agreement
on the signed message.

– Stong undeniably: Due to fact that the delegation information is signed
by the original signer and the proxy signature are generated by the proxy
signer’s secret key. Both the signer can not deny their behavior.

– Unlinkability: When the signer is revealed, the proxy signer can not identify
the association between the message and the blind signature he generated.

– Secret key dependencies: Proxy key or delegation pair can be computed
only by the original signer’s secret key.

– Prevention of misuse: The proxy signer cannot use the proxy secret key
for purposes other than generating valid proxy signatures. In case of misuse,
the responsibility of the proxy signer should be determined explicitly.

5 Proposed Protocol

The protocol involves three entities : Original signer S, Proxy signer Ps and
verifier V . It is described as follows.

5.1 Proxy Phase

– Proxy generation: The original signer S selects random integer k in the
interval [1, n − 1]. Computes R = k · P = (x1, y1) and r = x1 mod n.
Where x1 is regarded as an integer between 0 and q − 1. Then computes
s = (d + k · r) mod n and computes Qp = s · P .
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– Proxy delivery: The original signer S sends (s, r) to the proxy signer Ps

and make Qp public.
– Proxy Verification: After receiving the secret key pairs (s, r), the proxy

signer Ps checks the validity of the secret key pairs (s, r) with the following
equation.

Qp = s · P = Q + r · R (1)

5.2 Signing Phase

– The Proxy signer Sp chooses random integer t ∈ [1, n − 1] and computes
U = t · P and sends it to the verifier V .

– After receiving the verifier chooses randomly α, β ∈ [1, n − 1] and computes
the following

R̃ = U + α · P − β · Qp (2)

ẽ = H(R̃‖M) (3)

e = (ẽ + β) mod n (4)

and verifier V sends e to the proxy signer Sp

– After receiving e, Sp computes the following

s̃ = (t − s · e) mod n (5)

and sends it to V .
– Now V computes

sp = (s̃ + α) mod n (6)

The tuples (M, sp, ẽ) is the proxy blind signature.

5.3 Verification Phase

The verifier V computes the following equation.

γ = H((sp · P + ẽ · Qp)‖M) (7)

and verifies the validity of proxy blind signature (M, sp, ẽ) with the equality
γ = ẽ.

6 Security Analysis

Theorem 1. It is infeasible for adversary A to derive signer’s private key from
all available public information.

Proof: Assume that the adversary A wants to derive signer’s private key d from
his public key Q, he has to solve ECDLP problem which is computationally
infeasible. Similarly, the adversary will encounter the same difficulty as she/he
tries to obtain proxy signer’s private key.

Theorem 2. Proxy signature is distinguishable from original signer’s normal
signature.
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Proof: Since proxy key is different from original signer’s private key and proxy
keys created by different proxy signers are different from each other, any proxy
signature is distinguishable from original signer’s normal signature and different
proxy signer’s signature are distinguishable.

Theorem 3. The scheme satisfies Unlinkability security requirement

Proof: In verification stage, the signer checks only whether γ = H((sp · P +
ẽ · Qp)‖M) holds. He does not know the original signer’s private key and proxy
signer’s private key. Thus the signer knows neither the message nor the signature
associated with the signature scheme.

7 Correctness

Theorem 4. The proxy blind signature (M, sp, ẽ) is universally verifiable by
using the system public parameters.

Proof: The of correctness of the signature is verified as follows
We have to prove that

H((sp · P + ẽ · Qp)‖M) = H(R̃‖M)

i.e to show sp · P + ẽ · Qp = R̃
= (s̃ + α) · P + ẽ · Qp

= s̃ · P + α · P + ẽ · Qp

= (t − s · e) · P + αP + ẽ · Qp

= t · P − e · Qp + α · P + ẽ · Qp

= t · P − (ẽ + β) · Qp + αP + ẽ · Qp

= t · P − ẽ · Qp − β · Qp + α · P + ẽ · Qp

= t · P − β · Qp + α · P
= U − β · Qp + α · P
= R̃

8 Conclusion

The security of the scheme is hardness of solving ECDLP. The primary reason
for the attractiveness of ECC over systems such as RSA and DSA is that the
best algorithm known for solving the underlying mathematical problem namely,
the ECDLP takes fully exponential time. In contrast, sub-exponential time al-
gorithms are known for underlying mathematical problems on which RSA and
DSA are based, namely the integer factorization (IFP) and the discrete logarithm
(DLP) problems. This means that the algorithms for solving the ECDLP become
infeasible much more rapidly as the problem size increases more than those algo-
rithms for the IFP and DLP. For this reason, ECC offers security equivalent to
RSA and DSA while using far smaller key sizes [2]. The benefits of this higher-
strength per-bit include higher speeds, lower power consumption, bandwidth
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savings, storage efficiencies, and smaller certificates.This can be implemented
in low power and small processor mobile devices such as smart card, PDA etc.
In this proposed scheme it is infeasible for adversary to derive signer’s private
key from all available public information. This protocol also achieves the secu-
rity like requirements distinguishability, strong unforgeability, non-repudiation,
stong undeniably and unlinkability.
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Abstract. Business optimization is becoming increasingly important
because all business activities aim to maximize the profit and perfor-
mance of products and services, under limited resources and appropriate
constraints. Recent developments in support vector machine and meta-
heuristics show many advantages of these techniques. In particular, par-
ticle swarm optimization is now widely used in solving tough optimiza-
tion problems. In this paper, we use a combination of a recently devel-
oped Accelerated PSO and a nonlinear support vector machine to form
a framework for solving business optimization problems. We first apply
the proposed APSO-SVM to production optimization, and then use it for
income prediction and project scheduling. We also carry out some para-
metric studies and discuss the advantages of the proposed metaheuristic
SVM.

Keywords: Accelerated PSO, business optimization, metaheuristics, PSO,
support vector machine, project scheduling.

1 Introduction

Many business activities often have to deal with large, complex databases. This
is partly driven by information technology, especially the Internet, and partly
driven by the need to extract meaningful knowledge by data mining. To ex-
tract useful information among a huge amount of data requires efficient tools
for processing vast data sets. This is equivalent to trying to find an optimal so-
lution to a highly nonlinear problem with multiple, complex constraints, which
is a challenging task. Various techniques for such data mining and optimization
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have been developed over the past few decades. Among these techniques, support
vector machine is one of the best techniques for regression, classification and data
mining [5,9,16,19,20,24].

On the other hand, metaheuristic algorithms also become powerful for solv-
ing tough nonlinear optimization problems [1,7,8,27,32]. Modern metaheuristic
algorithms have been developed with an aim to carry out global search, typi-
cal examples are genetic algorithms [6], particle swarm optimisation (PSO) [7],
and Cuckoo Search [29,30]. The efficiency of metaheuristic algorithms can be
attributed to the fact that they imitate the best features in nature, especially
the selection of the fittest in biological systems which have evolved by natural
selection over millions of years. Since most data have noise or associated random-
ness, most these algorithms cannot be used directly. In this case, some form of
averaging or reformulation of the problem often helps. Even so, most algorithms
become difficult to implement for such type of optimization.

In addition to the above challenges, business optimization often concerns with
a large amount but often incomplete data, evolving dynamically over time. Cer-
tain tasks cannot start before other required tasks are completed, such complex
scheduling is often NP-hard and no universally efficient tool exists. Recent trends
indicate that metaheuristics can be very promising, in combination with other
tools such as neural networks and support vector machines [5,9,15,21].

In this paper, we intend to present a simple framework of business optimiza-
tion using a combination of support vector machine with accelerated PSO. The
paper is organized as follows: We first will briefly review particle swarm opti-
mization and accelerated PSO, and then introduce the basics of support vector
machines (SVM). We then use three case studies to test the proposed frame-
work. Finally, we discussion its implications and possible extension for further
research.

2 Accelerated Particle Swarm Optimization

2.1 PSO

Particle swarm optimization (PSO) was developed by Kennedy and Eberhart
in 1995 [7,8], based on the swarm behaviour such as fish and bird schooling in
nature. Since then, PSO has generated much wider interests, and forms an ex-
citing, ever-expanding research subject, called swarm intelligence. PSO has been
applied to almost every area in optimization, computational intelligence, and
design/scheduling applications. There are at least two dozens of PSO variants,
and hybrid algorithms by combining PSO with other existing algorithms are also
increasingly popular.

PSO searches the space of an objective function by adjusting the trajectories of
individual agents, called particles, as the piecewise paths formed by positional
vectors in a quasi-stochastic manner. The movement of a swarming particle
consists of two major components: a stochastic component and a deterministic
component. Each particle is attracted toward the position of the current global
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best g∗ and its own best location x∗
i in history, while at the same time it has a

tendency to move randomly.
Let xi and vi be the position vector and velocity for particle i, respectively.

The new velocity vector is determined by the following formula

vt+1
i = vt

i + αε1[g∗ − xt
i] + βε2[x∗

i − xt
i]. (1)

where ε1 and ε2 are two random vectors, and each entry taking the values between
0 and 1. The parameters α and β are the learning parameters or acceleration
constants, which can typically be taken as, say, α ≈ β ≈ 2.

There are many variants which extend the standard PSO algorithm, and the
most noticeable improvement is probably to use an inertia function θ(t) so that
vt

i is replaced by θ(t)vt
i

vt+1
i = θvt

i + αε1[g∗ − xt
i] + βε2[x∗

i − xt
i], (2)

where θ ∈ (0, 1) [2,3]. In the simplest case, the inertia function can be taken as
a constant, typically θ ≈ 0.5 ∼ 0.9. This is equivalent to introducing a virtual
mass to stabilize the motion of the particles, and thus the algorithm is expected
to converge more quickly.

2.2 Accelerated PSO

The standard particle swarm optimization uses both the current global best g∗

and the individual best x∗
i . The reason of using the individual best is primarily

to increase the diversity in the quality solutions, however, this diversity can be
simulated using some randomness. Subsequently, there is no compelling reason
for using the individual best, unless the optimization problem of interest is highly
nonlinear and multimodal.

A simplified version which could accelerate the convergence of the algorithm is
to use the global best only. Thus, in the accelerated particle swarm optimization
(APSO) [27,32], the velocity vector is generated by a simpler formula

vt+1
i = vt

i + αεn + β(g∗ − xt
i), (3)

where εn is drawn from N(0, 1) to replace the second term. The update of the
position is simply

xt+1
i = xt

i + vt+1
i . (4)

In order to increase the convergence even further, we can also write the update
of the location in a single step

xt+1
i = (1 − β)xt

i + βg∗ + αεn. (5)

This simpler version will give the same order of convergence. Typically, α =
0.1L ∼ 0.5L where L is the scale of each variable, while β = 0.1 ∼ 0.7 is
sufficient for most applications. It is worth pointing out that velocity does not
appear in equation (5), and there is no need to deal with initialization of velocity
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vectors. Therefore, APSO is much simpler. Comparing with many PSO variants,
APSO uses only two parameters, and the mechanism is simple to understand.

A further improvement to the accelerated PSO is to reduce the randomness
as iterations proceed. This means that we can use a monotonically decreasing
function such as

α = α0e
−γt, (6)

or
α = α0γ

t, (0 < γ < 1), (7)

where α0 ≈ 0.5 ∼ 1 is the initial value of the randomness parameter. Here t is
the number of iterations or time steps. 0 < γ < 1 is a control parameter [32].
For example, in our implementation, we will use

α = 0.7t, (8)

where t ∈ [0, tmax] and tmax is the maximum of iterations.

3 Support Vector Machine

Support vector machine (SVM) is an efficient tool for data mining and classifica-
tion [25,26]. Due to the vast volumes of data in business, especially e-commerce,
efficient use of data mining techniques becomes a necessity. In fact, SVM can
also be considered as an optimization tool, as its objective is to maximize the
separation margins between data sets. The proper combination of SVM with
metaheuristics could be advantageous.

3.1 Support Vector Machine

A support vector machine essentially transforms a set of data into a significantly
higher-dimensional space by nonlinear transformations so that regression and
data fitting can be carried out in this high-dimensional space. This methodology
can be used for data classification, pattern recognition, and regression, and its
theory was based on statistical machine learning theory [21,24,25].

For classifications with the learning examples or data (xi, yi) where i =
1, 2, ..., n and yi ∈ {−1, +1}, the aim of the learning is to find a function φα(x)
from allowable functions {φα : α ∈ Ω} such that φα(xi) 	→ yi for (i = 1, 2, ..., n)
and that the expected risk E(α) is minimal. That is the minimization of the risk

E(α) =
1
2

∫
|φα(x) − y|dQ(x, y), (9)

where Q(x, y) is an unknown probability distribution, which makes it impossible
to calculate E(α) directly. A simple approach is to use the so-called empirical
risk

Ep(α) ≈ 1
2n

n∑
i=1

∣∣φα(xi) − yi

∣∣. (10)
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However, the main flaw of this approach is that a small risk or error on the
training set does not necessarily guarantee a small error on prediction if the
number n of training data is small [26].

For a given probability of at least 1− p, the Vapnik bound for the errors can
be written as

E(α) ≤ Rp(α) + Ψ
(h

n
,
log(p)

n

)
, (11)

where

Ψ
(h

n
,
log(p)

n

)
=

√
1
n

[
h(log

2n

h
+ 1) − log(

p

4
)
]
. (12)

Here h is a parameter, often referred to as the Vapnik-Chervonenskis dimension
or simply VC-dimension [24], which describes the capacity for prediction of the
function set φα.

In essence, a linear support vector machine is to construct two hyperplanes
as far away as possible and no samples should be between these two planes.
Mathematically, this is equivalent to two equations

w · x + b = ±1, (13)

and a main objective of constructing these two hyperplanes is to maximize the
distance (between the two planes)

d =
2

||w|| . (14)

Such maximization of d is equivalent to the minimization of ||w|| or more conve-
niently ||w||2. From the optimization point of view, the maximization of margins
can be written as

minimize
1
2
||w||2 =

1
2
(w · w). (15)

This essentially becomes an optimization problem

minimize Ψ =
1
2
||w||2 + λ

n∑
i=1

ηi, (16)

subject to yi(w · xi + b) ≥ 1 − ηi, (17)

ηi ≥ 0, (i = 1, 2, ..., n), (18)

where λ > 0 is a parameter to be chosen appropriately. Here, the term
∑n

i=1 ηi

is essentially a measure of the upper bound of the number of misclassifications
on the training data.

3.2 Nonlinear SVM and Kernel Tricks

The so-called kernel trick is an important technique, transforming data dimen-
sions while simplifying computation. By using Lagrange multipliers αi ≥ 0, we
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can rewrite the above constrained optimization into an unconstrained version,
and we have

L =
1
2
||w||2 + λ

n∑
i=1

ηi −
n∑

i=1

αi[yi(w · xi + b) − (1 − ηi)]. (19)

From this, we can write the Karush-Kuhn-Tucker conditions

∂L

∂w
= w −

n∑
i=1

αiyixi = 0, (20)

∂L

∂b
= −

n∑
i=1

αiyi = 0, (21)

yi(w · xi + b) − (1 − ηi) ≥ 0, (22)

αi[yi(w · xi + b) − (1 − ηi)] = 0, (i = 1, 2, ..., n), (23)

αi ≥ 0, ηi ≥ 0, (i = 1, 2, ..., n). (24)

From the first KKT condition, we get

w =
n∑

i=1

yiαixi. (25)

It is worth pointing out here that only the nonzero αi contribute to overall
solution. This comes from the KKT condition (23), which implies that when
αi �= 0, the inequality (17) must be satisfied exactly, while α0 = 0 means the
inequality is automatically met. In this latter case, ηi = 0. Therefore, only the
corresponding training data (xi, yi) with αi > 0 can contribute to the solution,
and thus such xi form the support vectors (hence, the name support vector
machine). All the other data with αi = 0 become irrelevant.

It has been shown that the solution for αi can be found by solving the following
quadratic programming [24,26]

maximize
n∑

i=1

αi −
1
2

n∑
i,j=1

αiαjyiyj(xi · xj), (26)

subject to
n∑

i=1

αiyi = 0, 0 ≤ αi ≤ λ, (i = 1, 2, ..., n). (27)

From the coefficients αi, we can write the final classification or decision function
as

f(x) = sgn
[ n∑

i=1

αiyi(x · xi) + b
]
, (28)

where sgn is the classic sign function.
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As most problems are nonlinear in business applications, and the above linear
SVM cannot be used. Ideally, we should find some nonlinear transformation
φ so that the data can be mapped onto a high-dimensional space where the
classification becomes linear. The transformation should be chosen in a certain
way so that their dot product leads to a kernel-style function K(x,xi) = φ(x) ·
φ(xi). In fact, we do not need to know such transformations, we can directly use
the kernel functions K(x,xi) to complete this task. This is the so-called kernel
function trick. Now the main task is to chose a suitable kernel function for a
given, specific problem.

For most problems in nonlinear support vector machines, we can use
K(x,xi) = (x ·xi)d for polynomial classifiers, K(x,xi) = tanh[k(x ·xi)+Θ)] for
neural networks, and by far the most widely used kernel is the Gaussian radial
basis function (RBF)

K(x,xi) = exp
[
− ||x − xi||2

(2σ2)

]
= exp

[
− γ||x− xi||2

]
, (29)

for the nonlinear classifiers. This kernel can easily be extended to any high
dimensions. Here σ2 is the variance and γ = 1/2σ2 is a constant. In general, a
simple bound of 0 < γ ≤ C is used, and here C is a constant.

Following the similar procedure as discussed earlier for linear SVM, we can
obtain the coefficients αi by solving the following optimization problem

maximize
n∑

i=1

αi −
1
2
αiαjyiyjK(xi,xj). (30)

It is worth pointing out under Mercer’s conditions for the kernel function, the
matrix A = yiyjK(xi,xj) is a symmetric positive definite matrix [26], which
implies that the above maximization is a quadratic programming problem, and
can thus be solved efficiently by standard QP techniques [21].

4 Metaheuristic Support Vector Machine with APSO

4.1 Metaheuristics

There are many metaheuristic algorithms for optimization and most these al-
gorithms are inspired by nature [27]. Metaheuristic algorithms such as genetic
algorithms and simulated annealing are widely used, almost routinely, in many
applications, while relatively new algorithms such as particle swarm optimiza-
tion [7], firefly algorithm and cuckoo search are becoming more and more pop-
ular [27,32]. Hybridization of these algorithms with existing algorithms are also
emerging.

The advantage of such a combination is to use a balanced tradeoff between
global search which is often slow and a fast local search. Such a balance is im-
portant, as highlighted by the analysis by Blum and Roli [1]. Another advantage
of this method is that we can use any algorithms we like at different stages of
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the search or even at different stage of iterations. This makes it easy to combine
the advantages of various algorithms so as to produce better results.

Others have attempted to carry out parameter optimization associated with
neural networks and SVM. For example, Liu et al. have used SVM optimized
by PSO for tax forecasting [13]. Lu et al. proposed a model for finding optimal
parameters in SVM by PSO optimization [14]. However, here we intend to pro-
pose a generic framework for combining efficient APSO with SVM, which can
be extended to other algorithms such as firefly algorithm [28,31].

4.2 APSO-SVM

Support vector machine has a major advantage, that is, it is less likely to overfit,
compared with other methods such as regression and neural networks. In addi-
tion, efficient quadratic programming can be used for training support vector
machines. However, when there is noise in the data, such algorithms are not
quite suitable. In this case, the learning or training to estimate the parameters
in the SVM becomes difficult or inefficient.

Another issue is that the choice of the values of kernel parameters C and σ2

in the kernel functions; however, there is no agreed guideline on how to choose
them, though the choice of their values should make the SVM as efficiently as
possible. This itself is essentially an optimization problem.

Taking this idea further, we first use an educated guess set of values and use
the metaheuristic algorithms such as accelerated PSO or cuckoo search to find
the best kernel parameters such as C and σ2 [27,29]. Then, we used these param-
eters to construct the support vector machines which are then used for solving
the problem of interest. During the iterations and optimization, we can also mod-
ify kernel parameters and evolve the SVM accordingly. This framework can be
called a metaheuristic support vector machine. Schematically, this Accelerated
PSO-SVM can be represented as shown in Fig. 1.

begin
Define the objective;
Choose kernel functions;
Initialize various parameters;
while (criterion)

Find optimal kernel parameters by APSO;
Construct the support vector machine;
Search for the optimal solution by APSO-SVM;
Increase the iteration counter;

end
Post-processing the results;
end

Fig. 1. Metaheuristic APSO-SVM.
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For the optimization of parameters and business applications discussed below,
APSO is used for both local and global search [27,32].

5 Business Optimization Benchmarks

Using the framework discussed earlier, we can easily implement it in any pro-
gramming language, though we have implemented using Matlab. We have vali-
dated our implementation using the standard test functions, which confirms the
correctness of the implementation. Now we apply it to carry out case studies with
known analytical solution or the known optimal solutions. The Cobb-Douglas
production optimization has an analytical solution which can be used for com-
parison, while the second case is a standard benchmark in resource-constrained
project scheduling [11].

5.1 Production Optimization

Let us first use the proposed approach to study the classical Cobb-Douglas pro-
duction optimization. For a production of a series of products and the labour
costs, the utility function can be written

q =
n∏

j=1

u
αj

j = uα1
1 uα2

2 · · ·uαn
n , (31)

where all exponents αj are non-negative, satisfying

n∑
j=1

αj = 1. (32)

The optimization is the minimization of the utility

minimize q (33)

subject to
n∑

j=1

wjuj = K, (34)

where wj(j = 1, 2, ..., n) are known weights.
This problem can be solved using the Lagrange multiplier method as an un-

constrained problem

ψ =
n∏

j=1

u
αj

j + λ(
n∑

j=1

wjuj − K), (35)

whose optimality conditions are

∂ψ

∂uj
= αju

−1
j

n∏
j=1

u
αj

j + λwj = 0, (j = 1, 2, ..., n), (36)
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∂ψ

∂λ
=

n∑
j=1

wjuj − K = 0. (37)

The solutions are

u1 =
K

w1[1 + 1
α1

∑n
j=2 αj ]

, uj =
w1αj

wjα1
u1, (38)

where (j = 2, 3, ..., n). For example, in a special case of n = 2, α1 = 2/3,
α2 = 1/3, w1 = 5, w2 = 2 and K = 300, we have

u1 =
Q

w1(1 + α2/α1)
= 40, u2 =

Kα2

w2α1(1 + α2/α1)
= 50.

As most real-world problem has some uncertainty, we can now add some noise
to the above problem. For simplicity, we just modify the constraint as

n∑
j=1

wjuj = K(1 + βε), (39)

where ε is a random number drawn from a Gaussian distribution with a zero
mean and a unity variance, and 0 ≤ β � 1 is a small positive number.

We now solve this problem as an optimization problem by the proposed APSO-
SVM. In the case of β = 0.01, the results have been summarized in Table 1 where
the values are provided with different problem size n with different numbers of
iterations. We can see that the results converge at the optimal solution very
quickly.

Table 1. Mean deviations from the optimal solutions

size n Iterations deviations

10 1000 0.014
20 5000 0.037
50 5000 0.040
50 15000 0.009

6 Income Prediction

Studies to improve the accuracy of classifications are extensive. For example,
Kohavi proposed a decision-tree hybrid in 1996 [10]. Furthermore, an efficient
training algorithm for support vector machines was proposed by Platt in 1998
[17,18], and it has some significant impact on machine learning, regression and
data mining.

A well-known benchmark for classification and regression is the income predic-
tion using the data sets from a selected 14 attributes of a household from a sensus
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form [10,17]. We use the same data sets at ftp://ftp.ics.uci.edu/pub/machine-
learning-databases/adult for this case study. There are 32561 samples in the
training set with 16281 for testing. The aim is to predict if an individual’s in-
come is above or below 50K ?

Among the 14 attributes, a subset can be selected, and a subset such as age,
education level, occupation, gender and working hours are commonly used.

Using the proposed APSO-SVM and choosing the limit value of C as 1.25, the
best error of 17.23% is obtained (see Table 2), which is comparable with most
accurate predictions reported in [10,17].

Table 2. Income prediction using APSO-SVM

Train set (size) Prediction set Errors (%)

512 256 24.9
1024 256 20.4
16400 8200 17.23

6.1 Project Scheduling

Scheduling is an important class of discrete optimization with a wider range of
applications in business intelligence. For resource-constrained project scheduling
problems, there exists a standard benchmark library by Kolisch and Sprecher
[11,12]. The basic model consists of J activities/tasks, and some activities cannot
start before all its predecessors h are completed. In addition, each activity j =
1, 2, ..., J can be carried out, without interruption, in one of the Mj modes, and
performing any activity j in any chosen mode m takes djm periods, which is
supported by a set of renewable resource R and non-renewable resources N .
The project’s makespan or upper bound is T, and the overall capacity of non-
renewable resources is Kν

r where r ∈ N . For an activity j scheduled in mode
m, it uses kρ

jmr units of renewable resources and kν
jmr units of non-renewable

resources in period t = 1, 2, ..., T .
For activity j, the shortest duration is fit into the time windows [EFj , LFj ]

where EFj is the earliest finish times, and LFj is the latest finish times. Math-
ematically, this model can be written as [11]

Minimize Ψ(x)
Mj∑

m=1

LFj∑
t=EFj

t · xjmt, (40)

subject to

Mh∑
m=1

LFj∑
t=EFj

t xhmt ≤
Mj∑

m=1

LFj∑
t=EFj

(t − djm)xjmt, (j = 2, ..., J),

J∑
j=1

Mj∑
m=1

kρ
jmr

min{t+djm−1,LFj}∑
q=max{t,EFj}

xjmq ≤ Kρ
r , (r ∈ R),
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J∑
j=1

Mj∑
m=1

kν
jmr

LFj∑
t=EFj

xjmt ≤ Kν
r , (r ∈ N), (41)

and
Mj∑
j=1

∑
t = EFj

LFj = 1, j = 1, 2, ..., J, (42)

where xjmt ∈ {0, 1} and t = 1, ..., T . As xjmt only takes two values 0 or 1,
this problem can be considered as a classification problem, and metaheuristic
support vector machine can be applied naturally.

Table 3. Kernel parameters used in SVM

Number of iterations SVM kernel parameters

1000 C = 149.2, σ2 = 67.9
5000 C = 127.9, σ2 = 64.0

Using the online benchmark library [12], we have solved this type of problem
with J = 30 activities (the standard test set j30). The run time on a modern
desktop computer is about 2.2 seconds for N = 1000 iterations to 15.4 seconds
for N = 5000 iterations. We have run the simulations for 50 times so as to obtain
meaningful statistics.

The optimal kernel parameters found for the support vector machines are
listed in Table 3, while the deviations from the known best solution are given in
Table 4 where the results by other methods are also compared.

Table 4. Mean deviations from the optimal solution (J=30)

Algorithm Authors N = 1000 5000

PSO [22] Kemmoe et al. (2007) 0.26 0.21
hybribd GA [23] Valls eta al. (2007) 0.27 0.06
Tabu search [15] Nonobe & Ibaraki (2002) 0.46 0.16
Adapting GA [4] Hartmann (2002) 0.38 0.22
Meta APSO-SVM this paper 0.19 0.025

From these tables, we can see that the proposed metaheuristic support vector
machine starts very well, and results are comparable with those by other meth-
ods such as hybrid genetic algorithm. In addition, it converges more quickly,
as the number of iterations increases. With the same amount of function eval-
uations involved, much better results are obtained, which implies that APSO
is very efficient, and subsequently the APSO-SVM is also efficient in this con-
text. In addition, this also suggests that this proposed framework is appropriate
for automatically choosing the right parameters for SVM and solving nonlinear
optimization problems.
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7 Conclusions

Both PSO and support vector machines are now widely used as optimization
techniques in business intelligence. They can also be used for data mining to
extract useful information efficiently. SVM can also be considered as an opti-
mization technique in many applications including business optimization. When
there is noise in data, some averaging or reformulation may lead to better per-
formance. In addition, metaheuristic algorithms can be used to find the optimal
kernel parameters for a support vector machine and also to search for the op-
timal solutions. We have used three very different case studies to demonstrate
such a metaheuristic SVM framework works.

Automatic parameter tuning and efficiency improvement will be an important
topic for further research. It can be expected that this framework can be used
for other applications. Furthermore, APSO can also be used to combine with
other algorithms such as neutral networks to produce more efficient algorithms
[13,14]. More studies in this area are highly needed.

References

1. Blum, C., Roli, A.: Metaheuristics in combinatorial optimization: Overview and
conceptural comparision. ACM Comput. Surv. 35, 268–308 (2003)

2. Chatterjee, A., Siarry, P.: Nonlinear inertia variation for dynamic adaptation in
particle swarm optimization. Comp. Oper. Research 33, 859–871 (2006)

3. Clerc, M., Kennedy, J.: The particle swarm - explosion, stability, and convergence
in a multidimensional complex space. IEEE Trans. Evolutionary Computation 6,
58–73 (2002)

4. Hartmann, S.: A self-adapting genetic algorithm for project scheduling under
resource constraints. Naval Res. Log. 49, 433–448 (2002)

5. Howley, T., Madden, M.G.: The genetic kernel support vector machine: descrip-
tion and evaluation. Artificial Intelligence Review 24, 379–395 (2005)

6. Goldberg, D.E.: Genetic Algorithms in Search, Optimisation and Machine Learn-
ing. Addison Wesley, Reading (1989)

7. Kennedy, J., Eberhart, R.C.: Particle swarm optimization, in. In: Proc. of IEEE
International Conference on Neural Networks, Piscataway, NJ, pp. 1942–1948
(1995)

8. Kennedy, J., Eberhart, R.C.: Swarm intelligence. Academic Press, London (2001)

9. Kim, K.: Financial forecasting using support vector machines. Neurocomput-
ing 55, 307–319 (2003)

10. Kohavi, R.: Scaling up the accuracy of naive-Bayes classifiers: a
decision-tree hybrid. In: Proc. 2nd Int. Conf. on Knowledge Discov-
ery and Data Mining, pp. 202–207. AAAI Press, Menlo Park (1996),
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/adult

11. Kolisch, R., Sprecher, A.: PSPLIB - a project scdeluing problem library, OR
Software-ORSEP (operations research software exchange prorgam) by H. W.
Hamacher. Euro. J. Oper. Res. 96, 205–216 (1996)

12. Kolisch, R., Sprecher, A.: The Library PSBLIB,
http://129.187.106.231/psplib/

ftp://ftp.ics.uci.edu/pub/machine-learning-databases/adult
http://129.187.106.231/psplib/


66 X.-S. Yang, S. Deb, and S. Fong

13. Liu, L.-X., Zhuang, Y., Liu, X.Y.: Tax forecasting theory and model based on
SVM optimized by PSO. Expert Systems with Applications 38, 116–120 (2011)

14. Lu, N., Zhou, J.Z., He, Y.: Y., Liu Y., Particle Swarm Optimization for Parameter
Optimization of Support Vector Machine Model. In: 2009 Second International
Conference on Intelligent Computation Technology and Automation, pp. 283–284.
IEEE publications, Los Alamitos (2009)

15. Nonobe, K., Ibaraki, T.: Formulation and tabu search algorithm for the resource
constrained project scheduling problem (RCPSP). In: Ribeiro, C.C., Hansen, P.
(eds.) Essays and Surveys in Metaheuristics, pp. 557–588 (2002)

16. Pai, P.F., Hong, W.C.: Forecasting regional electricity load based on recurrent
support vector machines with genetic algorithms. Electric Power Sys. Res. 74,
417–425 (2005)

17. Platt, J.C.: Sequential minimal optimization: a fast algorithm for training support
vector machines, Techical report MSR-TR-98014, Microsoft Research (1998)

18. Plate, J.C.: Fast training of support vector machines using sequential minimal
optimization, in. In: Scholkopf, B., Burges, C.J., Smola, A.J. (eds.) Advances in
Kernel Methods – Support Vector Learning, pp. 185–208. MIT Press, Cambridge
(1999)

19. Shi, G.R.: The use of support vector machine for oil and gas identification in
low-porosity and low-permeability reservoirs. Int. J. Mathematical Modelling and
Numerical Optimisation 1, 75–87 (2009)

20. Shi, G.R., Yang, X.-S.: Optimization and data mining for fracture prediction in
geosciences. Procedia Computer Science 1, 1353–1360 (2010)

21. Smola, A. J., Schölkopf, B.: A tutorial on support vector regression, (1998),
http://www.svms.org/regression/
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Abstract. The purpose of this study was to identify an aspect of data
transmission that could help address the existing gap between the avail-
ability of the second and third generations of mobile telephony in the
light of increased demand for growth of machine-to-machine applica-
tions using mobile data technology. This study examined the reliability
of sending data through the SMS interface as an alternative means to
transmit data over newer technologies such as GPRS. The research pri-
marily focused on transport performance, and looked into different fac-
tors of integrity and reliability, such as transmission time and number of
retries. The study was then divided into construction, testing and analy-
sis phases wherein the output was an analysis of the data gathered from
testing packet data transmission via SMS and GPRS in key locations
around a specific locale. As per the results, SMS in general works in a
slow but steady pace of delivery, while GPRS (using the UDP protocol)
offers a quicker but slipshod transmission.

Keywords: Network reliability, SMS, GPRS, Packet transmission, Net-
work performance.

1 Introduction

The rise of the Internet culture along with mobile phones has called for a con-
verging of the two technologies. The availability of the diverse and abundant
information the Internet provides, and the accessibility of mobile phones with
more than a billion users worldwide, has pushed the advancement of mobile
technology. As of the GSM wave of mobile technology, mobile phones used radio
signals to transmit and receive data reaching transfer speeds of around 115.2
kb/s. Further advancements of the said technology, including the 3rd and 4th
recognized mobile technology generations, fly up to 11mb/s [8].

With the coming of these newer technologies, the better and more advanced
3G and eventually 4G were commonly thought to replace the already established
2G services. Business factors however, such as infrastructure cost and market
demands, hinder 3G from replacing 2G anytime soon. In places like Nigeria, the
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demand for higher-end wireless services contributes less than 1% of the total
population [14]. With a target margin this small, wireless service carriers are
forced to put higher premiums on 3G services and only place 3G capable towers
in strategic locations. This kind of inconsistencies between 3G capable areas and
2G only capable areas lead to poor signal strength, connection difficulties, poor
quality and low overall customer satisfaction.

While the use of wireless services is growing, with more than a billion SMSs
sent everyday [7], it is expected that Philippine telecommunication carriers are
better equipped to provide quality SMS services to its clients compared to more
premium services such as GPRS. It is therefore more practical to take advantage
of this and find innovative ways to broaden the spectrum that SMS currently
addresses. The result will most certainly not make SMS replace the higher-end
technologies, especially in terms of performance, but simply give a share of the
demand to SMS as the market progresses and transitions to the next generation
technologies.

1.1 Objectives

In order to provide a thorough study on the reliability of data transmission
over SMS versus GPRS, this study aims to first design and construct a robust
SMS and GPRS data transmission (sending and receiving) interface based on the
network protocol proposed in [24]. This research also seeks to define a measure of
network reliability and performance for data transmission with variables such as
target locations around Metro Manila, SMS and GPRS/EDGE technologies, and
data size. To quantify GPRS performance, the UDP protocol is used. Fragmented
payload (UDP-F) is also used to allow for a like to like comparison since SMS
can only hold smaller payloads. This allows for ease of conversion of existing
machine-to-machine applications to use the same PDU size constraint and also
makes it easier to compare use cases, wherein the system was originally built
for SMS then modified to support GPRS/UDP at a later time (or vice versa).
This study, however, does not attempt to compare the reliability of network
providers and machines used; hence, such factors will be controlled throughout
the study. Lastly, this paper aims to test two (2) over the top networks: SMS
and UDP-fragmented (UDP-F).

1.2 Significance of the Study

More and more mobile machine-to-machine applications are being developed in
the fields of health care, telemetry and navigation among others; and this growth
area will definitely benefit from a more pervasive and reliable data transmission
[24]. GSM technology worldwide is enjoying a wide coverage for its subscribers;
however, the newer and more advanced 3rd and 4th generations’ coverage area
remain focused only where there is existing demand for such services. Although
newer and more advanced mobile technologies exist and allow faster data trans-
mission, these services reach only a small fraction of the user population. There-
fore, the need for alternate and robust data transmission methods still exist for
the Third World.
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2 Review of Related Literature

2.1 Global System for Mobile Communications (GSM)

With the aid of a subscriber identity module (SIM) that carries the user’s per-
sonal number, GSM systems have enhanced lives by providing mobility [17].
Since the start of the GSM network operations, a variety of value-added services
have been offered. This research will only focus on two of such services, the short
message service (SMS) and general packet radio service (GPRS).

SMS enables users to send and/or receive alphanumeric messages up to 140
bytes in length. Messages are stored and transmitted via a short message service
center (SMSC) [15], and could be sent as text or binary. General packet radio
service (GPRS), on the other hand, aims to enlarge the 9.6 kb/s data transfer
rate of GSM services to over 170 kb/s so as to enable multimedia communication
[4]. It applies a packet radio principle to improve and simplify wireless access be-
tween mobile stations and packet data networks. It then offers data connections
with higher transfer rates and shorter access times [3].

In the context of this study, the GPRS mechanism shall use the User Data-
gram Protocol (UDP) as specified in the Internet Protocol (IP) for data trans-
mission. The reason for this is that GPRS transmission will be done using tra-
ditional sockets as usually used in computer networking further specified in the
Methodology portion of this paper. Therefore the use of the UDP protocol is
more suited in this scenario since the said protocol does not have implicit hand-
shaking mechanisms, which allows flow-control to be handled at the Application
Layer of the Open Systems Interconnection Model (OSI Model) for several log-
ging and documentation functions specific to this experiment, as compared to
other IP protocols such as TCP/IP, which has functions that handle this at the
Transport Layer.

2.2 Data Transmission through SMS

Although more advanced technologies, such as GPRS, allow faster data trans-
mission, it is not always reliable in developing countries, where SMS is predom-
inantly used. It is therefore important to look into the feasibility of using SMS
in transporting different types of data. Its nationwide coverage, affordability,
security, and compatibility of with future technology upgrades, are some of the
many factors why the GSM-SMS network has been deemed ideal for information
transmission [1][24].

Medical. SMS is widely used in the medical field since it is not only instanta-
neous, accessible and mobile, but also cost effective. Computer and online access
is not needed, and given that physicians have to make rapid decisions, SMS
provide the brevity and immediacy they need. Urgent medical advice could now
then be sought. In Italy, an SMS was sent to a surgeon stating that a 22 year-
old male arrives, coughing blood. A reply was received a minute later advising
an angiogram to identify aortic rupture [22]. Similarly, SMS has been also used
in collecting diary data from patients for monitoring and self-management of
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asthma [2], sending reminders and results to patients, as well as collecting data
from outpatients to evaluate overall patient satisfaction. Advantages include
convenience, immediate results, reduced costs, and reduced paper use. Confi-
dentiality and the inability to convey a large amount of data, however, are some
concerns [20].

Alerts and Other Services. Moreover, SMS could be used to enable access
to network equipment using a mobile phone. An application of such is a net-
work alarm monitoring system wherein alarm messages generated by a network
management program are forwarded to mobile phones of members of the net-
work operations center (NOC) using a simple mail transfer protocol (SMTP)
to SMS gateway [23]. Wireless value-added data services based on SMS, such
as sending and forwarding emails, and accessing train schedules, could also be
deployed. Users could query local schedules via SMS based on train class, time,
and target destination. The said schedule service may also be used for other
ticket reservation services like the ones for airlines [18].

Likewise, MobileDeck, an engaging front-end environment that used SMS as
the main communications channel, integrated a graphical user interface (GUI)
with a server that feeds the appropriate content through instructions contained in
binary SMS. Due to the relatively low cost and accessibility of SMS, MobileDeck
has proven to be an suitable alternative to services running on top of other mobile
data technologies such as GPRS for data transfer and content distribution [19].

SMS has been perceived to continue leading the peer-to-peer mobile com-
munication data service, as it is the most accessible, easiest to use, and not to
mention the cheapest. Other applications and data services could also be intro-
duced through SMS, such as personal instant messaging and SMS-based money
transfer [6]. However, due to its limited size, using SMS for data transmission
will require the division of the total data to be sent into one or more packets
with a ratio of 1:1 packets per SMS. In order to fulfill this, a header is used to
specify the sequence of the segments [5].

2.3 Other Technologies

In this study, the group will use mobile broadband dongles as modems to send
and receive data using over the top networks, particularly SMS and UDP-F. Once
a serial connection to the dongle has been opened, data could now be transmitted
using AT commands, also known as Hayes commands, and the open-source Py-
Serial module in Python [16]. Checksums, particularly cyclic redundancy checks
(CRCs), are then generated to determine data integrity. These are error detection
mechanisms created by summing up all the bytes in a data to create a checksum
value, which is appended to the message payload and transmitted with it. If the
computed checksum of the data received matches the received checksum value,
then there is a high probability that there was no transmission error [13]. The
checksum function used in this research is the built-in crc32 function in Python’s
zlib module, which is calculated using the following formula:

x32 +x26 +x23 +x22 +x16 +x12 +x11 +x10 +x8 +x7 +x5 +x4 +x2 +x+1. (1)
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2.4 Network Protocol Security and Efficiency

The study uses a simple authentication protocol between the transmitting and
receiving ends, which are held as constants, to ensure that ends are operational
during a test. It is therefore less secure, as it can easily be mimicked to disrupt
proper transmissions, than the traditional Session Initiation Protocol (SIP) that
the Internet uses, where it caters to multiple users at the same time, but is
nevertheless sufficient for this study’s purposes. A recent study seeks to eliminate
at least one of the security issues experienced over the Internet when using SIP
which can also be applied to a broader implementation of this study [11].

The concern of efficiency also comes to question once a more comprehensive
and possibly decentralized application is in view. Another study highlights the
comparison of proactive, reactive, and hybrid routing protocols for mobile ad-hoc
networks that allows optimal traversing in a decentralized structure [25].

2.5 Network Reliability

Reliability is defined as the probability of a tool to perform successfully over a
given time interval under specified conditions [12]. It is hence a number between
zero and one, or 0% and 100% [9], which may be estimated by:

R =
Nt − Nf

Nt
(2)

where R = estimated reliability;

Nt = total number of trials; and

Nf = number of trials resulting in failure [10].

R is only an estimate due to the finite number of trials taken. In general, a tool
is reliable if it yields consistent results when measured across various contexts
[21]. The estimated reliability approaches true reliability as the number of trials
approach infinity [9].

3 Framework

This study will be structured around the network protocol proposed in [24]. The
said protocol has two legs: transmitter and receiver. In this research, however, the
application will not terminate until all data has been successfully transmitted.
After sending each packet, the transmitter application will listen for feedback,
and will only continue or terminate once an acknowledgment packet indicating
good transmission has been received, or otherwise called the automatic repeat
request (ARQ) mechanism. This only happens if the packet received indicates
faulty transmission or when the application after a certain amount of time still
does not receive anything (a timeout). The process flow for the transmitting and
receiving leg of the application is shown in Figures 1 and 2, respectively.
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Fig. 1. Transmitter Protocol Flow

Fig. 2. Receiver Protocol Flow
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Transmitting data larger than what a single SMS can conventionally hold
will require the data to be split and sent over numerous SMSs depending on
the size of the data. For better comparison, the GPRS mechanism will also be
structured similarly. The data will be divided into several packets and will form
the payload data of every packet. The header data of every packet on the other
hand, will basically contain necessary information about the respective packet
such as the packet’s queue number, the total number of packets to be sent and
other necessary data supporting file integrity. The number of packets will then
be influenced by variables such as data size other functional schemes like for
instance file integrity checking, encryption and compression schemes.

The receiving leg will more or less be the reverse of the transmitting leg of
the protocol. The receiving device will wait until it collects all of the packets,
check them for file integrity, request for resend of packets if necessary, and finally
stitch the data back into its original form. If in the event that the application is
waiting for a certain packet and does not receive it in a given amount of time,
the receiving application will be deemed to have timed out. It will then stop
the current test and proceed with the next one or terminate the application
depending on user input.

4 Method

4.1 Interface

The transmitter and receiver applications were coded in Python 2.7 [16]. The
checksum function used is the built-in crc32 function in Python’s zlib module.
The applications were used to send and receive data over SMS and GPRS, in
which UDP-based transport was used. To be able to better compare the reliabil-
ity of data transmission over the two networks, SMS-based and UDP-fragmented
mechanisms were created. Each sending mechanism has its own configuration file
that is read upon running the application. It contains specific information neces-
sary for each mechanism to transmit data such as the destination number, SMS
Center number and COM port number for SMS, the destination IP address and
port numbers for UDP, and the file to be sent. It also allows for multiple tests
to be done in a single application run.

4.2 SMS-Based Mechanism (SMS)

The SMS-based interface utilizes AT Commands to communicate with the serial
devices on a low level scheme. These are sent and received through the built-in
serial module of Python as they normally are through other telnet applications
such as PuTTY or Windows HyperTerminal. They are used for a number of
actions: (1) set the device to PDU-mode, (2) send and receive messages, and (3)
check for signal strength.

SMS sending mechanism. After reading the configuration file, the application
will find the file specified, split and convert it into streams of hexadecimal octets
and assign them in an array where each element represents an individual packet
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to be sent. The checksum value of each packet is also appended at the beginning
of the said packet. Next, it will prepare header data containing the destination
number and SMS Center numbers necessary for sending SMS in binary mode.

Data transmission will begin with an invitation, which contains the filename
and file size, to check whether the receiving application is ready. Once a confir-
mation is received, a single data packet will be sent and will be resent on timeout
or upon request of the receiving application through an acknowledgement packet;
otherwise the application will move on to the succeeding packet and repeat until
all data has been transmitted. Once all data has been successfully transmitted,
the application will either terminate or move on to the next test if any.

SMS receiving mechanism. Upon application start, it will repeatedly loop
and wait for an invitation. Once an invitation has been received, it will allocate
space for the file, send a confirmation back to the other application and wait
for the actual data packets. When a data packet arrives, the header data and
payload is extracted and is counterchecked with the calculated checksum. Ac-
knowledgement indicating successful transmission or a request for retransmission
is sent afterwards. The receiving application does not timeout and will always
just wait to receive data until all packets have been successfully received. After
the final acknowledgement is sent, the data is written to a file and the applica-
tion will once again wait for invitations. The application will only terminate on
user intervention.

4.3 UDP-Based Mechanism

Network connection is established by use of the given carrier application where
it is always explicitly specified to set to GSM-only thus forcing the serial device
to use the GPRS network. To validate if the connection has already been estab-
lished properly, a connection check function is included before the actual packet
data transfer. The connection set-up time, or the time it takes for a network
connection to finally get established, will be recorded separately from the actual
transmission time.

Traditional socket data transfer is then employed to send and receive data.
Both applications of both the fragmented and whole versions of the UDP-based
mechanisms make use of two sockets. Sending applications use one socket to
send data and the other to listen for acknowledgements. Receiving applications
use one socket to listen for invitations and data and use the other one to send
acknowledgements.

UDP-fragmented mechanism (UDP-F). This particular mechanism has
exactly the same structure as that of the SMS-based mechanism. This means
that the data sent and received has both PDU specific header and payload data
that is otherwise required in the SMS-based mechanism but is not at all required
in this one. The applications in this mechanism, both transmitting and receiving,
also have the exact same structure and flow as that of the SMS-based. This is so
that the only difference between this mechanism and the SMS-based mechanism
is the medium that the data uses to get from one application to the other.
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4.4 Test Instruments

Two files of different sizes, each making a test case, have been prepared. For
simpler packet integrity validation, only images were used for the preliminary
testing. Two images were sent, snowman.gif (388 bytes) and crab.gif (4713 bytes),
respectively. There are three (3) packets for snowman.gif and thirty-seven (37)
packets for crab.gif, giving a total of forty (40) packets per test sample. In this
study, the transmitting end was situated at St. Charbel Executive Village, while
the receiving end remained at New Manila Rolling Hills Village in Quezon City.
For easier future reference, the test locations are briefly labeled in Table 1.

Table 1. Test Location Reference

Test Locations Reference

St. Charbel Executive Village CHARBEL
New Manila Rolling Hills Village NEWMANILA

4.5 Procedure

The mechanisms created (SMS and UDP-F) are composed of two ends: trans-
mitter and receiver. The test sample (consisting of two images with a total of
40 packets) was transmitted thrice for both mechanisms, while the receiving
end collected and waited for all of the sent packets to arrive. It automatically
requested for a resending of the missing or corrupt packets, if the transmission
was not successful. The time for every significant action, such as dividing or
combining packets, and transmitting or receiving packets, was recorded. The
number of times the data was resent, if applicable, was also noted.

5 Results

5.1 Transmission Time

SMS generally has a greater transmission time and distribution while UDP-
F has more constant and smaller ones. In Figure 3, the plots for the sending
interface of both SMS and UDP-F refers to how long it takes the application to
successfully send a packet to the network while for the receiving applications,
the time it takes for them to receive a packet on wait. For better comparison,
the transmission time per packet for SMS is compared to GPRS (UDP-F), as
presented in Table 2 and Figure 4.

Table 2. Transmission time per packet

Mechanism snowman.gif (388 bytes) crab.gif (4713 bytes)

SMS 8.75 seconds 8.84 seconds
UDP-F 3.57 seconds 1.88 seconds

The total duration for each file transmission is the time starting from when
the sender application begins to send an invitation up until confirmation of a
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Fig. 3. Transmission time

Fig. 4. Transmission time per packet

Table 3. Average total duration for each file transmission

Mechanism snowman.gif (388 bytes) crab.gif (4713 bytes)

SMS 1 minute and 12 seconds 12 minutes and 28 seconds
UDP-F 0 minutes and 19 seconds 4 minutes and 32 seconds

successful file transmission is received. The average values for SMS is 379% and
275%, for snowman.gif and crab.gif respectively, greater than that of UDP-F.
These are shown in Table 3 as well as Figures 5(a) and 5(b).
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(a) SMS (b) UDP-F

Fig. 5. Average total duration for each file transmission

5.2 Number of Retries

A retry is described as a transmission failure where the sending application has
timed out and resent the previous packet and waits once more; that is to say,
the sending application has already waited for a certain amount of time and has
either received an invalid acknowledgement or none at all which then leads the
application to fire a retry. SMS only reached a maximum of 1 retry, while UDP-F
reached as much as 6 and 8 retries. Although data transmission over GPRS is
faster, the initial test results also show the wide disparity in the number of retries
when data was transmitted over SMS versus GPRS (UDP-F), as presented in
Table 4 and Figure 7.

(a) SMS (b) UDP-F

Fig. 6. Number of retries
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Table 4. Average number of retries per data sample

Mechanism snowman.gif (388 bytes) crab.gif (4713 bytes)

SMS 0 1
UDP-F 3 14

Fig. 7. Average number of retries per data sample

5.3 Reliability

As given by the reliability formula in [10], R = Nt−Nf

Nt
, where R = estimated

reliability; Nt = total number of trials; and Nf = number of trials resulting
in failure, we could likewise see the wide disparity in the estimated reliability
when data was transmitted over SMS versus GPRS (UDP-F) shown in Table 5
and Figure 8. For more accuracy, these are calculated using the actual number
of retries and total packets of 6 tests (3 per file) per mechanism and not the
average values used above. Nt has a base value of 3x40=120 for both mech-
anisms where there are 3+37=40 packets, three packets for snowman.gif and
thirty-seven packets for crab.gif, for 3 test cycles with no retries.

Table 5. Estimated Reliability per data sample

Mechanism Nt Nf R =
Nt−Nf

Nt

SMS 123 3 0.976 = 97.6%
UDP-F 173 53 0.694 = 69.4%
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Fig. 8. Estimated Reliability per data sample

6 Conclusion

As per the results, SMS in general works in a slow but steady pace of delivery,
while GPRS (using UDP as the protocol) offers a quicker but slipshod trans-
mission. Using the data gathered in sending 40 packets, SMS, with an average
transmission time (ATT) of 8.84 seconds per packet, will need 353.6 seconds
best case with no retries, while UDP, with an effective ATT of 6.76 seconds1,
will take 270.4 seconds already with one retry for each packet. SMS therefore can
never replace UDP in sending data in large amounts because the time it will take
UDP to transmit the correct data even with retries will still outrun that of SMS
with perfect (no-retries) transmission. SMS however is generally the ideal choice
in sending short and uncompromised data such as that of machine-to-machine
transmissions.

7 Further Studies

This paper details a study on the comparison between SMS-fragmented and
GPRS UDP-fragmented transmissions and its results. Further research into the
topic will include data transmission through GPRS UDP-whole (UDP-W) and
uniform tests across multiple locations. Adding such dimensions to the study
will emphasize reliability in terms of retransmission, transmission time and ge-
ographical constraints.
1 Given 1.88 seconds as the average transmission time for UDP and assuming 3 sec-

onds as the timeout for the transmitting application, a complete retry cycle, which
comprises of the time it takes for the first transmission, plus the timeout, and the
retransmission, will result in an effective ATT of 6.76 seconds.
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Abstract. File sharing is one of the most popular activities in peer-to-
peer systems, and the main issue in file sharing is the efficient search
for content locations. A search algorithm has to provide low search traf-
fic, optimum search latency, more search coverage, and determinism in
returning the results. However, existing search algorithms fail to satisfy
all these goals. In this paper we propose, and analyze a novel Hybrid
searching algorithm (QuickFlood), based on Flooding-Based searching
algorithms. This algorithm combines flooding and teeming search algo-
rithms to benefit both merits and to limit the drawbacks. We provide
the analytical results for best threshold point to switch from flooding
to teeming. Our analytical results are validated through simulation. The
proposed algorithm can reduce up to 90% of redundant messages of the
current flooding algorithm and increase more than 3 times of its search-
ing success rates.

Keywords: Peer-to-peer, unstructured P2P network, flooding, search-
ing.

1 Introduction

The most fundamental searching technique in the unstructured P2P system is
flooding. It starts from a query originator by initiated Time to Live (TTL)
value (e.g. TTL = 7), and propagates requested messages in hop-to-hop fashion
counted by TTL count. TTL is decremented by one when the requested message
travels across one hop. A message comes to end either TTL is 0, or because it
becomes a redundant message [1]. Flooding has significant merits such as: the
simple algorithm, large coverage, high reliability, and moderate latency. Despite
these merits, it produces huge redundant messages, which seriously limit system
scalability. [1] showed that more than 70% of the generated messages are redun-
dant in flooding within TTL of 7. The most redundant messages are generated
in high-hops, particularly in a system with high-connectivity topology.

The current study attempts to develop a new version of flooding based on
the hierarchical structure. The proposed algorithm has used two Flood-Based
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search algorithms (flooding and teeming) it combined them to receive the high
performance search for unstructured peer-to-peer systems.

To accomplish this approach, we developed QuickFlood search algorithm. The
algorithm is divided into two steps. In the first step, it follows the flooding with a
limited number of hops. In the second step, it implements teeming algorithm for
all nodes remained from the first step. We provided analytical estimation for the
best threshold point to switch from flooding to teeming. Our analytical results
are validated through simulation. Integrating these two steps decreases the most
redundant messages and increases the success rate of search in unstructured
peer-to-peer networks.

The rest of this paper is organized into six sections: Section 2 reviews re-
lated work. Section 3 Flooding and Teeming across hops. Section 4 describes
the QuickFlood algorithm. Section 5 discusses the performance evaluation, and
Section 6 presents the conclusion.

2 Related Work

Flood-based search algorithm can be categories as: 1) TTL Controlled-Based
(TCB), 2) Probabilistic Controlled-Based (PCB), and 3) Hybrid Controlled-
Based (HCB).

TTL Controlled-Based (TCB), are those which limit the TTL of flooding to
gain better performance. Expanding ring search (ERS) is the first TTL control-
based algorithm. ERS is successive flooding by different TTL values. [2] shows
ERS successfully reins in the TTL as the object’s replication increases. Although
the ERS algorithm is more efficient than flooding, but still it produces overhead
due to repeated query messages caused by inappropriate choice of TTL value.
However, if the file is far away from the query originator this approach could
even generate sever overshooting messages than flooding [3].

Probabilistic Controlled-Based (PCB), limit the number of immediate neigh-
bors. Random-Walks [2] is an adopted version of flooding, which forward a query
message (walker) [2] to a randomly chosen neighbor until the query is found or
maximum TTL visited. Standard Random-Walk use one walker (message) in
each walk, it can reduce an order of magnitude overshooting messages compared
to ERS and flooding. However, there is also an order of a magnitude increase
in user-perceived delay. Modified Breadth-First-Search (MBFS) [4] or Teeming
[5] is modified version of Random-Walk. The (MBFS) or Teeming are forwarded
query to a random subset of its neighbors.

Hybrid Controlled-Based (HCB), combines two structures to benefit their
merits and to limit their drawbacks. Local flooding with k independent random
walks [6]. The idea is first perform a (local) flooding until precisely k new outer
nodes have been discovered, if one of these nodes host the object, the search
is successful and query source is informed. if no, each of the k nodes begins an
independent random walk. If the file is located close to origin, the local flooding
would be sufficient otherwise by independent random walk messages production
will be high and the performance will be degraded.
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3 Flooding and Teeming across Hops

Flooding conducted in a hop-by-hop fashion. By increasing of hops, it gains
newer peers, and generates more messages. Part of these messages is redun-
dant messages. This section investigated the trend of coverage growth rate and
redundant messages in flooding and teeming.

3.1 Trend of Coverage Growth Rate in Flooding

Assume that an overlay network as a random graph. Each node is represented as
a peer, and they are connected to each other by edges. The degree of each peer
represents the number of its immediate neighbors. Assume that the graph has
N nodes with the average degree df , df is greater than 2. The total messages
broadcasting from each peer up to hop t as given in [7], is:

TMtf =
t∑

i=1

df (df − 1)i−1 (1)

(Loop nodes or cyclic paths are grouping of nodes linked together as a ring fash-
ion. In Gnutella and other internet topology, there are many cyclic paths.) If
there is no cyclic paths [8] or loop nodes; in the topology, then the total number
of new peers visited so far is equal to:

TPtf =
t∑

i=1

df (df − 1)i−1 (2)

Thus, the coverage growth rate of messages [1] in hop t is equal to:

CGRtf =
TPtf

TPtf−1
= 1 +

(df − 1)t−1∑(t−1)
i=1 df (df − 1)i−1

(3)

By taking first order derivation of Eq. (3), thus yields:

∂(CGRtf )
∂t

=
(df − 1)t−1(−df ) log(df − 1)

(df − 1)t−1 − 1
(4)

The value of
(

∂(CGRtf )
∂t

)
is always negative. So the (CGRtf ) is always in descend-

ing order. By increasing the value of t (hops), the value of (CGRtf ) decreases,
thus the maximum value of CGRtf is presented in second hop. Therefore, we
can show:

CGR2f > CGR3f > CGR4f > CGR5f . . . (5)

3.2 Trend of Redundant Messages in Flooding

Redundant messages in unstructured P2P networks are generated by loop or
cyclic paths routs [9]. Assume that there is just one loop in each hop of the
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default topology. Thus the redundant messages are generated in hop t is equal
to:

Rtf =
t−2∑
i=1

(df − 1)i−1 =
(df − 1)t−1 − 1

d − 2
(6)

Clearly, the total number of redundant messages generated up to hop t is:

TRtf =
t∑

i=2

i−2∑
k=1

(df − 1)k−1 (7)

The value of (TRtf) depend to number of hop t, by increases t this value
increases exponentially. Therefore, we can show that:

TR2f < TR3f < TR4f < TR5f . . . (8)

3.3 Trend of Coverage Growth Rate in Teeming

Assume that θ is the fixed probability of selecting neighbors. Thus the number
of neighbors per peers selected in each hop is equal to θdi. So the average degree
in teeming is equal to:

dt =
∑n

i=1 θdi

n
= θdf (9)

Therefore, the coverage growth rate of messages for teeming can be estimate as:

CGRtt = 1 +
(dt − 1)t−1∑(t−1)

i=1 dt(dt − 1)i−1
(10)

Obviously, same as (CGRtf ) the trend of (CGRtt) is always in descending order
therefore, we can show that:

CGR2t > CGR3t > CGR4t > CGR5t . . . (11)

Therefore, the coverage growth rate of teeming CGRtt is θ times of CGRtf in
each hop.

3.4 Trend of Redundant Messages in Teeming

In teeming algorithm, a node propagates the requested query to each of its
neighbors with a fixed probability θ. Thus compared to flooding, it decreases the
number of messages, which propagated. Thus the number of redundant messages
in hop t can be shown:

Rtt =
t−2∑
i=1

(dt − 1)i−1 =
(dt − 1)t−1 − 1

d − 2
(12)
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And the total number of redundant messages generated up to hop t is:

TRtt =
t∑

i=2

i−2∑
k=1

(dt − 1)k−1 =
t∑

i=2

(t + 1 − i)(dt − 1)i−2 (13)

The trend of (TRtt) same as (TRtf) is always in ascending order. Therefore, we
can show that:

TR2t < TR3t < TR4f < TR5f . . . (14)

So the total number of redundant messages of teeming becomes θ(t−2) times of
flooding in each hop.

We have examined this fact with sample topology, which is generated by
BRITE (topology generator) [10] for 500 sample peers. Figure 1 represented the
coverage growth rate of messages and the number of redundant messages in each
hop. This observations show that pure flooding is efficient only in low-hops.

(a) (b)

Fig. 1. (a) It represents coverage growth rate of messages in each hop. (b) It represents
number of redundant messages in each hop.

4 QuickFlood Algorithm

The main idea behind the QuickFlood is to retain flooding and teeming merits
and to limit their drawbacks. Our algorithm has two steps: at the first it starts by
flooding for a limited number of hops. Whenever flooding starts to generate high
redundant messages, our algorithm switches from flooding to teeming. Thus, it
is important to find the optimum threshold for switch from flooding to teeming.

Figure 2 (a) illustrate the first step of QuickFlood (Flooding tf hops), (b)
illustrate the second step of QuickFlood (teeming algorithm tt hops).

The important contribution of this work is to find the optimum threshold for
switches from flooding to the teeming algorithm.
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Fig. 2. (a) Illustrate the first step of QuickFlood algorithm. It starts from node
nq, with flooding algorithm after f hops it reaches to set of nodes such as
{n1f , n2f , n3f , . . . , n10f}. (b) Illustrate the second step of QuickFlood (teeming al-
gorithm with e.g. ∅ = 50%) for sample node (eg. n1f ).

4.1 Comparison Trends of Coverage Growth Rate and Redundant
Messages in Flooding and Teeming

We defined the critical value (CRtx) for x algorithm in hop t as:

CRtx =
TRtx

CGRtx
(15)

As far as CRtx decreases the efficiency of x algorithm in hop t increases. The
critical value for our QuickFlood algorithm is a combination of CRtf (flooding)
and CRtt (teeming).

CRth = CRtf + CRtt (16)

Thus, by substituting CGRtf = K and TRtf = L into Eq. (16), we have:

CRth =
L

K
+

L

K
θ(t−3) =

L

K
(1 + θ(t−3)) (17)

Hence, as far as θ is less than one the value of L
K θ(t−3) is not less than L

K
for t = 1, 2, and 3. Thus it is not rational to use teeming algorithm in hops
1, 2, and 3 in this combination. But for t >= 4 the value of L

K θ(t−3) started
to decrease compared to L

K , the rate of decrease depend to value of θ. So the
optimum threshold for switching from flooding to teeming is when t = 4. Thus
the best combination for QuickFlood is, to use flooding algorithm in the first
three hops, and teeming algorithm in the rest of hops.
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5 Performance Evaluation

The goal of our evaluation is to study the performance of QuickFlood compared
with flooding, ERS, blocking expanding ring search (BERS), and teeming algo-
rithms. Our algorithm is implemented in two steps. In the first step, it performed
M hops with flooding algorithm, and in the second step, it continues N hops with
the teeming algorithm by fixed probability of θ. Hence, there is an interesting
question which must be investigated by (M , N , and θ) arrangement.

– What is the effect of increasing or decreasing M , N , and θ in the performance
of QuickFlood?

5.1 Performance Metrics

The following metrics evaluated by our simulation experiments:

1. Queries success rate
2. Number of redundant messages

The queries success rate is used to measure the user perceived query quality
(searching algorithm), i.e., how likely the a query can be solved [11]? As far as
the success rate increases, the traffic of peer-to-peer network decrease, and it
makes the load of network balance.

The number of redundant messages is used to measured search algorithm
quality. The main characteristic of the search algorithm is to generate minimum
overhead. The overhead of a search algorithm can be quantified by the number
of redundant messages.

5.2 Network Topology and Simulation

To perform this evaluation, we used Gnutella’s topology collected during the first
six month of 2001, which was provided by Clip 2 Distributed Search Solution
[12]. The name of this topology is T1, and it consists of 42822 nodes. The average
degree of T1 is 3.4 and the average 2-hop neighbor’s peer is 34.1. We used this
connectivity graph to simulate the behavior of our algorithm with predefine
algorithms such as flooding, teeming, ERS, and BERS.

We set the replication ratio 0.00125, since there are more than 40,000 nodes.
The resources were copied uniformly in 50 nodes. Each search was for one result.
Simulation was performed 50 times for 40 different nodes.

5.3 The Effect of Increasing Hops in First Step of QuickFlood with
Fixed Probability

Figures 3 and 5 show the performance of flooding, ERS, BERS, teeming, and
QuickFlood with the different arrangements of M (e.g. M = 2, 3, 4) and fix
θ = 30%.

Figure 3 shows that the success rate of flooding, ERS, BERS, teeming 30 and
QuickFlood with different arrangements of M and fixed probability (θ = 30%).
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Fig. 3. It compared the average of success rate in flooding, ERS, BERS, teeming 30,
and QuickFlood with different arrangements of M and θ = 30% for 2000 nodes

It presented flooding has the lowest and QF 3 30 has the highest success rate of
all. It shows QF 3 30 has more than 3.35 times the success rate, when compared
to flooding. Our simulation proved that QuickFlood with different arrangements
of M and fixed probability (θ = 30%) always gained the better quality of search
compared to other algorithms.

Fig. 4. It represented the success rate of different arrangements of QuickFlood and
teeming

Figure 4 represent the performance of QuickFlood and teeming with different
arrangements. It shows that the success rate of QF 3 30 is the highest value
compared to other arrangements of QuickFlood and teeming.

In Figure 5 we compared the average number of redundant messages for flood-
ing, ERS, BERS, teeming 30, and QuickFlood with different arrangements of M
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Fig. 5. It compared the average number of redundant messages in flooding, ERS,
BERS, teeming 30, and QuickFlood with different arrangements of M and θ = 30%
for 2000 nodes

Fig. 6. It represented the redundant messages of different arrangements of QuickFlood
and teeming

and fixed probability (θ = 30%). It shows that flooding has the highest and
QF 3 30 has the lowest redundant messages. It presented that QF 3 30 reduces
about 90% of redundant messages, whiles ERS reduces about 60%. Figure 5
shows all QuickFlood algorithm had low redundant messages compared to flood-
ing, ERS, and BERS. Figure 6 compared different arrangement of QuickFlood
and teeming. It shows QuickFlood with 3 hops flooding and rest teeming has
almost the minimum redundant messages.

According to the above performance metrics, the QuickFlood search algorithm
receives more efficient than flooding, ERS, BERS, and teeming. It reduces many
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redundant messages and traffic load whiles increases success rate and search
quality. The best threshold for switching from flooding to QuickFlood base on
our analytical result (17) is M = 3 ( at hop = 4 ), because within low-hops of
flooding it gain more coverage growth rates and low redundant messages.

6 Conclusion

Flooding is a fundamental searching algorithm its overhead imposed on the un-
derlying infrastructure is large and threaten the scalability of distributed sys-
tems. To address this, we proposed a new searching algorithm called QuickFlood,
which combines flooding with the teeming algorithm. It effectively combines the
advantage of flooding, and teeming. QuickFlood received more coverage and low
redundant messages from flooding within low-hops, and less overhead within
high-hops from teeming. We derive the analytical results for best threshold point
to switch from flooding to teeming, which is validated through simulation. Our
QuickFlood, represented by its (M = 3 and θ = 30% ) arrangement, provides
a simple procedure to control flooding in the cost-effective way upon existing
overly. Simulation experiments show that QuickFlood can reduce up to 90 per-
cent of redundant messages and increase up to 3 times success rates of search.
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Abstract. Modifying irregular routing algorithms which are based on fault-
tolerant algorithms, they can be utilized by irregular networks. These 
algorithms in general use several virtual channels to pass faults. In this paper, a 
new wormhole-switched routing algorithm for irregular 2-dimensional (2-D) 
mesh interconnection Network-on-Chip is evaluated, where not only no virtual 
channel is used for routing but also no virtual channel is used to pass oversized 
nodes (ONs). We also improve message passing parameters of ONs as well as 
comparing simulation results of our algorithm and several state of art 
algorithms. Simulation results show that our proposed algorithm, i-xy 
(improved/irregular-xy), has a higher saturation point in comparison with 
extended-xy and OAPR algorithms. Furthermore, it has less blocked messages 
and higher routed/switched messages in the network. Moreover, the network 
uses i-xy has higher utilization compared to other networks which uses e-xy and 
OAPR from 35 percent to 100 percent, for the irregular 2-D mesh NoC. 

Keywords: Network-on-Chip, performance, wormhole switching, irregular 2-D 
mesh, routing, utilization. 

1   Introduction 

As technology scales, Systems-on-Chips (SoCs) are becoming increasingly complex 
and heterogeneous. One of the most important key issues that characterize such SoCs 
is the seamless mixing of numerous Intellectual Property (IP) cores performing 
different functions and operating at different clock frequencies. In just the last few 
years, Network-on-Chip (NoC) has emerged as a leading paradigm for the synthesis 
of multi-core SoCs [1]. The routing algorithm used in the interconnection 
communication NoC is the most crucial aspect that distinguishes various proposed 
NoC architectures [2], [3]. However, the use of VCs introduces some overhead in 
terms of both additional resources and mechanisms for their management [4]. 

Each IP core has two segments to operate in communication and computation 
modes separately [5]. On-chip packet switched interconnection architectures, called as 
NoCs, have been proposed as a solution for the communication challenges in these 
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networks [6]. NoCs relate closely to interconnection networks for high-performance 
parallel computers with multiple processors, in which each processor is an individual 
chip. 

A NoC is a group of routers and switches that are connected to each other on a 
point to point short link to provide a communication backbone of the IP cores of a 
SoC. The most common template that proposed for the communication of NoC is a 2-
D mesh network topology where each resource is connected with a router [7]. In these 
networks, source nodes (an IP-Core), generate packets that include headers as well as 
data, then routers transfer them through connected links to destination nodes [8]. 

The wormhole (WH) switching technique proposed by Dally and Seitz [9] has been 
widely used in the interconnections such as [10], [11], [12], [15] and [16]. In the WH 
technique, a packet is divided into a series of fixed-size parts of data, called flits. 
Wormhole routing requires the least buffering (flits instead of packets) and allows 
low-latency communication. To avoid deadlocks among messages, multiple virtual 
channels (VC) are simulated on each physical link [12]. Each unidirectional virtual 
channel is realized by an independently managed pair of message buffers [13]. 

This paper presents a new routing algorithm for irregular mesh networks by base 
that enhances a previously proposed technique. The primary distinction between the 
previous method and the method presented in this paper is passing messages from 
ONs in the network. Simulation results show that utilization of network by e-xy and 
OAPR algorithm is worse than the improved one, i-xy. We have been simulated every 
three algorithms for 5% and 10% of oversized nodes with uniform and hotspot traffic. 
Results for all situations show that our algorithm has higher utilization and can work 
in higher message injection rates, with higher saturation point. 

The rest of the paper is organized as follows. In section 2 some deterministic-based 
routing algorithms are discussed. Then the new i-xy irregular routing algorithm is 
explained followed by Section 3 in which our experimental results are discussed. 
Finally, Section 4 summarizes and concludes the work. 

2   Irregular Routing 

Routing is the act of passing on data from one node to another in a given scheme [11]. 
Currently, most of the proposed algorithms for routing in NoCs are based upon 
deterministic routing algorithms which in the case of oversized nodes, cannot route 
packets. Since adaptive algorithms are very complex for Network-on-Chips, a flexible 
deterministic algorithm is a suitable one [14]. Deterministic routing algorithms 
establish the path as a function of the destination address, always applying the same 
path between every pair of nodes. This routing algorithm is known as dimension-
order routing (x-y routing). This routing algorithm routes packets by crossing 
dimensions in strictly increasing (or decreasing) order, reducing to zero the offset in 
one dimension before routing in the next one [13]. To avoid deadlocks among 
messages, multiple virtual channels (VC) are simulated on each physical channel [12]. 
But in this paper, we use no VCs in proposed algorithm and introduced a deadlock 
and live lock-free irregular routing algorithm. 

Many algorithms have been suggested to operate in faulty conditions without 
deadlock and livelock. We can modify these algorithms to use in irregular 
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interconnection networks. Some of these algorithms like [10], [11], [12], [15] and 
[16] are based on deterministic algorithms. In [15], Wu proposed a deterministic 
algorithm. This proposed algorithm uses odd-even turn model to pass the block faults. 
Also, the algorithm proposed by Lin et al. [16] uses above mentioned method. Since 
our proposed algorithm is similar to these algorithms (uses no virtual channel), in the 
next section, we are going to describe how these deterministic algorithms work and 
how we have improved them. The main idea describes in the rest of this section. 

2.1   Extended-XY Routing Algorithm 

The algorithm presented by Wu [15], extended-xy, uses no VCs by implementing 
odd-even turn model which is discussed in [17]. Such an algorithm is able to pass 
faulty ring and orthogonal faulty blocks. This algorithm consists two phases; in phase 
1, the offset along the x dimension is reduced to zero and, in phase 2, the offset along 
the y dimension is reduced to zero [15]. 

This algorithm has two modes, normal and abnormal mode. The extended-xy 
routing follows the regular x-y routing (and the packet is in a “normal” mode) until 
the packet reaches a boundary node of a faulty block. At that point, the packet is 
routed around the block (and the packet is in an “abnormal” mode) clockwise or 
counterclockwise based on certain rules: Unlike routing in a fault-free routing, the 
fault-tolerant routing protocol has to prepare for “unforeseen” situations: a faulty 
block encountered during the routing process. This is done by three means: 1) the 
packet should reside in an even column when reaching a north or south boundary 
node of the routing block in phase 1. 2) In phase 1, the packet should be routed 
around the west side since, once the packet is east-bound, it cannot be changed to 
west-bound later. 3) The two boundary lines, one even and one odd, offer just enough 
flexibility for the packet to make turns for all situations. 

In phase 2, to route around the routing block, odd columns (even columns) are used 
to perform routing along the y dimension when the packet is east-bound (west-
bound). The packet is routed around the routing block either clockwise or 
counterclockwise in phase 2. Note that during the normal mode of routing the packet 
along the x or y dimension, no 180 degrees turn is allowed. For example, the positive 
x direction cannot be changed to the negative x direction [15]. Additional information 
and introduced algorithm about extended-xy algorithm can be found in [15]. 

2.2   OAPR Routing Algorithm 

The algorithm presented by S.Y. Lin et al. [16], OAPR, described as follows: 
 

1) Avoid routing paths along boundaries of ONs. In the environment of faulty meshes, 
we can only know the information of faulty blocks in real-time. However, the 
locations of ONs are known in advance. Therefore, the OAPR can avoid routing paths 
along boundaries of ONs and reduce the traffic loads around ONs. 
2) Support f-rings and f-chains for placements of ONs. The OAPR solves the 
drawbacks of the e-xy and uses the odd-even turn model to avoid deadlock 
systematically. However, the e-xy cannot support ONs placed at boundaries of 
irregular meshes. In order to solve this problem, the OAPR applies the concepts of 
f-rings and f-chains [12]. With this feature, the OAPR can work correctly if ONs are 
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placed at the boundaries of irregular meshes. Additional information and introduced 
algorithm about extended-xy algorithm can be found in [16]. 

2.3   Improved-XY Routing Algorithm 

This algorithm is based on if-cube2 [10], [11], and similar to extended-xy [15], OAPR 
algorithm [16] and odd-even turn model [17] uses no virtual channel. Like extended-
xy algorithm, able to pass ring blocks of oversized nodes and also chain blocks that 
not considered in extended-xy routing. Moreover, when a network uses OAPR 
algorithm, all ONs vertically overlapping must be aligned on the east edge, but in 
improved-xy this constraint has been removed. Like [11] each message is injected 
into the network as a row message and its direction is set to null until it reaches to the 
column of the destination node. Then it would be changed as a column message to 
reach the destination.  A column message could not change its path as a row message, 
unless it encounters with oversized region. In such a situation, a column message 
could change its direction into clockwise or counter-clockwise. First, each message 
should be checked if it has reached to destination node. Else, if this message is a row 
message and has just reached to the column of destination node, it would be changed 
as a column message. 

For regular meshes, the e-cube provides deadlock-free shortest path routing. At 
each node during the routing of a message, the e-cube specifies the next hop to be 
taken by the message. The message is said to be blocked by an oversized node, if its 
e-cube hop is on an oversized region. The proposed modification uses no virtual 
channels and tolerates multiple oversized blocks. 

To route messages around rings or chains, messages are classified into four types: 
East-to-West (EW), West-to-East (WE), North-to-South (NS), or South-to-North 
(NS). EW and WE messages are known as row messages and NS and SN as column 
messages. A message is labeled as either an EW or WE message when it is generated, 
depending on its destination. Once a message completes its row hops, it becomes a 
NS or a SN message to travel along the column. Thus, row messages can become 
column messages; however, NS and SN messages cannot change their types. 

Next, if a message encountered with an oversized region, the Set-Direction(M) 
procedure would be called to set the direction of the message. The role of this 
procedure is to pass oversized region by setting the direction of message to clockwise 
or counter-clockwise. Again, the direction of the message will be set to null when it 
passed oversized region. While the direction of a message is null, e-cube algorithm 
used to route messages and it can be use odd/even row/columns. Fig. 1 show the using 
of odd and even row and columns when a message is passing an oversized node. 

Using this modification of passing oversized regions, simulations are performed to 
evaluate the performance of the enhanced algorithms in comparison with the 
algorithms proposed in prior work. Simulation results indicate an improvement in the 
utilization and switched/routed messages for different cases of ONs, and different 
traffics. Furthermore, the enhanced approach can handle higher message injection 
rates (i.e., it has a higher saturation rate). In the following of this section, the proposed 
algorithm, Improved-XY(i-xy), and Set-Direction(M) procedures, have been given. 
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Fig. 1. Usage of odd and even row or columns 

Algorithm Improved-XY(i-xy) 

/* the current host of message M is (s1 , s0) and its 
destination is (d1 , d0). */ 
0. If s1 = d1 and s0 = d0, consume M and return. 
1. If M is a row message and s0 = d0 then change its 
type to  NS, if s1 > d1, or 
 SN, if s1 < d1. 
2. If the next e-cube hop is not blocked by an 
oversized node, then set the status of M to normal and 
set the direction of M to null. 
3. Otherwise, set the status of M by Set-Direction(M). 
4. If the direction of M is null, then use its x-y hop,  
5. Otherwise, route M on the oversized node according 
to the specified direction. 

Procedure Set-Direction(M) 

0. If M is a column message and its direction is null, 
then set (l1, l0) = (s1, s0). 
1. If the direction of M ≠ null and the current node is 
an end node then reverse the direction of M and return. 
2. If M is a column message and s0 ≠ l0, then return. 
3. If M is a column message and s1 ≠ l1, s0 = l0, then 
set its direction to null. 
4. If the next e-cube hop of M is not faulty, set its 
direction to null and return. 
5. If direction of M is not null, then return. 
6. If M is a WE message, set its direction to 
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 6.1 clockwise if s1  < d1, or 
 6.2 counter-clockwise if s1 > d1, or 
 6.3 either direction if s1 = d1. 
7. If M is an EW message, set its direction to 
 7.1 clockwise if s1 > d1, or 
 7.2 counter-clockwise if s1 < d1, or 
 7.3 either direction if s1 = d1. 
8. If M is an NS message, set its direction to 
clockwise, if the current node is not located on the 
EAST boundary of 2D meshes, or counter-clockwise, 
otherwise, and set (l1 , l0) = (s1 , s0). 
9. If M is an SN message, set its direction to counter-
clockwise, if the current node is not located on the 
EAST boundary of 2D meshes, or clockwise, otherwise, 
and set (l1 , l0) = (s1 , s0). 

2.4   Deadlock- and Live lock-Freeness 

A WE message can travel from north to south or south to north, if its next e-cube hop 
is an oversized node. A north-to-south (south-to-north) WE message can take south-
to-north (north-to-south) hops only if it encounters an end node and takes an u-turn at 
the end node. No deadlock occurs among EW messages can be assured by similar 
statements. NS messages can travel from north to south but not from south to north; 
there can’t be a deadlock between NS messages waiting in different rows. NS 
messages are designed to get around the oversized components in a counterclockwise 
direction. An NS message can take an u-turn at an end node on the west boundary of 
2-D meshes and change its direction to be clockwise, but can’t take an u-turn at the 
east boundary of 2-D meshes, since no entire row of out-of-order components is 
allowed. Thus, no deadlock can occur between NS messages waiting on the same 
row. No deadlock can occur among SN messages that are assured by similar 
statements. Since the number of oversized nodes and broken links is finite and 
message never visits an oversized node more than once, our routing scheme is also 
live lock-free. 

3   Results and Discussions 

In this section, we describe how we perform the simulation and obtain results from 
simulator. Moreover, we show the improvements of the primitive algorithms by our 
modification. In order to model the interconnection network, an object-oriented 
simulator was developed base on [10], [11]. 

Some parameters we have considered are an average number of switched messages 
(ANSM) and average number of routed messages (ANRM) in each period of time. 
The other examined parameter in this paper is the utilization of the network which is 
using our routing algorithm, i-xy. Utilization illustrates the number of flits in each 
cycle, which passed from one node to another, in any link over bandwidth. Bandwidth 
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is defined as the maximum number of flits could be transferred across the normal 
links in a cycle of the network. We have examined utilization over message injection 
rate (MIR) and average message delay (AMD) over utilization for all sets of cases. 
The last parameter we have considered is the average number of blocked messages 
(ANBM) in the network. Simulation methodology describes in the rest of this section. 

3.1   Simulation Methodology 

A flit-level simulator has been designed. We record average message latencies, 
utilization and some other parameters measured in the network with the time unit 
equal to the transmission time of a single flit, i.e. one clock cycle. Our study is 
performed for different rates: 5%, and 10% of oversized nodes. Our generation 
interval has exponential distribution which leads to Poisson distribution of number of 
generated messages per a specified interval. In our simulation studies, we assume 
message length to be equal to 32 flits and we use an 8 x 8 2-dimensional irregular 
mesh network, and it takes one cycle to transfer a flit on a physical channel. Two 
different traffic patterns are simulated: 

• A) Uniform traffic: The source node sends messages to any other node with equal 
probability. 

• B) Hotspot traffic: Messages are destined to a specific node with a certain 
probability and are otherwise uniformly distributed. 

The number of messages generated for each simulation result, depends on the traffic 
distribution, and is between 1,000,000 to 3,000,000 messages. The simulator has three 
phases: start-up, steady-state, and termination. The start-up phase is used to ensure the 
network is in steady-state before measuring message latency. So, we do not gather the 
statistics for the first 10% of generated messages. All measures are obtained from the 
remaining of messages generated in steady-state phase. Messages generated during 
the termination phase are also not included in the results. The termination phase 
continues until all the messages generated during second phase have been delivered 
[10], [11]. In the rest of this section we study the effect of using predefined odd/even 
row and columns on the performance of i-xy. We perform this analysis under a 
different traffic distribution pattern. It is noted that only parts of simulation results are 
presented in this paper. 

Figures 2, 3, 4, 5, and 6 show the simulation results for two different oversized 
node cases, 5 percent and 10 percent, with uniform and hotspot (p=10%) traffic.  

3.2   Comparison of i-xy, e-xy, and OAPR Routing Algorithms 

Uniform traffic is the most used traffic model in the performance analysis of 
interconnection networks [10], [11]. Fig. 2a, 3a, 4a, 5a, and 6a displays the effect of 
the improvement on the performance of i-xy, e-xy, and OAPR routing algorithms in 
2-D irregular mesh interconnection network for this traffic pattern. 

In order to generate hotspot traffic we used a model proposed in [10]. According to 
this model each node first generates a random number. If it is less than a predefined 
threshold, the message is sent to the hotspot node. Otherwise, it is sent to other nodes 
of the network with a uniform distribution. 
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a)                                                                b) 

Fig. 2. Utilization of i-xy, e-xy, and OAPR routing algorithms for 5% and 10% ONs 
by 32 flits packets a) Uniform traffic b) Hotspot traffic 

As the mesh interconnection network is not a symmetric network, we have 
considered two types of simulation for hotspot traffic in this network. In one group of 
simulations, a corner node is selected as the hotspot node and in the other group; a 
node in the middle of the network is chosen as the hotspot node, and finally averaged. 
Hotspot rate is also considered in our study, namely 10%. Fig. 2b, 3b, 4b, 5b, and 6b 
illustrates the effect of the performance of every three above mentioned routing 
algorithms for hotspot traffic distribution pattern. 

We defined utilization as the major performance metric. For an interconnect 
network, the system designer will specify a utilization requirement. Fig. 2a and 2b 
shows the utilization over the message injection rate for two cases of oversized nodes 
with two different traffic patterns, uniform and hotspot traffic, on 8 x 8 irregular 2-
dimensional mesh Network-on-Chip. As we can see, the network which uses 
extended-xy and OAPR algorithm is saturated with low MIR while the improved-xy 
algorithm has a higher saturation point. As an example in 10% case of extended-xy, 
the utilization for 0.0033 MIR is lower 16.67% and for OAPR is 25%, yet the other 
algorithm, improved-xy, works normally even for 0.0067 MIR with 33.8% utilization 
at 100% traffic load (fig. 2a). In fact our irregular routing algorithm has higher 
utilization. Additionally, improvement can be found in other traffic pattern. 

 
a)                                                                b) 

Fig. 3. Performance of i-xy, e-xy, and OAPR routing algorithms for 5% and 10% ONs by 32 
flits packets a) Uniform traffic b) Hotspot traffic 
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a)                                                                b) 

Fig. 4. Average number of blocked messages (ANBM) of i-xy, e-xy, and OAPR routing 
algorithms for 5% and 10% ONs by 32 flits packets a) Uniform traffic b) Hotspot traffic 

The most important comparison we have done between these three algorithms is 
the rate of average message delay over utilization. Comparative performance across 
different cases in fig. 3a and fig. 3b is specific to the several oversized node sets used. 
For each case, we have simulated previous sets up to 100% traffic load. 

As an example, we consider the amount of average message delay for both 
algorithms with 16% utilization in 5% mode in uniform traffic (fig. 3a). At this point, 
the network which uses e-xy has more than 183 AMD at 100% traffic load and the 
network uses OAPR has more than 38 AMD, while the other network using i-xy, has 
less than 24 AMD, and it has not been saturated. Comparing the utilization of these 
algorithms for 100% traffic load, it is obvious the network using i-xy has 32.5% 
utilization, whereas the OAPR has 27.86% and the other one has just 16.67% 
utilization. We have improved utilization of network more than 16% by our proposed 
algorithm at 100% traffic load compared to OAPR for this case, and about twice for 
extended-xy. Other case is also considerable. 

The next parameter we have examined is the average number of blocked messages 
(ANBM) in each cycle which illustrates average number of blocked messages in the  
network because no buffer is available to pass to the next node. If nodes of a 
communication system have more free buffers, messages may deliver simply across 
the interconnection network. 

As it is shown in fig. 4a and 4b a fraction of delays which messages are 
encountered by, is the delay of waiting for an empty buffer for the next hop. For 
instance, comparing three algorithms in fig. 4b for 10% mode by hotspot traffic in 
0.0025 MIR, it is clear that when a network uses e-xy, over 3.35 messages blocked in 
every cycle and this number for OAPR at this point is more than 0.99 messages, but 
by using i-xy algorithm, less that 0.55 messages blocked in every cycle. This 
condition is repeated for the other case shown in fig. 4a for uniform traffic which is 
substantial. 
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a)                                                                b) 

Fig. 5. Average number of switched messages (ANSM) of i-xy, e-xy, and OAPR routing 
algorithms for 5% and 10% ONs by 32 flits packets a) Uniform traffic b) Hotspot traffic 

Fig. 5 shows the average number of switched messages (ANSM) in each cycle over 
the message injection rate (MIR) for all cases. It is clear; the network uses i-xy 
algorithm has minor improvement at 100% traffic load compared to the other two 
above mentioned algorithms. As an example in fig. 5a in 10% mode of extended-xy 
and OAPR, the ANSM at saturation point is about 36.5, yet ANSM for the other 
algorithm, improved-xy is more than 37. In fact our irregular routing algorithm has 
similar behavior for this parameter. But, this parameter for hotspot traffic distribution 
has better condition. 

The last parameter we consider is the average number of routed messages (ANRM) 
in each cycle. As it is shown in fig. 6a and fig. 6b, the ANRM for improved-xy has 
higher in comparison to extended-xy and OAPR algorithms. For instance, in fig. 6b in 
hotspot traffic by 5% mode of extended-xy, the ANRM for 0.003 MIR is 1.12 
messages and the network saturated at 0.0055. The network uses OAPR algorithm (at 
saturation point) has 2.05 ANRM, but this number for improved-xy algorithm is more 
than 2.37 in 0.007 MIR at saturation point. Also, enhancement can be found by using 
uniform traffic in fig. 6a. 

 
a)                                                                b) 

Fig. 6. Average number of routed messages (ANRM) of i-xy, e-xy, and OAPR routing 
algorithms for 5% and 10% ONs by 32 flits packets a) Uniform traffic b) Hotspot traffic 
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4   Conclusion 

Designing a deadlock-free routing algorithm that can tolerate unlimited number of 
oversized nodes is not an easy job. Oversized blocks are expanded, by disabling good 
nodes, to be rectangular shapes in existing literature to facilitate the designing of 
deadlock-free routing algorithms for 2-D irregular mesh networks. The simulation 
results show the improvement of network utilization (from 35% to 100%), which are 
needed to work with rectangular oversized nodes, can be recovered if the number of 
original oversized nodes is less than 10% of the total network. 

We have been simulated every three algorithms for the same message injection 
rates, oversized node situations, message lengths, network size, and the percentage of 
oversized nodes and in many cases our studies have better results in comparison with 
the other two algorithms. 

We also showed that in various traffics and different number of oversized nodes, 
these oversized blocks can be handled. The deterministic algorithm is enhanced from 
the non-adaptive counterpart by utilizing the way of passing oversized nodes by the 
proposed algorithm when a message is blocked. The method we used for enhancing 
the extended-xy and OAPR algorithms is simple, easy and its principle is similar to 
the previous algorithm, if-cube2. Moreover, ANBM and ANRM are improved by our 
proposed algorithm. In conclusion improved-xy has better performance compared to 
extended-xy and OAPR and is feasible for Network-on-Chip. 
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Abstract. Distributed computing ecosystems’ collaboration and mass 
integration between partners require extensive digital identities processing in 
order to better respond to services’ consumers. Such processing is increasingly 
implies loss of user’s control over identity, security risks and threads to privacy. 
Digital identity is represented by a set of linked and disparate documents 
distributed over computing ecosystems’ domains. We suggest an innovative 
approach based on metadata management, which would make digital identity 
documents less visible, foster trusted partnership, and therefore encourage 
trusted collaboration among networked computing ecosystems. Furthermore, an 
XRD-based implementation of digital identity document metadata is provided 
and explained.  

Keywords: Less visible identity, metadata documents management, trusted 
partnership, XRD, identity-based collaboration. 

1   From PC to Computing Ecosystems  

We still teach our children in schools that PC stands for and means Personal 
Computer. The “Personal” and “Computer” concepts are evolving. Personal is 
becoming more personal than before through the use of personal small devices such 
as PDA, notebooks, and mobile terminals [1]. We could refer to “Personal-case” or 
“Possessive” for the word “P” but the “C” is radically changing from computer into 
“Computing-ecosystems”. Currently, individuals and organizations are increasingly 
surrounded by a landscape of not just computers but also embedded sensors, 
Software-as-a-Service, cloud-hosted applications, m-business services, smart phones, 
PDAs, entertainment centers, digital cameras and video recorders, Webcams, 
computers, e-mail, GPS tracking systems, Mashups, mobile storage units, networks, 
ubiquitous devices, and so on. Networked computing ecosystems need trusted intra- 
and inter-ecosystems collaboration capabilities in order to provide and consume 
services, and to demonstrate their raison d’être. 

Individuals and organizations activities are increasingly planned and performed 
through the use of collaborating networked computing ecosystems. The 
“everydayness of the digital” expression [2] is used to refer that the foundation 
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today’s society is constructed upon daily participations through, or tasks’ delegations 
to networked computing ecosystems. Today’s young generation, or “Digital Natives” 
[3], study, work, write, and interact with each other through notebooks. They read 
blogs rather than newspapers and meet each other online before they meet in person. 
They get their music online, often for free or illegally, rather than buying it in record 
stores. They’re more likely to send an instant message (IM) than to pick up the 
telephone to arrange a date. They are constantly connected and they have plenty of 
friends both in real space and in the virtual worlds. They are frequently editing a 
profile on MySpace, making encyclopedia entries on Wikipedia, converting a movie 
format, and downloading a file from P2P file sharing networks. At the organizational 
level, computing ecosystems are collaborating to allow the achievement of a full 
coordination and mass integration between partners. The advent of standards is easing 
the extension of organizations by lowering the barriers to connecting disparate 
business applications both within and across organizational boundaries [3, 4].  

Collaboration requires extensive data processing, which increasingly implies loss 
of user control over identity and threads to security and privacy. The latter risks could 
be identified and associated at the individual and organizational levels but in this 
article we focus only at the individual level. Web users are increasingly leaving trails 
on the net and most online service providers memorize, access, and exploit ‘Web of 
trails’ for their own commercial benefits. Ziki.com offers advertising services through 
Google ads based on the user’s profile. As a consequence, users are losing control 
over their personal information that could compromise online security, privacy and 
trust [1, 5-7]. One hundred million worldwide Facebook users are threatened by 
identity theft, cyber-stalking and cyber-bullying, and digital espionage as a 
repercussion of Facebook hack case [8], in which personal details have been collated 
and published on file-sharing service. Fraud is rising rapidly because not only people 
are posting personal facts on the Web but government agencies are steadily making 
databases available online. The databases may include birth, marriage and death 
certificates, credit histories, voter registrations and property deeds [9]. Among others, 
security, identity theft, incorrect computer records, credit rating destruction privacy, 
online purchasing and banking, loss of identity, misuse of personal identity, phishing, 
identity cards, and behavioral monitoring and tracking are current concerns. Security 
and a loss of control are the current major concerns [10].  

Many tools, such as search engines, have been created to turn the Web into more 
visible and accessible platform but today users are requesting tools and features to 
provide the right identity in the each context and have control over identity, 
particularly making identity less visible. People feel concerned and worried about 
security and/or privacy, but making identity less visible within networked computing 
ecosystems would establish trust and foster collaboration. “Elements of security in 
computing begin with identity” [11]. For instance, EBay community of trust lays on 
users’ reputations and Google Web history tool provides more users’ control over 
identity. In this article, we aim to provide a path, several clues, and an implementation 
towards responding to the vision: how to make digital identity less visible and reduce 
user’s loss of control over it? This would foster trusted partnership and collaboration 
across networked computing ecosystems.  

The article is organized and structured as follows. We introduce the need of 
collaboration between networked computing ecosystems and associated risks. In the 
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second section, we present a literature review about definitions, basic concepts and 
foundations of identity and digital identity. In the third section, we detail loss of 
control over digital identity as a consequence of its persistence in the context of 
collaboration. In addition, we explain that making digital identity less visible would 
reduce such risks. In the fourth section, we highlight added-value, benefits of and 
possibilities offered by metadata management. We describe our approach that is based 
on digital identity document metadata in order to contribute making digital identity 
less visible and give user more control over it. In the fifth section, we propose and 
explain an XRD-based metadata implementation of digital identity document. Finally, 
we conclude in the sixth section.      

2   Identity and Digital Identity: Core Concepts 

The notion of identity is evolving over time. Several decades ago, human identity was 
defined by geography, community, and family relationships. If an individual was born 
into a well-known and rich family or in a poor remote community, he or she would 
remain and would typically not be able to change their life pattern or economic status 
over time. One’s geophysical space and one’s place in society were inextricably 
linked and the declaration of an individual’s name, sometimes accompanied by the 
name of their city or village, was sufficient to prove his identity. Today, individuals 
are having greater choice for participation in different social circles, and more 
possibilities and freedom of social and economic mobility. In addition, the notion of 
identity has been extended not only to humans, but animals, machines, organizations, 
devices, and other objects or resources. We employ the term ‘subject’ to refer to an 
individual or a machine to which an individual has delegated a task [12]. 

2.1   Digital Identity Definition  

A number of definitions of digital identity have been suggested in the literature. 
Digitalization is allowing several digital representation of reality, including that of 
identity. The author [6] calls multiple identities or ‘personas’ that the subject holds as 
digital identity ‘perspectives’ or ‘views’, which represent different perspectives on 
who is the subject is and what attributes he processes. They represent also a set of 
attributes that other entities have and can access to. For instance, a bank sees account 
attributes and a physician in a hospital sees health record attributes. Digital identity is 
seen as an intersection of identity and technology in the digital age [5, 6, 13]. More 
specifically, it represents the data that uniquely describes a person and the data about 
the person’s relationships to other entities. For instance, a car title contains an 
identification number that uniquely identifies a car to which it belongs and other 
attributes such as year, model, color and power. The title contains also relationships 
such as the set of car owners from the time it was made [6]. In OECD  report [14] 
digital identity is defined as ‘a thing or an artifact that refers to a person’. Adam’s 
speech and Adam’s ID card are two claims of the same person. With the emergence 
of social networks within participative Web, the author [15] highlights the social side 
of identity and points out that digital identity is a digital representation of an 
individual or a machine that presents across all the digital social networks and spaces, 
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such as avatar, profile or pseudo. The lexicon [16] defines digital identity as “a 
representation of a set of claims made by one party about itself or another data 
subject”.   

2.2   Digital Identity Perceptions and Challenges   

Digital identity is perceive differently and faces multiple challenges: a) more people 
are becoming digital native and their perception of identity reflects the current reality. 
Digital Natives, who were born after 1980 and have skills to use networked digital 
technologies, live much of their lives online and they don’t distinguish between online 
and offline. Instead of thinking of their digital identity and their real-space identity as 
separate things, they are maintained simultaneously and closely linked to one another. 
The multiple representations of themselves identities inform the overall identity; b) 
new paradox that faces identity in the digital world. Digital identity becomes, in 
parallel, more dynamic and more persistent. A person living in a remote village 
during the agrarian age could change many aspects of his personal identity as he 
wished such as choosing different clothes, expressing himself in a new way, and 
developing new habits and interests. He has not been able to control her social 
identity completely because family’s status and gossip among neighbors could affect 
it. The person could change parts of social identity by associating with different 
people and adjusting social relationships but fellow villagers might still recall earlier 
versions of it. If he wanted to change or abandon aspects of social identity quickly, he 
can go beyond the small community where he grew up. Moving to a nearby village, 
there would likely still be some people who knew him, or knew of him through others 
and tell stories about him. In the agrarian age, it was possible for the person to 
completely abandon old social identity and cut off friends and family for good, if he 
were willing to travel far enough another city whose inhabitants had little 
communication with the residents of the town in which he had previously lived. The 
advent of Internet and digital technologies added new degrees of permanence to 
identity. He would not able to change his identity in a complete fashion. A photo of 
him, with a Photoshop-designed tattoo on his arm, posted in a blog could mark his 
identity in a persistent way; c) internet does not affect identity. A personal identity 
today is not that different from what it would have been in the past thus, the digital 
environment is simply an extension of the physical world. However, in the digital age, 
social identity may be slightly different from what it would have been in previous 
ages. Social identity may be shaped by associations that are visible to onlookers at 
any moment, such as connections in social networks or blogrolls in blogs; and d) 
identity and digital identity are referential and partial. They are referential because 
claims must refer to a person; and partial because partial identity refers to a subset of 
identity information sufficient to identify a person at different moments in time such 
as nyms, masks or aliases. In either real or digital worlds, a person has multiple 
identities and partiality is an integrated part of the identity [3, 14, 17, 18]. We 
consider the use of plural, digital identities, when referring to digital identity of 
several people. In addition, we align with the distinction, made by [3], between digital 
identity and digital dossier. Considered as a subset of the digital dossier, digital 
identity is composed of all attributes that have been disclosed to third parties, whether 
it is by the choice or not. The digital dossier comprises all the personally identifying 
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information associated with a person, whether that information is accessible or not, 
and whether it is disclosed to third parties or not. A person’s MySpace profile set 
visible to anyone is part of both digital identity and digital dossier. The medical 
record held by a doctor is a part of the dossier, but not part of identity because only 
limited number of people can access it, such as patient, doctor, insurance company 
and pharmacist.    

3   Digital Identity Persistence and Loss of Control 

Digital identity infrastructure becomes one of the major needs for networked 
computing ecosystems’ collaboration. Building digital identity infrastructure 
empowers a community of trust. At the corporate level, identity infrastructure should 
provide security so that interactions with customers, partners, employees, and 
suppliers become are more flexible and richer. The business should not be limited to 
just transactions, but about relationships with customers, employees, suppliers, and 
partners and digital identity tends to change this relationship from one-way to a more 
customized one [6, 11, 15].  

Internet users are increasingly losing control over digital identity. They are leaving 
online trails when browsing the Web and disclosing more personal information, on 
which many service providers depend. Digital identities are considered as a row 
material for social-networking sites. Spock.com is offering people search engine 
services that would help to find people on the web and more specifically people who 
have profiles on social networks Live Spaces, Friendster, Hi5, MySpace, and 
Wikipedia. Spock’s mission is to aggregate the world’s people information and make 
it searchable. It is devoted to finding, indexing and profiling people on the Internet. 
Moreover, Spock provides to people tagging capabilities that could compromising 
reputations on the internet. Digital identities and user profiles allow to individuals 
accessing online services and for this reason they become valuable assets. Personal 
information can be found on websites and in publicly accessible databases. There is 
more than enough information for an unscrupulous criminal to take over people 
identity. Companies are using systems that analyze public records such as city’s 
registry, credit files and the register of births, deaths and marriages to build a 
complete picture of a user online digital footprint. The systems can also analyze the 
content of social networks to build up a picture of the user relationship to other 
people. Companies are using applications of semantic tools, designed to bring 
meaning to large amounts of data [19].    

Maintaining control over digital identity fosters collaboration within networked 
computing ecosystems. “This tension between individuals’ interest in protecting their 
privacy and companies’ interest in exploiting personal information could be resolved 
by giving people more control. They could be given the right to see and correct the 
information about them that an organization holds, and to be told how it was used and 
with whom it was shared” [20]. In his book [21], the author points out disclosing and 
processing personal information through computing ecosystems will be unforgettable 
like an etched tattoo. He is questioning: “should everyone who self-discloses 
information lose control over that information forever, and have no say about whether 
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and when the Internet forgets this information? Do we want a future that is forever 
unforgiving because it is un-forgetting?” He argues that making identity information 
less visible, or giving “the right to be let alone” [22], is an efficient way to provide 
user’s control over identity and revive the forgetting in un-forgetting ecosystems. In 
his book [2], the author explains the need differently. He argues that the word “trash” 
implies the remnants of something used but later discarded. It always contains traces 
and signatures of use such as monthly bills, receipts, personal papers, cellophane 
wrapping, price tags, and spoiled food. He stresses that future avant-garde practices 
will be those of trash and nonexistence, which is how does one develop techniques 
and technologies to make somebody unaccounted for? He illustrates with the example 
of laser pointer that can blind a surveillance camera when the beam is directed at the 
lens and as a consequence, the individual is not hiding but simply nonexistent to that 
node. In the next section, we present an approach based on the use of metadata to 
make digital identity less visible and therefore gives the subject more control over it.  

4   Digital Identity Document and Metadata  

4.1   Common Use of Metadata  

Metadata, information about information, called also “hidden data” [23] are being 
democratized and used for various purposes. From antiquity metadata have been 
created to codify knowledge and classify library materials in the goal to be more 
accessible. The library classification system in Chinese imperial library is a shining 
example of metadata usage. As information become more abundant, the main problem 
is no longer finding it but accessing it easily and quickly. Today, by aiming to 
organize the world’s information, Google is adding metadata e.g. indexes and 
PageRank scores when crawling and indexing Web pages. With the advent of Web 
2.0, Web users tag web sites, documents, photos and videos helping to label 
unstructured information so it can be easily found through folkminds such as 
Delicious URL[24], Diigo URL[25], and Technorati URL[26]. Metadata is becoming 
a lucrative business opportunity since many companies and consumers are taking 
advantage of Amazon’s popularity stars, bar codes and RFID labels. Photos uploaded 
to the website Flickr contain metadata such as when and often where they were taken, 
as well as the camera model, which could be useful for future buyers [7, 23].  

4.2   Motivations of Metadata Adoption  

Many motivations and reasons encouraged us to choose metadata as a mean to reduce 
digital identity loss of control: a) metadata are easy to produce become increasingly 
available. Ubiquitous and digital technologies are increasingly producing metadata 
and this will probably fuel the development of metadata management capabilities; b) 
digital identity document would provide a tracking and responsibility assign 
capabilities. Word processing and Adobe reader/writer manage metadata related to 
document updates tracking such as deleted passages, revision numbers and comments. 
This would help to know what is, when and who added, updated, and deleted digital 
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identity attributes; and c) metadata usage is a common practice, particularly in Web 
programming. Web developers and search engine optimization experts are enriching 
the <meta> tag in the head of Web sites. 

4.3   DigIdDoc and MetaEngine 

Networked ecosystems collaboration requires processing and exchange of digital 
identity attributes. Since digital identity is evolving over time, making less visible old 
or infrequent used one would contribute providing more control to subjects behind 
computing ecosystems over their identity and encourage networked digital 
ecosystems community of trust. We consider digital identity as a document 
(DigIdDoc) comprising attributes’ values, a photo, shopping details, etc. because most 
IDs are given in form of document such as driver’s license and Facebook profile. We 
call a duplicated DigIdDoc is an updated DigIdDoc identity in which attributes’ 
values have changed.   

In opposition to the common metadata usage to make digital identity documents 
more accessible, visible and organized such as casino’s data fusion algorithms [23] 
and Microsoft’s MyLifeBits research project [1], we propose to use digital identity 
metadata (DigIdMeta) toward making persistent digital identity less visible. Figure 1 
shows four ecosystems in order to represent multiple distributed computing 
ecosystems. Behind each eclipse a subject. Links between ecosystems represent an 
active and constant need of collaboration across different computing ecosystems, such 
as operations of digital identity aggregation and profiling or a persistent link between 
two DigIdDocs residing in different ecosystems. Ecosystem 3 is isolated and is not 
liked to reflect a reality of a person who has a limited set of DigIdDocs. Such as a 
person who is not using computing ecosystems or striving to conduct anonymous 
activities. Documents residing inside the eclipses represent DigIdMeta documents 
attached to DigIdDocs, which are not represented in the figure. At the intra-ecosystem 
level, the composite DigIdMeta documents could be either linked to each other’s or a 
sub-set of them are linked. The DigIdMeta link could represent the use of the same 
subject’s account to access two or more services such as Google mail and YouTube.  

Brain’s forgetting mechanism is inspiring research on making digital identity less 
visible. Researchers are closely studying how the brain forgets information that is 
stored in long-term memory. Some think that when we forget means that we have lost 
the link to that information like Web pages URLs. Others reckon and suggest that our 
brain constantly reconfigures our memory and they say that what we remember is 
based, at least in part, on our present preferences and needs. Empirical research seems 
to support the second ideas [21]. Both ideas inspired us to consider adopting an 
engine that will provide DigIdDoc search, synchronizing, and refresh capabilities. The 
engine functions could remind a rubber bulb of blood pressure sphygmomanometer. 
Instead of pushing/pulling air, it will pull DigIdMeta documents from multiple data 
sources and push them to computing ecosystem’s requester. As a result, the latter 
would receive a specific number of DigIdDocs ordered on a priority basis like any 
keyword search engine result.  
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Fig. 1. DigIdMeta and MetaEngine Tool  

The DigIdDoc priority order is calculated based on the weight_score, which is an 
output of the function, that combines two other scores: grain_score and 
distance_score, as follows.  

 
Function WeightScore (input grain_score, distance_score): 
output weight_score. 

 

Whenever a computing ecosystem requests a subject’s digital identity, MetaEngine 
will collect all DigIdMeta associated with subject’s DigIdDocs and push them into a 
virtual view. This is similar to data aggregation conducted via virtual directory in 
which collected data are maintained within non physical settings and the virtual view 
disappears whenever the operation is no longer needed. The collected DigIdMeta are 
shown inside the discontinuing-line shape. Besides, MetaEngine tool will calculate 
the grain score for each DigIdDoc, write it in its DigIdMeta and elect the one that has 
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the highest score to be the parent, or top-level, document, a shadowed one in figure 2. 
The parent DigIdMeta will be located in the center and surrounded by other child 
DigIdMeta. This is like a fact table in a data warehouse’s star data schema, which is 
surrounded by dimension tables. Moreover, the MetaEngine tool will include all the 
links to the surrounded children in the parent’s DigIdMeta and the distance score of 
each link in the child’s DigIdMeta. MetaEngine invokes the function WeightScore to 
calculate the weight_scores and writes each weight_score in its associated child 
DigIdMeta. The parent DigIdMeta has neither a distance score nor a weight. It has the 
highest grain_score and the associated DigIdDoc will appear in the top of the search 
ordered list like a search engine result. Each of the following DigIdDocs on the list 
will be ordered on the basis of how high the weight_score. The distance_score would 
empower the “forgetting” capabilities. MetaEngine tool would make a specific 
number of DigIdDocs, which have higher distance_scores, easy to access comparing 
to the ones that have a lower distance_scores. The latter should be hard to retrieve and 
to be accessed. For instance, low distance_score will be on the bottom of search result 
list, the disclosing decision is followed by the subject’s communication of his 
consent, or the ecosystem should request many times in order to access distant 
DigIdDocs. MetaEngine tool conducts the refresh operation on on-demand basis, 
whenever the requester asks for DigIdDocs. It aggregates DigIdMeta, synchronizes 
the duplicates, recalculates the scores, and reorganizes the links. In the following 
subsections, we present few parameters that could be used to calculate GrainScore 
and DistanceScore. We do not intend in this article to provide functions’ parameters 
but we present few clouts that could have a direct or indirect impact on the scores. 
Work in this area is still in progress and will be subject to further publications. 

4.4   Function GrainScore (Input x1, x2… xn): Output Grain_Score 

The central DigIdDoc is the document that has the highest relevance score. The 
grain_score is to be calculated on the basis of a set of parameters such as activity and 
popularity rates. Activity rate represent how actively the subject is using the digital 
identity document. For instance, the subject could be using frequently the Gmail 
profile/account more than the Yahoo one, thus the activity rate of the latter is lower 
than Gmail profile. Popularity rate represents how others perceive subject’s identity 
such as a number of user’s tags, a number of users’ generated bookmarks on a 
subject’s web page, a number of comments in personal blogs, and a number of 
blogroll links that point the subject’s blog. 

4.5   Function DistanceScore (Input y1, y2… yn): Output Distance_Score 

Distance_score is calculated based on multiple criteria. For instance, DigIdDoc 
expiration date [21] that could be set by the subject, by computing ecosystem’s 
service provider, or dictated by law. In addition, we can consider forgetting 
probability and elapsed time from DigIdDoc creation date. As much the 
distance_score is higher as far is the child DigIdMeta from the parent one.  
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5   DigIdMeta: XRD Implementation to Support MetaEngine 

We present, below, an overview of the XRD document structure and an 
implementation of DigIdMeta document.  

5.1   eXtended Resource Description (XRD) Document  

Recently published as an OASIS standard, XRD is a simple generic format for 
describing resources. XRD documents provide machine-readable information about 
resources for the purpose of promoting interoperability, which is an important need 
for collaboration across systems. The following XML schema fragment defines the 
XML namespaces, location of the normative XML Schema file for an XRD document 
and other header information for the XRD schema [27].   

 
<schema targetNamespace="http://docs.oasis-
open.org/ns/xri/xrd-1.0" 
  xmlns="http://www.w3.org/2001/XMLSchema" 
  xmlns:xrd="http://docs.oasis-open.org/ns/xri/xrd-1.0" 
  xmlns:ds="http://www.w3.org/2000/09/xmldsig#" 
  elementFormDefault="unqualified" 
  attributeFormDefault="unqualified" 
  blockDefault="substitution" 
  version="1.0"> 
 
<import namespace="http://www.w3.org/2000/09/xmldsig#" 
schemaLocation="http://www.w3.org/TR/2002/REC-xmldsig-
core-20020212/xmldsig-core-schema.xsd"/> 
 
<import namespace="http://www.w3.org/XML/1998/namespace" 
        schemaLocation="http://www.w3.org/2001/xml.xsd"/> 
 
<annotation> 
  <documentation> 
     Document identifier: xrd-schema-1.0 
     Location: http://docs.oasis-open.org/xri/xrd/v1.0/ 
  </documentation> 
</annotation> 
… 
</schema> 
 

XRD provides XML format for describing meta-documents. XRD DigIdMeta 
document describes properties of the document itself, as well as the relationships with 
other DigIdMeta documents. XRD DigIdMeta document can be divided into two 
main sections: 1) document header section that includes a description of the XRD 
DigIdMeta document itself, such as document’s expiration date [21], and XML 
namespaces; and 2) resource information section, which is divided into two 
subsections: resource’s description and resource’s associated links. The document’s 
description subsection includes properties and aliases of the DigIdDoc, and the next 
subsection lists links to other DigIdDocs. If a requester’s ecosystem wants to know 
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and learn more about the DigIdDoc, identified by an URI, it retrieves its XRD 
DigIdMeta document. XRD DigIdMeta provides characteristics and attributes 
enclosed between <property> tags; and the relationships to other DigIdDocs and 
available associated services within <links> tags [27, 28].  

 

 
Fig. 2. DigIdDoc and XRD DigIdMeta 

XRD DigIdMeta document is bounded to DigIdDoc through either the unique 
identifier URI or an alias, which is an alternative and human-friendly URI. The 
<Expires> element defines XRD DigIdMeta document life duration, which could be 
set by the developer and/or HTTP protocol. The element <property> describes the 
digital identity document with URI-formatted strings. Finally, XRD DigIdMeta 
document encapsulates links to other DigIdDocs between <link> tags [27, 28].  

5.2   DigIdMeta in XRD Format   

We present above the XRD implementation of resource information section of the 
DigIdMeta document. The value between <subject> tags is the unique identifier of the 
document. Multiple <aliases> could be included to have contextual identifiers and 
avoiding unique and universal identifier, which could harm privacy. Disk location is 
enclosed as a property to know the locations of DigIdDoc and its related DigIdMeta 
document. If the duplicate’s value is set to “Yes” then links to duplicated DigIdDocs 
are to be added. Subject’s DigIdDoc expiration date [21], recipient’s minimum and 
maximum expiration dates,  and/or legally permissible expiration dates could be 
either considered as properties in XRD DigIdMeta or as input variables in 
DistanceScore function. Multiple disclosing dates could be added into the DigIdMeta 
to ensure a tracking of a few least disclosures. Links to DigIdMeta children are 
configured by MetaEngine during pulling/pushing operations. DigIdMeta links could 
add consistency in DigIdDocs search operation and this could be a mean to overcome 
identity resolution issues associated with having many people with the same full-
name. 
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<XRD> 
<Subject>http://www.favorite-social.net/gba</Subject> 
<Alias> http://www.favorite-socialnet.net/ghazi.benayed 
</Alias> 
<Alias> http://www.favorite-socialnet.net/ghazibenayed 
</Alias> 
<Expires>XRD_expiration_date_value</Expires> 
<Property type='http://favorite-
social.net/gba/expDate'>DigIdDoc_expiration_date_value</P
roperty> 
<Property type='http://favorite-
social.net/gba/location'>DigIdDoc_location</Property> 
<Property type='http://favorite-
social.net/gba/duplicate'>Y/N </Property> 
 
// This section is bounded to child’s document  
<Property type='http://favorite-social.net/gba/gs'> 
grain_score_value </Property> 
<Property type='http://favorite-social.net/gba/ds'> 
distance_score_value </Property> 
<Property type='http://favorite-social.net/gba/ws'> 
weight_score_value </Property> 
<Property type='http://favorite-social.net/gba/cd'> 
creation_date</Property> 
 
<Property type='http://favorite-social.net/gba/dd'> 
last_disclosing_date </Property> 
<Property type='http://favorite-social.net/gba/dexpd'> 
discloser_expiration_date </Property> 
<Property type='http://favorite-social.net/gba/minrexpd'> 
min_discloser_expiration_date </Property> 
<Property type='http://favorite-social.net/gba/maxrexpd'> 
max_discloser_expiration_date </Property> 
 
// The Link section is bounded to parent’s document  
<Link rel='update' type='text/html' 
         href='http://favorite-social.net/gba/update'> 

<Title xml:lang='en-us'>Link to Updated DigIdDoc 
</Title> </Link> 
 

<Link rel='duplicate' type='text/html' 
         href='http://favorite-social.net/gba/duplicate'> 

<Title xml:lang='en-us'>Link to Duplicated DigIdDoc 
</Title> </Link> 
 

<Link rel='child1' type='text/html' 
         href='http://favorite-social.net/gba/child1'> 

<Title xml:lang='en-us'>Link to Child1 DigIdDoc 
</Title> </Link> 

… 
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<Link rel='childn' type='text/html' 
         href='http://favorite-social.net/gba/childn'> 

<Title xml:lang='en-us'>Link to Childn DigIdDoc 
</Title> </Link> 
 

</XRD> 

6   Conclusion and Future Work 

Digital identity is partial and referential. Partiality is a consequence of context-
specific nature of identity. A traveler is asked to provide his passport at the counter of 
customs or immigration as a proof of his identity and the same person, being a car 
driver, is asked to show his driving license to a police officer. The context will 
determine which identity is required to be communicated to other computing 
ecosystems in order to move forward collaboration. Digital identity is referential 
because attributes must refer to a subject. We represented partiality through digital 
identity documents distributed in a computing ecosystem. Referentiality is 
represented through the subject that is behind each computing ecosystem. 

Networked ecosystems collaboration requires processing and exchange of digital 
identity attributes. Since digital identity is evolving over time, making less visible old 
or infrequent used one would contribute providing more control to subjects behind 
computing ecosystems over their identity and encourage networked digital 
ecosystems community of trust. Therefore, we described a metadata management-
based mechanism to help making digital identity documents less visible and 
contribute to give the subject more control over digital identity. The metadata 
management engine should have write permissions in all digital identity document 
metadata and data synchronization capabilities in order to establish the virtual view. 
In the near future, we intend to investigate in more details input parameters of 
GrainScore, DistanceScore, and WeightScore functions. Moreover, we’ll study the 
opportunity to extend the star data schema into a snowflake one in the virtual view. 
This data schema could represent more the partiality nature of digital identity. 

However, we believe that technical approach is not enough to make digital identity 
documents less visible, a multidisciplinary and an integrated approach in which we 
take into consideration several other perspectives, e.g. legal, managerial, user-
centricity is needed. Among other perspectives, we notice that besides the drawbacks 
that accompany the information overabundance age, digital identity could be less 
visible and increasingly inaccessible in ocean of data. Isn’t true that a wealth of 
information creates a poverty of attention? An exploration, from this perspective, may 
be worth to consider in the near future.   
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Abstract. Researchers have shown considerable interest in TCP variants and 
their behavior under different traffic conditions by conducting research on 
congestion management of TCP in IP supporting networks. TCP provides a 
trustworthy end-to-end data transfer under changeable wired networks. To 
overcome the problem of unreliability of IP network, TCP is used. Many 
service providers are now moving to MPLS over Inter- net to transfer data, 
preferring it over traditional transferring strategies. Different variants of TCP 
show varying behavior in best effort Internet Protocol networks. This paper 
presents an extensive investigational study of TCP variants under IP and MPLS 
networks by focusing Tahoe, Reno, New Reno, Sack and Vegas under File 
Transfer Protocol (FTP).  

Keywords: MPLS, LDP, LSP, RSVP, FTP. 

1   Introduction  

In transport layer protocol, TCP is the most popular protocol. TCP provides in 
sequence deliverance of data and an unfailing data transmission among 
communicating nodes. One of the strengths of TCP is its high responsiveness 
toward network congestion. TCP is also a defensive protocol as it detects incident 
congestion and in result to that it tries to lessen the impacts of this congestion, 
which will prevent collapse of communication.  

Nowadays' Internet communication is carried to a large extent using TCP, and as a 
result a lot of researchers are concentrating on modeling and understanding it on 
different parameters i.e. time to transmit a file and network consumption. TCP is the 
fastest growing protocol even in future and we are presenting a comparative study of 
diferent TCP variants in MPLS and IP domain. For analytical results of the proposed 
solution; demonstration of the IP and MPLS network is simulated over a limited 
number of nodes. The flow of descriptors to maintain network topology determines 
average delay, throughput, variance of delay, packets sent, packets received, packet 
dropped. Conclusions are drawn on the basis simulation results, while comparisons 
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between them have been elaborated. Organization of rest of the paper is as follows: 
The Section 2 briefly describes the TCP variants. A summary of the work already 
done in the field of TCP variants, IP and MPLS is presented in the third section. 
The Section 4 introduces MPLS network. In section 5, we present the simulation 
result followed by their interpretation. Finally we present the analysis on simulation 
result.  

2   Tcp Varaints  

A brief description of TCP variants is given below. More details of TCP Variants can 
be found in [13]and [14].  
 
− TCP Tahoe: TCP Tahoe has the method to pay compensation for the efficiency 

plunge caused by congestion after packets are dropped. Tahoe is the very first 
variant of TCP that uses three mechanisms to organize the flow and handle 
congestion that is congestion avoidance, slow start, and fast re-transmit [13].  

− TCP Reno: In 1988 by V. Jacobson proposed a variant of TCP that is typical 
implementation of TCP protocol, it includes the congestion control algorithm. 
TCP Reno uses four distinct mechanisms to control the flow and deal with 
congestion three are those used by Tahoe and fourth algorithm is termed additive 
increase multiplicative decrease (AIMD) [13].  

− TCP New Reno: TCP Reno algorithms are efcient in dealing with single packet 
lost in a congestion window. But in case of multiple packets dropped, it will 
retransmit the packet whose duplicate acknowledgment was received leading 
Fast Recovery phase to finish. TCP Reno will re-enter the Fast Recovery phase 
when it comes to know that more packets are dropped. Effectiveness of protocol 
is affected by again and again entering the Fast Recovery as TCP New Reno will 
stay in this phase until all lost packets are retransmitted. New Reno works on the 
mechanism of partial ACK [13].  

− TCP Sack: TCP Tahoe, Reno, and New Reno all acknowledge cumulative 
packets therefore are unable to detect multiple lost packets per round trip time. 
TCP SACK's selective acknowledgements algorithm deals effectively with 
multiple packets lost [13].  

− TCP Vegas: TCP VEGAS detects congestion before it really occurs and 
follows the AIMD paradigm. TCP Vegas switches to congestion avoidance 
phase as soon as it senses an early congestion by keep on calculating the 
difference of current and expected throughput [14].  

3   Related Work  

One of performance comparison research is conducted in [1], that focuses on 
performance evaluation of certain variants of TCP protocol over IP and MPLS 
network . Another research was conducted to examine various variants of TCP on 
two types of traffic, i.e. FTP and Telnet. In Universal Mobile Telecommunications 
System (UMTS) network there is a significant impact of different type of traffic on 
as a whole performance of TCP. [2]  
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Zhong Ren et. al. in [3] integrated mobile IP and MPLS networks. Techniques for 
controlling and signaling this integration are argued in detail, it also points out some 
scalability issues of Mobile IP. A similar sort of study is performed by M. Asante in 
[4] by analyzing the mobile IP and MPLS union architecture. This paper highlighted 
benefits of this union.  

Wierman et. al. [5] gave a framework for analyzing TCP variations i.e. Vegas, 
Sack and Reno. He analyzed that induced slow start algorithm of Vegas do not help to 
reduce packet loss but this algorithm wastes a lot of time in slow start phase.  

Mazleena Salleh et.al. [6] Compared TCP Tahoe, NewReno, Vegas, and Sack over 
self-similar traffic. They found that NewReno did better than other TCP variants with 
respect to efficiency and throughput. TCP Vegas showed better throughput than 
Reno.[7]  

Jeonghoon, et. al. [8]results emphasize on former discussed research results. Go 
Hasegawa et.al. [9] compared performance of Reno and Vegas sharing bottleneck 
link on Internet found out Reno to be a better performer. Similar results were 
concluded by Cheng P. Fu et.al. [10] where they compared performance of Reno and 
Vegas on asymmetric networks having bottleneck.  

Thomas Bonald in [11]compared Reno and Vegas keeping RTT measurement  as 
testing template. They focused on long-term performance criterion i.e. average 
throughput and average buffer taken up.  

Yi-Cheng Chan in [12]has reported a few problematic sides of TCP Vegas while 
congestion avoidance, which makes its less successful. To trim down impact of Vegas 
problems authors have also presented congestion avoidance scheme based on router.  

4   MPLS Network  

The unstable growth of the Internet and the introduction of complicated services 
require an epoch-making change. MPLS was proposed as an alternative. MPLS is a 
protocol specified by Internet Engineering Task Force (IETF). MPLS provides many 
services through networks i.e., routing, effective/effcient designation, forwarding of 
packets and traffic flows switching. The most salient functions of MLPS is to 
supervise the traffic flows among heterogeneous applications, hardware and 
machines. MPLS is not reliant on Layer-2 protocols and Layer-3 protocols [15].  

Md. Arifur Rahman et. al. in [17] showed the superiority of MPLS over 
conventional networks. Their Research concluded better throughput and lesser delay 
on MPLS network, due to its better traffic engineering principles.  

5   Simulation and Analysis  

Simulation has 13 nodes in total divided into IP and MPLS domains. The 7 nodes in 
MPLS domain are named as LSR1 to LSR7, while there are 6 nodes in IP domain 
labeled as node0 to node5. The IP domain consists of a sender and a receiver network. 
Both sender and receiver network having three nodes each. The bandwidth between 
nodes of IP and MPLS network is set 1 MB with a 5ms link processing delay. All 
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MPLS enable nodes provides mechanism for label distribution as they are Label 
Distribution Protocol (LDP) enabled.  

The traffic in FTP having packet size of 1500 KB having varying time interval. 
The simulation runs for 100 seconds. Both source and destination networks are  
IP-based. Some common networks parameters are revealed in Table 1.  

Table 1. Network parameter  

Network parameters Values
Number IP nodes 6
Number of MPLS nodes 7
Number of hops 7
Link processing Delay 5ms
Packet size 1500
Bandwidth 1MB  

The different TCP variants in MPLS/IP network are analyzed using different 
scenarios. The numbers of flows of the link were varied to check the effect of 
different flows on the delay and throughputs. These traffic are run in FTP.  

 
1. Single Traffic  
2. Multiple Traffic  

(a) Two flows Traffic  
(b) Four flows Traffic  
 

FTP traffic has been run on single and multiple flows and results are recorded 
thereby. These results are then presented in structure of tables and figures for TCP 
New Reno, TCP Reno, TCP Sack, TCP Tahoe and TCP Vegas. A FTP connection is 
set up between node0 and node1 and this simulation is executed for New Reno, 
Reno, Sack, Tahoe and Vegas. Table 2 shows the values of these simulation average 
delays in milliseconds. The percentage throughput of different variants on single flow 
and it can be examined that all variants are giving 100% throughput.  

Table 2. Delay of TCP Variants on Single Flow FTP  

Protocol Delay (ms)
TCP New Reno 202.551
TCP Reno 202.551
TCP Sack 202.551
TCP Tahoe 202.551
TCP Vegas 149.270  

On FTP flow there is no packet loss. Average delay of all the variants is more or 
less alike and TCP Vegas shows 25% lesser average delay than other variants. The 
accomplishments of TCP variants can also be observed by recording the delay of 
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packets. i.e. average delay of simulation traced until 50, 100, 150 and 200, as in 
Fig.1.  

 

Fig. 1. Comparison of TCP Variants with Single Trafcs under FTP  

Table 3. Delay of TCP Variants on Two Flows FTP  

Protocol Flow1(Delay in ms) Flow2(Delay in ms)
TCP New Reno 440.777 441.031
TCP Reno 440.777 441.031
TCP Sack 440.777 441.031
TCP Tahoe 440.777 441.031
TCP Vegas 173.062 173.152

 

The Table 3 is about average delay in milliseconds on same topology. In this 
model of FTP flow there is no packet loss. Average delay of all the variants is roughly 
similar but TCP Vegas shows 40% lesser average delay than other variants. In other 
words, TCP Vegas performs superior on two flows than other variants keeping 
average delay under discussion.  

Fig.2 shows the behavior of TCP variants observed by recording the delay of the 
packets plotted with their sequence numbers i.e. average delay after packet number 
50, 100, 150 and 200, sent by every variant, is traced.  

 

Fig. 2. Comparison of TCP Variants with Two Traffics under FTP  
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Fig. 3 illustrates the behavior of TCP variants observed by recording the delay of 
packets on basis of their sequence numbers i.e. average delay of packets after 
transmission of 50,100,150 and so on packets for every variant under four flows of 
FTP. It gives a glimpse of behaviors of TCP variants by plotting average delay of 
packets in seconds across y-axis. Each sharp edge shows the abrupt change in delay 
of that particular variant. Vegas shows a little jitter in the beginning but later on 
illustrates a smooth performance, this show that the delay of the packets remains the 
same throughout simulation time. There is no packet loss in TCP Vegas. TCP Reno 
has highest delay reaching 1.8 second, until the end of simulation Reno is giving 
highest peaks of delay.  

 

Fig. 3. Comparison of TCP Variants with Four Trafcs under FTP  

- Error rate induction in FTP Single Flow  
 
TCP provides reliable end to end transport layer protocol. Because of this feature 

this a protocol used by 90% traffic on internet approximately. Congestion avoidance 
in TCP allows the application to increase by one packet whenever an 
acknowledgement is received; allowing full utilization of available bandwidth.  

Most important feature of TCP is its Congestion Control strategy. In wired 
network, whenever there is a packet loss, it indicates that network is congested. 
Inducing error rate explicitly shows the behavior of different TCP variants, as some 
variants reduce congestion window unnecessarily. Performance of TCP is affected by 
various factors like link capacity, RTT, random losses, short flows etc.  

As IP is an unreliable network, adding TCP to it is for providing reliability via 
sliding window scheme, ACK, sequence number and control flow to avoid 
overflowing of receiver buffer [16].  

TCP Tahoe is the scheme of TCP that deploys slow start mechanism to prevent the 
problem of congestion. It is a reactive mechanism. New Reno is an active variant of 
TCP which is used for multiple packet losses. It provides the solution for oscillating 
congestion window to resolve problem faced by TCP Reno. For the solution to the 
problems of TCP's inability to tell about the multiple packet dropping, TCP Sack was 
proposed. TCP Vegas is the proactive variant of TCP that anticipates the intended 
congestion on the basis of round trip times of the data packets.  

Fig.4 gives an idea about percentage throughput achieved by TCP variants. There 
is significant deteriorates in throughput of variants with increase in the probability of 
packet loss (1 to 5%). Reason behind this decline is that with every lost packet 
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frequency of dropped packet increases and results in numerous drop and time outs. 
When random packet loss was introduced, throughput of all variants remained the 
same i.e. 98, 97, 96, 95 and 94 percent for 1, 2, 3, 4 and 5 percent error rate 
respectively. Vegas gave lowest end-to-end delay till 3% error rate but dramatically 
TCP Sack gave delay even lower than Vegas for 4 and 5% error rate.  

 

Fig. 4. Percentage throughput of TCP variants with diferent Error Rates  

The congestion window of all the variants rapidly goes down to the smaller value. 
New Reno had largest value of average congestion window in 1% error rate case. But, 
Vegas had largest value and Tahoe had smallest value of average congestion window 
throughout the experiment scenarios, this shows Tahoe's inferiority to Vegas.  

6   Conclusion and Future Work  

TCP is debatably the most significant protocol in the internet today. Congestion 
control algorithm is special feature of TCP. TCP try to achieve the best bandwidth 
rate vigorously on any network. It keeps on pushing high transfer rate continuously. It 
also reduces this transfer rate on detecting errors from time to time. Observing the 
behavior of TCP is quite a revealing experience about behaviors of different variants 
of TCP on IP and MPLS network. It is evident that as loss rate increases, throughput 
decreases. Similarly congestion window size also decreased. Future research will 
address the Fast Send Protocol's (FSP) implementation to minimize time to transfer 
data in high-speed bulk to improve the transfer rate [18].  
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Abstract. Communicating nodes in Mobile Ad-hoc NETworks (MANETs) 
must deal with routing in an efficient and adaptive way. Efficiency feature is 
strongly recommended since both bandwidth and energy are scarce resources in 
MANETs. Besides, adaptivity is crucial to accomplish the routing task correctly 
in presence of varying network conditions in terms of mobility, links quality 
and traffic load. Our focus, in this paper, is on the application of Reinforcement 
Learning (RL) technique to achieve adaptive routing in MANETs. Particularly, 
we try to underline the main design-issues that arise when dealing with 
adaptive-routing as a Reinforcement Learning task.  

Keywords: Mobile Ad-hoc Networks, Routing, Reinforcement Learning. 

1   Introduction 

Wireless networks mainly break into two sub-classes: infrastructure-based and 
infrastructure-free networks well known as ad-hoc Networks. In its mobile 
configuration, the ad-hoc network is called MANET (Mobile Ad-hoc NETwork). In 
MANET, nodes can randomly join or leave the network and new links appear or 
disappear accordingly. Furthermore, the wireless medium is rarely stable and can be 
easily congested due to the limited bandwidth. Besides, mobile nodes are battery-
powered and may fail at any time. Consequently, network topology changes 
constantly and unpredictably which complicate the routing task.  

To deal with constant changing network conditions in terms of mobility, link 
quality, available energy-resources and traffic load, a routing protocol for MANETs 
should be adaptive. To design such adaptive protocols, techniques from the field of 
artificial intelligence have been adopted. Particularly, ACO meta-heuristic, which is a 
subclass of SI (Swarm Intelligence) algorithms has made the foundation of the 
majority and the most significant contributions to adaptive routing problem. Thanks 
to constant path-probing using ants agents, statistical estimates of paths quality are 
learned and good routing decisions are reinforced. More recently, reinforcement 
learning has also taken place as an appropriate framework to design routing policies 
which have the ability to be adapted by trial and error. We have surveyed in a 
previous paper [1] many routing protocols for MANETs that apply reinforcement 
learning either to learn routing decisions (i.e. choosing next-hop or path for routing) 
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or to learn some routing parameters rather than to fix them experimentally. Our focus, 
in the present paper, is on the modelization of routing-decision making problem in 
MANETs as a reinforcement learning task. To do so we have selected works that 
gives the explicit formalization of the routing problem as a MDP or a POMDP.  Our 
ambition is to highlight the main design-challenges that must be addressed when 
using the RL framework for routing in MANETs.   

The remainder of this paper is organized as follows: design issues of routing 
protocols for MANETs are outlined in section 2. Section 3 introduces briefly the RL 
framework. Next, in section 4, we describe different RL-models for routing problem 
in MANETs. In section 5, we conclude the paper by highlighting the emerging issues 
and challenges when dealing with routing problem in MANETs as a RL-task. 

2   Routing Issues in MANETs 

Required features of routing protocols for MANETs can be summarized as follows: 

Adaptivity. A routing protocol for MANETs should be adaptive in face of frequent 
and unpredictable changes in network topology mainly due to wireless links 
instability and to nodes mobility and failure after their batteries depletion. Moreover, 
adaptivity in face of changing traffic loads is important to avoid congestion areas in 
the network. 

Robustness. Control and data packets can be lost due to the poor quality of wireless 
connections and to the interference between simultaneous transmissions. Robustness 
is a crucial feature to keep the routing protocol operating correctly even when such 
losses occur.    

Efficiency. Efficiency is important to deal with bandwidth, processing power, 
memory and energy limitations in MANETs. A Routing protocol should be efficient 
by optimizing its exploitation of network resources. 

Scalability. In many deployment scenarios of MANETs, network size can grow to 
very large sizes. Hence, scalability should be taken in consideration in routing 
protocols design. 
   In MANETs literature, several routing protocols that try to streak a balance between 
two or more among the abovementioned features have been proposed. However, one 
common deficiency is in assuring the adaptivity feature. This later is generally 
neglected especially when network topology is assumed to be random or when 
network-links are considered to be either functional or not [2]. Moreover, using fixed 
thresholds as routing parameters rather than adjusting them in function of varying 
network conditions contradict the dynamic nature of MANETs [3][4]. In fact, this 
deficiency was the main motivation for researchers to exploit artificial intelligence 
methods such as reinforcement learning to enhance routing protocols adaptivity as 
will be shown later in this paper.  
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3   Reinforcement Learning  

In reinforcement learning, an agent seeks to learn how to make optimal decisions 
(actions) at each environment-state in a trial and error fashion. Following an action, 
the environment generates a reinforcement signal that the learning agent exploits to 
update its current policy. RL- problems are usually modeled as Markov Decisions 
Process (MDPs) [5]. A MDP is a tuple ൏ ܵ, ,ܣ ܴ, ܲ ൐ where: ܵ ൌ ሼݏଵ, ,ଶݏ … ,  ேሽ: a setݏ
of ܰ states; ܣ ൌ ሼܽଵ, ܽଶ, … , ܽெሽ: a set of ܯ actions; ܴ: ܵ ൈ ܣ ՜ Թ is the 
reinforcement function and ܲ: ܵ ൈ ܣ ՜ Πሺܵሻ is the state transition distribution 
function. When the learning agent has not an accurate and a complete view about the 
environment state then a partially observable MDP (POMDP) arise. This later can be 
defined as a tuple ൏ ܵ, ܼ, ,ܣ ܱ, ܴ, ܲ ൐ where ܵ, ,ܣ ܴ  and  ܲ maintain the same 
significance as in the MDP definition; ܱ: ܵ ൈ ܣ ՜ Πሺܼሻ is the observation function 
where ܼ is the set of observations. 

RL-algorithms that solve RL-problems can be classified into model-based and 
model-free algorithms [5]. In a model-based method, the environment model is 
learned first and the optimal policy is calculated later whereas a model-free method 
learns directly from experience without building any environment model. According 
to if the RL-algorithm bootstraps or samples we can distinguish MC (Monte Carlo) 
and TD (Temporal difference) methods [5]. In fact, MC methods are based on 
averaging sample returns whereas TD methods combine both sampling and 
bootstrapping.  

4   Routing Problem in Mobile Ad-Hoc Networks as a 
Reinforcement Learning Task 

Indeed, the first demonstration that network packet-routing can be modelized as a 
reinforcement learning task is the Q-routing protocol [6] proposed for fixed networks. 
The authors claim, in the paper [6], that a packet-routing policy answers the question: 
to which adjacent node should the current node send its packets to get as quickly as 
possible to its eventual destination? Therefore, the routing problem can be modelized 
as a RL-task where the environment is the network, the states are the nodes and the 
learning agent's possible actions are the next-hops it can take to reach the destination. 
In the following subsections, we describe some MDP/POMDP already proposed in 
the literature to formalize the routing problem in MANETs. 

4.1   Mobility Aware Q-Routing  

In reference [7], straightforward adaptation of Q-routing to the context of MANETs 
was proposed. Indeed, the same RL-model of Q-routing is maintained always in the 
perspective of optimizing packets delivery time: 

States. In a very intuitive way the set of states is the set of mobile nodes in the 
network. 

Actions. At a node ݔ, available actions are reachable neighbors. A node learns how to 
choose a next-hop to forward its traffic.  
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Delegation Failed unicast 
or failed deliver 

Deliver 

Reward. Local information is used to update the routing policy of a source node ݔ. 
This includes the min Q-values of its neighbors and the time the current packet spent 
on the queue, ܾ௧௫, at node ݔ before being sent off at period time t as shown in equation 
(1), where  0 ൏ ߙ ൏ 1 is the learning rate: ܳ௧௫ሺ݀, ሻݕ ൌ ሺ1 െ ሻܳ௧ିଵ௫ߙ ሺ݀, ሻݕ ൅ ߙሺܾ௧௫ ൅ min௭ ܳ௧ିଵ௬ ሺ݀, ሻሻ (1)ݖ

Action selection rule. a greedy policy is adopted. When a node ݔ receives a packet 
for destination ݀, it sends the packet to the neighbor ݕ with the lowest estimated 
delivery time ܳ௧௫ሺ݀,  .ሻݕ

To take care of nodes mobility, two additional rules are proposed for Q-values 
updates of neighboring nodes: ܳ௫ሺ݀, ሻݕ ൌ ∞ when ݕ moves out of ݔ range; and ܳ௫ሺ݀, ሻݕ ൌ 0 when ݕ moves into ݔ range. Note that the second update rule is made 
optimistic to encourage exploration of new coming neighbors.  Finally, it is worth 
noticing that the same model described above was used in LQ-routing protocol [8]. 
This latter have introduced the path-lifetime notion to deal with mobility.  

4.2   SAMPLE Routing Protocol 

In SAMPLE [2], the optimization goal is to maximize network throughput. The 
routing problem was mapped onto a MDP problem as follows: 

States. Each node n୧ has a set of states ௜ܵ ൌ ሼܤ, ܲ,  ሽ where B indicates that a packetܦ
is in a buffer waiting to be forwarded (start state), P indicates that a packet has been 
successfully unicast to a neighbor, and D indicates that a packet has been delivered at 
node n୧ (terminal state).    
 
 
 

 
 

            
 
 

Fig. 1. SAMPLE MDP 

 
Actions. The actions available at different states in the MDP are a packet delivery 
action, a broadcast action to discover new neighbors, links, and routes; and for each 
neighboring node, a delegation action (unicast).  

Transition model. A statistical transition model that favors stable links is considered. 
It acquires information about the estimated number of packets required for a 
successful unicast as an indication of links quality. In order to build this model, a 
number of different system events are sampled within a small time window into the 
past. The monitored events are: attempted unicast transmissions; successful unicast 
transmissions; received unicast transmissions; received broadcast transmissions; and 
promiscuously received unicast transmissions.  
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Reward model. A simple static reward model was considered. The rewards are set at 
values -7 and 1 to model the reward when transmission succeeds under a delegation 
action and fails, respectively. In effect, these values reflect connection costs in 
IEEE.802.11 protocol.  

Action selection rule. Concerning delegation actions, the decision of which next hop 
to take is chosen probabilistically using the Boltzmann-action selection rule. Variation 
of temperature value controls the amount of exploration. Furthermore, SAMPLE also 
uses a simple greedy heuristic in order to restrict exploration to useful areas of the 
network by only allowing a node to forward to those neighboring nodes with a value 
that is less than its function value. The discovery action is also allowed with a certain 
probability in order to explore new routes. 

To deal with nodes mobility, authors in [2] have considered Q-values to decay. 
They suggest configuring the decay-rate to match any estimated mobility model. Note 
that, the CRL algorithm was used to solve the RL problem of SAMPLE. CRL is a 
model-based RL-algorithm that extends the conventional RL framework with 
feedback models for decentralized multi-agent systems. Indeed the same RL-model of 
SAMPLE was used in SNL-Q routing protocol [9].  

4.3   RL-Based Secure Routing  

Finding secure routes has made the main focus of the RL-based routing protocol 
proposed in [4]. Learning a policy for selecting neighbors based on their reputation 
values was simply mapped to a MDP as follows: 

States. The state of any source node encompasses the reputation values of its 
neighbors. 

Actions. The decision maker should select one among its neighbors to for routing. 

Reward. The destination node can be reached via several paths. Hence, a reward of 
+1 is assigned to every node on all discovered paths. Otherwise no reward is assigned. 

Concerning RL-algorithm, a MC method was adopted. The authors justify their 
choice by the episodic nature of the routes discovery process which starts when a 
source node initiates a route discovery and terminates when the destination node is 
found or when a maximum number of hops is reached.  

4.4   Selfishness and Energy Aware RL-Based Routing Protocol 

In [10], the routing problem is mapped into a partially observable MDP as follows: 

State and observation spaces. A node state is a vector of its one-hop-neighboring 
nodes parameters. Those parameters can be about congestion level, selfishness, 
remaining energy, etc. The overall state space is the ݉ ൈ ሺ݊ െ 1ሻ dimensional unit 
cube, where n is the number of nodes in the network and m is the number of 
considered parameters. However, those parameters are usually unknown to the 
decision-maker node. To deal with this partial observability, a source node derives 
estimates about the values from past experiences with its neighboring nodes. Note 
that, only energy and selfishness parameters were considered in the experiments. 
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Actions. the actions space ܣ is a ݊ െ 1 dimensional simplex spanned by the vectors ݃௠௔௫ ௝݁ . where ݊ is the number of nodes in the network, ݃௠௔௫  an upper bound on the 
number of packets a node can process during a single time step and ௝݁  is the unit 
vector along the ݆௧௛ coordinate axis. 

Reward. A non-linear reward function was used, defined by : ݎ൫ܽሺݐሻ, ሻ൯ݐሺݏ ൌ ෍ ݂௧௝ ቀΘ෡୨ሺݐሻቁ ሺߙ. ܽ௜௝ሺݐሻ െ exp൫ܽ௜௝ሺݐሻ. ൯ሻ (2)ܥ

Where: ݂௧ is the learned controller at time step ߙ   ;ݐ is a predefined constant; ܥ the 
energy needed to send a packet; ܽ௜௝ሺݐሻ the number of packets send by node ݅ through 
node ݆ at time ݐ and Θ෡୨ሺݐሻ is the current estimate of node ݆ parameters values.  

State transitions. To update energy and selfishness estimates, two learning rate were 
used: ߙ௪ when wining and ߙ௟ when losing. When the ratio between the number of 
packets forwarded by a node j and the number of packets sent to node j is greater than 
the corresponding estimated value than the node is winning otherwise it is losing.  

Action selection rule.  When a source node needs to make decision it calculates the 
value of the controller for all nodes in the set of one hop neighboring toward a 
destination d, given the current nodes parameters estimates. Then, it selects the greedy 
action i.e. the node that is most likely to forward the packets with probability 1 െ ε୲ 
and a randomly selected node, different from the greedy choice, with probability ε୲ 
where ε୲ ൌ 1/t.  

In this work, a stochastic gradient descent based algorithm that allows nodes to 
learn a near optimal controller was exploited. This controller estimates the forwarding 
probability of neighboring nodes. Roughly speaking, the idea behind policy search by 
gradient is to start with some policy, evaluate it and make an adjustment in the 
direction of the empirically estimated gradient of the aggregate reward, in order to 
obtain a local optimum policy [11].  

4.5   RL-Based Energy-Efficient Routing  

The RL-based routing protocol presented in [12] has two contrasting optimization 
objectives, namely: maximizing network lifetime and minimizing energy 
consumption in MANETs. The routing problem was mapped into a MDP as follows: 

States. The state space of a source node is given by ܵ ൌ ሼݏ|ݏ ൌ ൣ ௟ܲ೐ሺ݅ሻ, ,௟್ሺ݆ሻ൧ܤ 1 ൑݅ ൑ ݊, 1 ൑ ݆ ൑ ݉ሽ where ௟ܲ೐ሺ݅ሻ and ܤ௟್ሺ݆ሻ denotes the quantized energy and battery 
network levels, respectively. 

Actions. The decision maker should choose a path. The action space includes three 
actions, namely: minimum-energy routing path "ܽሺ1ሻ", the max-min routing path "ܽሺ2ሻ" and the minimum cost routing path "ܽሺ3ሻ". Hence ܣ ൌ ሼܽ|ܽ ൌ ሾܽሺ1ሻ, ܽሺ2ሻ, ܽሺ3ሻሿ, ܽሺ݆ሻ א ሼ0,1ሽ, ∑ ܽሺ݆ሻ ൌ 1ሽ where selecting a path is 
indicated by attributing 1 to the corresponding component.  
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Cost structure1.  Once the source node selects an action at a given state, the 
following cost incurs: c ሺs, aሻ ൌ  ሺP୪ሻ୶ଵ ሺB୪ሻି୶ଶ ሺB୧୬୧୲ሻ୶ଷ , where: B୧୬୧୲ is the initial 
level of battery assumed to be constant for all nodes; x1, x2, x3  are weight factors 
empirically fixed to 1, B୪ and P୪ are ,respectively, the battery bottleneck and the 
energy consumption along the path l.  

Note that the ε-greedy actions-selection rule was applied. Concerning the RL 
resolution method, the authors have adopted a MC method.  

Table 1. Comparison of RL-based routing protocols described in Section 4 

 MDP POMDP Model 
Based 

Model 
Free 

TD 
algorithm 

MC 
algorithm 

Stochastic 
Gradient 
descent 

MQ-routing[7]           

LQ-routing[8]           

SAMPLE[2]           

SNL-Q routing[9]           

RL-based Secure 
routing[4] 

          

Selfishness and 
energy aware RL 
based  routing[10] 

          

RL based  
Energy-efficient 

routing[12] 

          

5   Conclusion  

In this paper, we have selected some representative works from the literature of RL-
based routing protocols for MANETs. We have described various MDP and POMDP 
models formalizing the routing problem with different optimization goals including 
quality of service (delay and/or throughput), security and energy constrained routing. 
We can summarize the fundamental design-issues that arise when dealing with 
routing problem as a RL task in MANETs as follows: 

Model-free versus Model-based. As indicated in [2], model-based RL is more 
appropriate in environments where acquiring real-world experiences is expensive. 
However, model-based methods are characterized by slower execution times.  This is, 
in fact, problematic in the case of real-time applications with strict response-time 
constraints. Besides, cost of constant probing incurred by model-free RL methods in 
terms of routing overhead may degrade the routing protocol efficiency. Therefore, a 
deep analysis of the compromise between convergence time and efficiency is needed 
to make appropriate recommendations. 

                                                           
1 Since the optimization goals are minimization problems, we talk about cost rather than   

reward. 



 Routing in Mobile Ad-Hoc Networks as a Reinforcement Learning Task 135 

MDP versus POMDP. In fact, uncertainty is more pronounced in MANETs due to 
their very dynamic nature. However, almost all the works presented in this paper 
neglect this fact and consider the environment state as completely observable. We 
believe that an accurate model that really reflect MANETs features should deal 
explicitly with partial observability.  

Exploitation versus exploration. The tradeoff between exploration and exploitation 
is well known as a challenging issue in any reinforcement learning algorithm. 
However, we believe that in presence of mobility the network can be considered 
somewhat auto-explorative. We think that the relationship between mobility, 
exploitation and exploration must be investigated. 

RL algorithms. RL algorithms used to solve the routing problems described in the 
previous section mainly break into TD or MC methods. However, we do not know 
which approach is more efficient for MANETs and under which circumstances. We 
believe that comparative studies in this sense will be of significant interest.  
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Abstract. This study investigates what types of personal calendar tools people 
are currently using to manage their time and what usability issues they may 
experience with their calendar tools. Two sets of in-depth interviews and field 
observations were designed and carried out at a US university with twenty busy 
knowledge workers. The preliminary study results indicate that users who used 
a mixture of mobile and desktop calendar tools reported much higher perceived 
satisfaction and effectiveness than those who relied on single electronic tools or 
paper calendars. Furthermore, a number of usability issues are identified and 
used to propose new features, which can be beneficial to the design of more 
intelligent electronic calendar systems. Thus, this research not only attempts to 
understand the current technology-based time management strategies, but to 
apply this understanding to the development and testing of better calendar tools 
to more effectively support users’ time management tasks. 

Keywords: Human-Computer Interaction, Time, Calendar, Time Management 
Systems, Mobile Calendars, Mobile Computing, Usability.  

1   Introduction 

Nowadays people are faced with increasingly complex scheduling demands and 
multiple deadlines, which dominate a large percentage of their time. People are 
constantly being called to meetings with management, colleagues and clients at work 
and also need to coordinate their personal and family endeavors. Secretaries have 
trouble scheduling meetings with busy and diverse attendees.  For people who take on 
multiple job roles, it becomes extremely difficult to manage their time. Therefore, 
scheduling ends up being a complex task with good time management skills being a 
critical factor for a successful professional life.  

To manage time, calendar tools have served as a very valuable aid in people’s 
professional lives [1].  In recent years, more and more personal mobile tools provide 
calendar functions, such as the iPhone, Blackberry, PDA and so on. However, due to 
the complicated nature of individual time management behavior, individual time 
management and the calendar tools are under-researched. Many variables impact an 
individual’s time management behavior, such as people’s roles, gender, social classes, 
education background and even biological clock systems. From the existing literature, 
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little research focused on investigating what types of time management tools people 
use in the current mobile computing society. It is also not clear how users experienced 
technical difficulties with their personal calendar tools. Can better information 
technology be built to help people more effectively manage their time resources?  
Therefore, the goal of this study is to investigate these research questions.  

This is done by first gathering information on the current time management 
technologies that people use, on the strategies they employ to manage their time and 
on the problems they encounter in carrying out time management tasks with existing 
tools. The information collected is used to design a new calendar tool that can be run 
on both mobile devices and on desktop computers.   

The rest of this paper presents a rationale on why developing better time 
management tools is important. A survey of research has been conducted on time 
management and calendars to serve as the theoretical foundation for this study. 
Following a description of two in-depth semi-structured interviews and field 
observations that were carried out with twenty users, this paper then briefly reports 
the study findings on the types of calendar tools and usability issues that users 
experienced. Furthermore, it proposes additional new features for a more intelligent 
calendar system. Lastly, the study limitations, expected contributions and future 
research directions are discussed. 

2   Theoretical Foundation 

Time management is an important task for professionals to succeed in today’s 
competitive world. Most people’s time management is achieved by interacting with 
their schedules through their personal calendar tools. As time artifacts (e.g., clocks, 
calendars) were created, it became possible for people to measure, categorize and 
manage their invisible time [2]. Time management represents your own rhythm of 
time, total available time, and in particular, time allocation [3, 4]. As Arndt et al [4] 
mentioned, “One of the basic social needs of man is to organize this rhythm to solve 
the regular alternation between work, play and rest” (p. 4). Or, in more details, the 
allocation of time presents people’s perceived freedom of timing and performing three 
major activity taxonomies: career-oriented, home-oriented, and leisure activities [4]. 
Thus, how people allocate their time demonstrates how people manage their time. In 
practice, time management is defined to be “about identifying what’s important to you 
and giving those activities a place in your schedule based on your unique personality 
needs and goals” [5, p. 12]. Hence, people’s scheduling behavior reflects their time 
management approaches.  

Because of increasingly complex schedules, people heavily rely on their calendar 
tools, for example, to effectively manage various projects, especially for the “follow-
the-sun” projects that are dispersed in many different time zones, coordinating project 
time with multiple global teams becomes very challenging. Wu and Tremaine [6] 
found that professionals now prefer electronic time management tools because of key 
features (e.g., search, visualization, sharing etc.) that make them more efficient to use. 
Palen [7] found that organizational characteristics and work patterns impact the use of 
groupware calendars and individual time patterns. 
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The majority of existing prior calendar studies [8, 9, 10, 11, 12, 13, 14, 15] focus 
on the collaborative calendar user interface design and usability issues. An innovative 
interface technique called fisheye visualization was implemented in PDAs to 
overcome the small interface constrains by enlarging focused content in the center 
and shrinking other contents to the boundaries [16]. A transparency technique [8] was 
designed and implemented in a hospital scheduling system to better view temporal 
conflicts for smooth temporal coordination among hospital professionals.  

A theory-driven study [15] was conducted by interviewing twenty staff members 
from the IBM T.J. Watson Research Center. This research found that although a 
computerized group calendar system was available, people still used a mix of 
calendars, primarily relying on paper-based calendars.  

Another study was conducted by Egger and Wagner [11]. This study focused on 
time-management as a cooperative task for scheduling surgery in a hospital. Semi-
structured interviews and observation were used to collect data on the hospital staff’s 
planning practices and perceived temporal problems. Based on this analysis of the 
complexity of the surgery scheduling in a large hospital, possibilities of using 
computer support for strengthening the sharing of information and resources as well 
as providing participation in decision-making were built into a time management 
prototype called an “Operation Book.” A major conclusion from the study is that 
cooperation can be supported by a system, but cannot be enforced.  

Palen [7] studied the use of collaborative calendar systems with 40 office-workers 
in a large computer company. She reported that users kept additional individual 
calendars and that they used both systems for such tasks as scheduling, tracking, 
reminding, note recording/archiving and retrieval/recall.  A key difference between 
this study and hers is its focus on individual time management rather than 
collaborative time management.   

A similar time management tool study was carried out in a Computer Science 
department of a British university [9]. They borrowed most interview questions from 
Palen [7]’s study and interviewed sixteen staff members, who used a public time 
management tool called “Meeting Maker.” This research reported how people used a 
suite of tools to support their personal and interpersonal time management. These 
tools included paper, electronic devices and other media. In particular, people expect 
more seamless integration between time management tools.  

A relevant study focusing on personal and private calendar interfaces [17] indicates 
that users still prefer paper calendars although they have access to PDAs and desktop 
interfaces. This research provides an interesting design insight to incorporate users’ 
emotional expressions (e.g., diaries and personal relations) to the digital calendar 
design.  

After investigating 44 families’ calendaring routines in both America and Canada, 
Neustaedter et al. [18] reported their findings on how a typology of calendars 
containing family activities were used by three different types of families – 
monocentric, pericentric, and polycentric - to plan and coordinate their everyday 
family activities. This study outlines some guidelines to further enhance the design of 
digital family calendars and believes that the digital family calendar tools should be 
designed to fit within the existing families routines.  
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More recently, another research [19] on the shared online calendar in the modern 
office environment shows that the representation of real events in calendars can be 
significantly improved through data fusion with incorporating social network and 
location data. Through conducting a field study, the performance of online calendar 
was significantly improved – the number of false events went from 204 using the 
calendar alone to fewer than 32 using the data fusion methods. The representation of 
genuine events was also improved when the time and location data were incorporated. 
The findings uncovered from this research enable the development of new 
applications or improvements to existing applications. When privacy and security 
issues become a concern, users’ sensitive information has to be carefully managed. 
Lee et al. [20]’s study proposes a useful authentication scheme for session initiation 
protocol (SIP) that does not need the password table to control the Internet 
communication.  

The two key differences between this study and other prior calendar studies are: (1) 
this study focuses on investigating individual time management behavior and 
usability issues of personal calendar tools in the current mobile society; however, the 
purpose for most of prior calendar research was to collect system requirements for the 
early generation of collaborative calendar tools; (2) this study provides up-to-date 
knowledge of the users’ needs to manage their time with the cutting-edge mobile 
devices, such as the iPhone, Blackberry etc., while the majority of prior studies were 
accomplished when the paper-based calendars were still pervasive and some recent  
studies are concerned with incorporating more contextual factors to the design of 
digital calendars. Therefore, it is necessary to conduct this research in order to 
understand the current users’ needs to manage their time with personal calendar tools.   

3   A Description of Field Study  

Two sets of semi-structured interviews were designed and conducted with twenty 
busy knowledge workers in a US university. Some field observations were also 
carried out to gain insights on how individual users dealt with their daily tasks and 
managed their interruptions in their offices. The roles of the study participants ranged 
from receptionist, faculty, administrators and PhD students. In average, they worked 
about 45 hours/week. This qualitative study took about six months to complete. 

With the participants’ consent, all interviews were audio-recorded and transcribed 
by two researchers. The length of the transcripts has over 300 pages, which were 
segmented to small units that can be coded according to the research questions. 
Cohen’s Kappa coefficient analysis [21] was performed to measure inter-coder 
reliability, which reached at a satisfying level (>85%).    

The first set of interviews focused on examining types of calendar tools people are 
using and their short-term time management strategies (those involving the current 
day’s scheduling and temporal coordination activities) and the second set of 
interviews focused on understanding their long-term time management strategies 
(those involving weekly, monthly and yearly scheduling and long-term time 
management plans). When the short-term time management interviews were 
conducted, each interviewee showed the interviewer the schedules recorded in their 
electronic calendar tools (e.g. iPhone, Desktop Outlook, Google online calendar etc.). 
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Using the interviewees’ personal schedules, they were asked to explain how and why 
they scheduled and allocated time on specific meetings, events or other items found in 
their calendars or scheduled for the coming week. Each interviewee was interviewed 
somewhat differently because of their different personal daily schedules.  

Regarding the calendar tools, the following interview questions were used to ask 
individual participants: 

 
1. What types of time management tools do you use? 
2. How do you do your time management with these tools? 
3. What are the problems you have using with these tools? 
4. How would you evaluate your satisfaction of doing your time management on 

your tools? 
5. How effective would you rate your time management tools for organizing your 

time? 
6. Why did you choose the tools you are using? 
 
Because each individual interviewee worked on various schedules for their daily 

work, the following interview questions were used as a guide to gather their short-
term time management strategies: 

 
1. What are the biggest time wastes in your daily work?  
2. Does this daily work mirror most of your ordinary life?  
3. Can you please tell me how you get rid of these time wastes? 
4. When do you feel you are losing control for your time management? If yes, 

please indicate some situation.  
5. After viewing your time management planned and completed tasks, are you 

going to change your time management strategies? How? 
 
Individual long-term time management strategies were asked in the second set of 

interviews which took place a month later. The interview questions used to gather 
information on long-term time management strategies are as follows:  

 
1. When you have too many things to do, what kind of time management 

strategies do you use to get your work done on time? 
2. When you have important deadlines, how do you usually handle your family 

demands? 
3. When you have too many meetings, how do you deal with more important 

work? 
4. Do you feel you lose control of your time management? If yes, Why? If not, 

why not? 
5. Do you usually participate in any social events? If yes, why? If not, why not? 

4   Preliminary Study Findings 

This section briefly reports the findings from the above described qualitative study. The 
interview data were coded and further analyzed. From the first set of semi-structured 
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interviews, a variety of tools, patterns, and strategies of time management were 
identified. Seventy-five percent of the participants used electronic tools and only twenty-
five percent of them still relied on traditional paper-based calendars (most of them are 
seniors). More specifically, nine out of twenty people utilized a mixture of electronic 
time management tools, six used single electronic tools and only five participants still 
relied on traditional-paper based tools, e.g., one person used a wall calendar and the other 
four used pocket-sized paper calendars.  

Table 1. Users’ Perception of Calendar Tool Satisfaction and Effectiveness 

Type of Calendar Tools No. of  
Users 

Perceived  
Satisfaction 

Perceived  
Effectiveness 

Paper-based Tools    
Pocket-sized 4 3.5 3.75 
Wall-sized 1 

 
5 5 

Electronic Calendars    
Single Tools    
Mobile Calendar 4 3.5 3.38 
Desktop Calendar 
Mixed Tools 

2 3 4 

Desktop+Mobile+other 
Calendars 

9 4.33 
 

4.39 

Perceived Satisfaction: Least Satified:1:2:3:4:5:Very Satisfied 
Perceived Effectiveness: Least Effective:1:2:3:4:5:Very Effective 

 
In addition to asking respondents what they used for time management, they were 

also asked about their satisfaction with each time management tool. Interviewees 
responded to the question “How would you evaluate your satisfaction of doing your 
time management on your tools?” on a Likert scale ranging from (1=least satisfied) to 
(5=very satisfied). In addition, they were asked to give the interviewer an assessment 
of how effective they felt each of the tools they used was in supporting their time 
management needs. For the question, “How effective would you rate your time 
management tools for organizing your time?” users responded on a Likert scale 
ranging from (1=least effective) to (5=very effective). Each respondent was then 
asked to give the underlying reasons for their responses. Table 1 shows the types of 
time management usage and the summarized results from the two Likert-scale 
questions.  

For the paper-based calendar tools, only one person, who used a wall calendar, was 
happy with his tool and perceived high effectiveness. The other four people who 
utilized pocket-sized paper calendars reported average satisfaction and perceived tool 
effectiveness. The following statements indicate how two interviewees who still used 
paper-based calendars commented their tools: 
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Interviewee A: I haven’t recently found anything to be better, but I am not 
satisfied…The main problem is…as I said some of these things are at home…There 
are calendar tools, and I can sit and make the second copy, but that is too much work. 
The tradeoff is that I just hope nobody steals it. 

 
Interviewee B: One problem with paper calendar is that you cannot delete something 
that is probably over…But using a computer-based calendar, it is easy to erase 
things…and the paper calendar is really a mess in this case. I don’t need to copy 
everything again and again in an electronic calendar.  

On the other hand, people who used a mixture of electronic tools reported much 
higher perceived satisfaction and effectiveness than those who relied on single 
electronic tools or pocket-sized paper calendars.  Several reasons were given for using 
a mixture of tools: (1) The tools were used collaboratively so that one had to be 
maintained on a desktop computer; (2) The desktop tool was more convenient but the 
mobile device, such as a cellphone,  provided scheduling information when away 
from the office; (3) The tools were used to maintain different schedules, one for home 
and one for work; (4) Private information was kept on the mobile device, which could 
not be kept on the public desktop calendar. For example, another two interviewees 
who used electronic calendar tools stated: 

Interviewee C: Yeah. You know, I use my cell phone to manage my time, which is also 
a computer. Outlook has a calendar. I have it in my desktop computer. They both hold 
the same information. My cell phone is much more convenient to use when I travel. 

Interviewee D: I only have an electronic calendar (user only has a Blackberry)…I 
also use the white board on the wall as my reminder of important things. 

The users had several major complaints about their ability to effectively manage 
time with their personal calendar tools. Many of the user complaints with calendar 
tools came from inability to flexibly schedule more complicated time events with 
multiple people, difficulties to find right time information among the dispersed and 
inconsistent time resources, and inflexibility to effectively handle time conflicts 
between important events and coordination with multiple parties at work and at home. 
More detailed usability issues with personal calendar tools are listed in Table 2.  

New employees also indicated that there was no explicit ways for them to learn 
their job time constraints/requirements, which were mostly implicit to them at the 
beginning, but it took them for a while to learn more about social-temporal norms at 
their organization. Overall, most users understood their time constraints. However, 
due to the reality that the current calendar tools mainly offer schedule recording 
functions, which cannot support more complicated time management tasks. 
Additional functions/features are needed to build more intelligent time management 
systems.  
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Table 2. Identified Usability Issues in Personal Calendar Tools 

Usability Problems Encountered by Personal Calendar Users 

• Schedules had to be constantly copied from one place to another 
• Dates and times for important events conflict with dates and times for other 

equally important events 
• Scheduling meetings was very difficult because of different time constraints of 

individual participants 
• Scheduling events was difficult because all event associated information and 

activities had to be kept track of 
• Schedules are often flexible but their adjustment requires information that is 

often not available 
• Calendar tools did not support ambiguous scheduling, that is a flexible time 

usage that served as a reminder 
• Announcements of new scheduled time usages often came too late to adjust for 

other time uses 
• Time usage fell into categories and individuals wanted to see the categories 

separately 
• Important dates had to be learned from experience since they were neither 

published in prominent places nor made known as important 
• Shifting a repeating event was always difficult due to the numerous conflicts and 

obstacles 

5   Proposed Key Features for More Intelligent Calendar Systems 

Based on the usability study findings (see Table 2), new system requirements for 
more intelligent calendar systems are identified and developed to support the users’ 
time management needs. The following additional features are therefore proposed to 
enhance the design of the current calendar systems: 

 
• The capability for users to trivially categorize their scheduled events 
• The capability for users to sort, display and download scheduled events 

based on category 
• The capability for the system to display time usage based on category 
• The capability for the system to learn scheduling patterns from its user and 

automatically adjust settings to match these patterns 
• The capability for the system to add support documents to the schedule, such 

as last meeting’s minutes, project milestone reports, financial statements etc.  
• The capability to transfer reminders to currently available media - that is, 

instant messaging, a ringing cellphone or a large wall display panel 
• The capability to support multiple displays of time usage and schedules 

depending on the display device capabilities 
• The capability to flexibly handle time conflicts based on the importance and 

priorities of time events 
• The capability to automatically combine relevant time events in a personal 

calendar from the existing online resources 
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• The capability to advise users of useful time management strategies to 
improve the quality of individual time management 

• The capability to automatically suggest available time solutions for 
scheduling  a meeting with multiple people  

• The capability to visually display the time activities among collaborators 
with the different levels of privacy disclosure based on users’ preferences. 

 
The new calendar systems, to be effective, need to have the above proposed 

intelligent features that allow users to specify what goes where.  It is also evident 
from the interviews that users did not feel that their calendars gave them information 
on how their time was used.  Thus, additional summaries of time usage information 
were considered invaluable for the busy professionals.  Another key factor that came 
out of the interviews was the difficulties that users found in using electronic calendar 
systems, either because of their user unfriendliness or due to their privacy concerns of 
sharing the usage with others.  These issues, too, should be addressed in the redesign 
and implementation of the new calendar system. 

6   Study Limitations, Expected Contributions and Future 
Research Directions  

In summary, this qualitative study successfully identifies useful usability issues in 
personal calendar tools with twenty users, which suggest that a number of additional 
intelligent features and functions are needed for calendar systems to effectively 
support personal time management tasks.  

One study limitation that should be noted is that this study does not necessarily 
represent an accurate distribution of the personal calendars in use by general users.  
The study sample was small and the interviews captured data at a point in time. The 
other limitation is that the study participants work in an academic institution. 
Although the institution setting represents a large collection of conflicting time 
patterns, it would be beneficial to have more diverse organizational settings to ensure 
the study results more generalizable. This is therefore part of the future research plan.   

The value of this work is a quantitative demonstration of the existence and 
distribution of different types of personal calendar tools and the usability problems 
that users have encountered in their personal time management practices. The 
usability findings suggest some important missing features in the current electronic 
calendar systems. A second value is in recognizing that many of the time constraints 
that entrain our lives cannot be readily encoded in the current calendar systems 
indicating that the power of the computer in supporting personal time management is 
under-utilized.  

This paper only reports the preliminary findings and further qualitative data 
analyses are still ongoing.  More theory-based coding schema is being built to analyze 
the interview data. For example, in a business setting, the organizational-temporal 
structures including explicit (e.g., project deadlines) and implicit structures (e.g., 
organizational-temporal norms) may affect personal calendaring behaviors. The in-
depth coding analysis could demonstrate how the external temporal structures interact 
with individual time experiences, how the temporal structures can be effectively 
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incorporated into both organizational and personal calendar systems, and how the 
individual time management strategies are tied with personal effective use of calendar 
tools. The long-term goal of this research is to develop such a design for a more 
intelligent calendar system that will provide users more flexibility and control to 
support their time management tasks, and will empower organizations to better 
coordinate time with their individual workers.  Such proposed functionalities are 
expected to form new requirements for a more intelligent calendar system. 
Technically, it is important to improve the Internet communication protocol [20], 
mobile ad hoc networks [22], the design and implementation of the fast sent protocol 
[23] and the improvement of mobile networks reliability protocols [24] to support the 
efficiency of the digital calendar design in the future. 
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Abstract. We present an adaptive query processing approach for semantic 
interoperable information systems. The algorithm is self-adapted to the changes 
of the environment, offers a wide aptitude and solves the various data conflicts 
in a dynamic way, it reformulates the query using the schema mediation method 
for the discovered systems and the context mediation for the other systems. 
Another advantage of our approach consists in the exploitation of intelligent 
agents for query reformulation and the use of a new technology for the semantic 
representation.  

Keywords: Query processing; Semantic mediation; Multi-agent systems and 
OWL DL.  

1   Introduction 

Interoperability has been a basic requirement for modern information systems 
environment. The cooperation of systems is confronted with many problems of 
heterogeneities and must take account of the open and dynamic aspect of modern 
environments. Querying the distributed ontologies is one major task in semantic 
interoperable information systems. 

Various types of heterogeneity can be encountered cited as follow: technical, 
syntactic, structural and semantic heterogeneity. The resolution of semantic 
heterogeneity is becoming more important than before. Its types appear as: naming 
conflicts (taxonomic and linguistic problems) and values conflicts[28][03].  

The high number of the information sources implies the increase and the 
diversification of the conflicts number, as well as an increase in the time of 
localization of relevant information. It increases also the time of transmission of the 
queries towards all these information sources and the time response of the information 
sources. Therefore, the solutions of semantic interoperability should have an 
intelligent processor for query processing that allows the adaptation of the 
environment’s changes and solves the various data conflicts in a dynamic way. Each 
solution provides some advantages to the detriments of others. Each one of them 
treats just one part of the data conflicts. 
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We propose an adaptive query processing approach for semantic interoperable 
information systems. Our algorithm is self-adapted to the changes of the environment, 
offers a wide aptitude and solves the various data conflicts in a dynamic way. It 
reformulates the query using the schema mediation method for the discovered systems 
and the context mediation for the other systems. 

In the following, section 2 presents a synthesis of the various existing approaches. 
Section 3 and 4 describe the architecture of the mediation and the basic concepts of 
our architecture. The section 5 describes the query processing and the section 6 
presents the technical aspects and prototype implementation.   

2   Related Works  

As the query processing problem in distributed systems has been discussed in 
traditional databases and Semantic Web, two possible orientations have been 
proposed: the integration guided by the sources (schema mediation), and the 
integration guided by the queries (context mediation) [21][5] [6][8][4][10][11].  

The schema mediation is a direct extension of the federate approach. Data conflicts 
are statically solved. In the schema mediation; the mediator should be associated with 
a knowledge set (mapping rules) for locating the data sources. The query processing 
follows an execution plan established by rules which determine the relevant data in 
order to treat a query (static resolution of queries).  It requires a pre-knowledge on the 
systems participating in the cooperation. The mediator’s role is to divide (according to 
the global schema) the user query in several sub-queries supported by the sources and 
gathers the results. The global schema is generally specified by object, logic, XML or 
OWL interfaces [24][17][3][5][22]. In all these works, the objective is to build a 
global schema which integrates all the local schemas. When one operates in an 
evolutionary world where sources can evolve all the time, the elaboration of a global 
schema is a difficult task. It would be necessary to be able to reconstruct the 
integrated schema each time a new source is considered or each time an actual source 
makes a number of changes [4]. Generally, the time response of the queries of this 
approach is better than the context mediation which requires much time (it uses the 
semantic reconciliation). In this approach; the transparency (is to give the illusion to 
the users whom they interact with a local system, central and homogeneous) is 
assured. The degree of automation of the resolution of the data conflicts is weak, and 
the scalability (the system effectiveness should be not degraded and the query 
processing remains independent of the addition or the suppression of systems in a 
given architecture) and evolutionarity (to control the update, the remove and the 
addition of information systems) are less respected compared to the context 
mediation.  

Many works are dedicated to the proposition of automatic approaches for 
schemas/ontologies integration [30][31]. The schemas mapping notion have been 
particularly investigated in many studies, therefore it leads to the elaboration of 
several systems such as DIKE [7], COMA [13], CUPID [14]. It is possible to find 
analyses and comparisons of such systems in [18]. Several ontologies based 
approaches for integration of information were suggested. In [20] and [4] survey of 
this subject is presented. Among the many drawbacks of these works is that they do 
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not describe the integration process in a complete way; they always use assumptions 
like pre-existence mappings [23][33] from a part, and from another part, they provide 
methods to calculate mappings between general or specific ontologies [30] and they 
do not indicate how to really exploit it for automatic integration or for the query 
reformulation [22][33]. 

In [21][3] the authors have proposed an extended schema mediation named 
DILEMMA based on the static resolution of queries. The mediation is ensured by a 
couple mediator/wrapper and a knowledge base associated with each system that 
takes part in the cooperation. The mediator comprises a queries processor and a 
facilitator. This approach provide a better transparency and makes it possible to solve 
the semantic values conflicts, but in a priori manner. The automation degree of the 
resolution of the data conflicts is enhanced compared to the schema mediation. This 
later involves always the recourse of an expert of the domain. It has a low capacity to 
treat evolutionarity and the scalability.  

The role of the mediator in the context mediation approach is to identify, locate, 
transform and integrate the relevant data according to semantics associated with a 
query [21][3]. The resolution of data conflicts is dynamic and does not require the 
definition of a mediation schema. The user's queries are generally formulated in terms 
of ontologies. The data are integrated dynamically according to the semantic 
information contained in the description of the contexts. This approach provides a 
best evolutionarity of the local sources and the automation degree of the resolution of 
the data conflicts is better compared to schema mediation. Two categories of context 
mediation are defined: - the single domain approach SIMS [9], COIN [10] working on 
a single domain where all the contexts are defined by using a universal of consensual 
speech. The scalability and evolutionarity are respected but remains limited by the 
unicity of the domain. - Multi-domains approaches Infosleuth [11], Observer [12] 
they use various means to represent and connect heterogeneous semantic domain: 
ontologies, hierarchy of ontologies and method of statistical analysis.  

In the context mediation approach the data conflicts are dynamically solved during 
the execution of the queries (dynamic query resolution), allowing the best evolution 
of the local sources and the automation degree is enhanced compared to the schema 
mediation, this to the detriment of time response of the queries (it uses the semantic 
reconciliation). Concerning the semantic conflicts, the majority of the projects solve 
only the taxonomic conflicts (Coin [10]). The resolution of the values conflicts is 
either guided by the user (Infosleuth [11]), or unsolved in the majority of cases 
(Observer [12] [28]). 

The agent paradigm gives a new insight for the systems nature development such 
as: complex, heterogeneous, distributed and/or autonomous [15][34][35][38]. Several 
works of semantic interoperability use the agent paradigm [16][11][29] [32].  

Infosleuth project [11] is used to implement a set of cooperative agents which 
discover, integrate and present information according to the user or application needs 
for which they produce a simple and coherent interface. The Infosleuth’s architecture 
project consists of a set of collaborative agents, communicating with each other using 
the agent communication language KQML (Knowledge Query and 
Manipulation Language). Users express their queries on a specific ontology using KIF 
(Knowledge Interchange Format) and SQL. The queries are dispatched to the 
specialized agents (agent broker, ontological, planner...) to retrieve data on distributed 
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sources. The resolution of many semantic conflicts remains guided by the user [3]. 
They use specialized agents seen as threads which are widely different from the usual 
definition of the cognitive agent given in the distributed artificial intelligence. 

In [28], the authors propose a multi-agent system to achieve semantic 
interoperability and to resolve semantic conflicts related to evolutive ontologies 
domain. In this approach, the query processing and the validation of the mappings are 
completely related to the users. In [29] propose an agent based intelligent meta-search 
and recommendation system for products through consideration of multiple attributes 
by using ontology mapping and Web services. 

This framework is intended for an electronic commerce domain. All the approaches 
cited above use a approach fixed in advance (schema or context mediation), it can cause 
problems scalablilité and adaptation to the changing environment. Our main contribution 
is what does not fixed in advance for query processing. Our system dynamically adapts to 
change of the environment and processes queries according to available information on 
suppliers (or environment). 

3   Generic Architecture Based Agent for Context and Schema 
Mediation (GAACSM)  

The cooperation suggested in our solution is based on: A preliminary construction of 
information before its integration in the architecture system and we use the static and 
dynamics query resolution. An information system can play the role of information 
supplier and/or consumer (Figure1).  

Our architecture consists of two types of agents:  intelligent agents (IAs) and 
routings agents. The integration phase of a new information system (IS) in our 
proposed mediation system begins with the creation of an IA and continues with the 
fastening of this last to a routing agent (RA) which is nearest semantically.   

The new IA integrated into the system of mediation applies the Contract Net 
protocol and sends an invitation describing its domain. The RAs receiving the call and 
provide their ability (semantic proximity rate). As soon as, the IA receives answers 
from all RAs, then it evaluates these rates, and makes its choice on a RA which is the 
nearest semantically. The chosen RA adds the previous IA to its net contacts.  

Our approach does not use a global schema or some predefined mappings. Users 
interrogate the consuming system (the queries formulated in term of the consuming 
schema). At the beginning, the intelligent agent consuming (IAC) applies the dynamic 
query resolution protocol (context mediation) because it does not have information on 
the suppliers systems. This protocol is applied via the RA which is the nearest 
semantically with the IAC. During the dynamic evaluation of the query, the intelligent 
agent suppliers (IASs) update their histories and add information (mapping between 
terms of query ontology and their ontologies) to facilitate their dynamic integration 
with the IAC.  

Each IAS replies with results, the RA updates its KB and reorders the list of IASs that 
are the most important to previous IAC (in other words; the IASs which contain results 
are at the head of the list). If no IAS replies, the RA sends the query to other RAs. If there 
are replies, the RA adds the IASs of other RAs to its KB (auto reorganization).   
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Fig. 1. General architecture of the proposed approach 

During the operation of the mediation system, the IAC applies the protocol to 
discover suppliers which are the nearest semantically to its domain, and to integrate 
them dynamically in order to use them in the schema mediation. For this aim, it 
cooperates with the RA. Indeed; the RA updates its KB during its communication 
with the other agents. Particularly, its KB contains for each IA an ordered list of its 
IASs which are not discovered yet. These IASs should be near semantically to it. The 
first IAS in the list is the one which has largest number of responses of IA. After that 
the first IAS becomes the next supplier solicited to the following dynamic integration 
done by IA.   

After the dynamic integration, the IAC updates its knowledge base by mapping 
rules.  

During the operation of the system, the IAC discovers some suppliers and adapts 
itself with the environment. So, to treat a query two protocols should be applied: the 
static query resolution protocol is adopted for the discovered systems and the dynamic 
query resolution for other systems (algorithm3). 

4   Basic Concepts of the GAACSM Architecture  

In what follows, we present a cooperation scenario which will be used throughout this 
paper.  

4.1   Cooperation Scenario 

In this section we describe an interoperability example between heterogeneous 
systems. A given company wishes to provide an information service regarding the 
concerts of various artists (extension of the example cited in [26]) from the world. We 
chose this example for reasons of simplification. 
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The schema of the consuming system is as 
follows:  

 
Class (CS) 
FunctionalProperty (nbC domain (CS) range 
(xsd:integer)) 
DatatypeProperty (artistN domain (CS) range 
(xsd:string)) 
DatatypeProperty (dateC domain (CS) range (xsd:date)) 
DatatypeProperty (Pfree domain (CS) range 
(xsd:integer)) 
DatatypeProperty (Psold domain (CS) range 
(xsd:integer)) 
DatatypeProperty (Pprice domain (CS) range (xsd:float)) 
 

nbC (integer): number identifying a concert, artistN 
(string): Name of artist, dateC (date): Date of concert, 
Pfree (integer): number of a free places, Psold (integer): 
number of sold places, Pprice (float): price of a place 
(Euro) 

 

The schema of the supplier system 1 is given 
below: 
Class (SS1) 
Class (Place) 
 FunctionalProperty (id domain (SS1)  range 
(xsd:integer)) 
 DatatypeProperty (nam domain (SS1) range (xsd:string)) 
 DatatypeProperty (seance domain (SS1) range 
(xsd:date)) 
 ObjectProperty (EidPlc  domain (SS1) range (Place)) 
 DatatypeProperty (ticket domain (SS1) range (xsd:float)) 
 FunctionalProperty (idplc domain (Place) range 
(xsd:integer)) 
 DatatypeProperty (nbP domain (Place) range 
(xsd:integer)) 
 DatatypeProperty (totP domain (SS1) range 
(xsd:integer)) 
 FunctionalProperty (id domain (SS1) range (xsd:integer)) 

 
id (integer) : number identifying a concert, nam (string) 
:name of artist, seance (date) : date of a seance, Eidplc 
(integer) : an identifier reference to the relation Place-
idplc, ticket (float) : price of a place (Dinars), idplc 
(integer) : identifier identifies nbP and  totP, nbP 
(integer) : number of a free places, totP (integer) : 
number of total places 

The schema of the supplier system 2 is the following: 
Class (SS2) 
FunctionalProperty (nomCons domain (SS2) range (xsd:integer)) 
DatatypeProperty (NamArtist domain (SS2) range (xsd:string)) 
DatatypeProperty (ConsDate domain (SS2) range (xsd:date)) 
DatatypeProperty (soldP domain (SS2) range (xsd:integer)) 
DatatypeProperty (totalP domain (SS2) range (xsd:integer)) 
DatatypeProperty (Tprice domain (SS2) range (xsd:float)) 

 
numCons : number identifying a concert, NamArtist : Name of artist, ConsDate: Date of seance, soldP: number of a 
sold places, totalP : Number of  total places, Tprice : Price of a place (Dollars) 

 
Our approach uses the OWL DL [19] as common data model. The OWL DL 

enriches the RDF Schemas model by defining a rich vocabulary to the description of 
complex ontologies. So, it is more expressive than RDF and RDFS which have some 
insufficiency of expressivity because of their dependence only on the definition of the 
relations between objects by assertions.  OWL DL brings also a better integration, 
evolution, division and easier inference of ontologies [19].  

To build an ontology from a schema; we propose the following steps: a) We use 
the schema to extract the concepts and the relations between them, in other words; 
Find the semantic organization of the various concepts (used in the schema) and the 
relation between them (initial construction). b) We add the synonyms and the 
antonyms of each name of class in `label', c) We add comments on the name of 
classes by using ‘comment',  d) We add for each name of a class its sub concepts, its 
super concepts and its class’s sisters. 

The construction of this ontology is closely related to the context of the 
application domain of the information system.  
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Example 1  
The following example indicates the schema ontologies of the consuming, supplier 1 
and 2 systems built by using the preceding steps (it is a concise representation, fig 2, 3 
and 4).    

4.2   Definitions 

Definition 1: Schema-ontology mapping. Given a schema S and its ontology O. a 
schema-ontology mapping is expressed by the function:  

MSO: S →  O  
          x →  e   
 

 
Fig. 2. Ontology of consuming system 
The b,c, d information are represented by:  
.    . 

 

Fig. 3. Ontology of supplier 1 system 

 
Fig. 4. Ontology of supplier 2 system 

Example 2 
Mappings MSO between the consuming schema and its ontology are the following: 
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<Concert rdf:ID="nbC"> </Concert> 
<Concert rdf:ID="CS"> </Concert> 
<Artist rdf:ID="artistN"> </Artist> 

        <Date rdf:ID="dateC">  </Date> 

<freeplace rdf:ID="Pfree"> </ freeplace> 
<soldplace rdf:ID="Psold"> </ soldplace> 

          <Price rdf:ID="Pprice">   </Price> 

Definition 2: Context. It describes the assumptions, the explicit information of 
definition and use of a data. In our approach, the context is defined by (S, SCV, O, 
MSO) such as: S is a schema, SCV is a semantic conflicts of values, O defines an 
ontology and MSO is a schema-ontology mapping. 

 

Definition 3: Query language. We adapted the language defined in [2] as a query 
language in our architecture. Given L the set of individuals and values belonging to 
OWL DL data types. Given V the set of variables disjoint from those of L. A query 

iQ  in ontology iO   is of the form ,i
P

i
C QQ ∧  where 

• i
CQ  is a conjunction of )(xC i  where CC i ∈  and VLx ∪∈  

• i
PQ  is a conjunction of ),( yxPi  where PPi ∈  and VLyx ∪∈,  

 

Example 3  
This query is formulated in terms of the consuming schema.  

y)dateC(x,)artist1""artistN(x,)( ∧∧= xCSQ . Which means the knowledge of the 

date or the dates of the concerts of the artist «artist1». 
 

Definition 4: Semantic similarity. The calculation of the semantic similarity 
between two concepts is calculated from the elementary calculations of similarity 
which take into account the various elements of the environment of a concept in its 
domain. The various adopted measures are: the terminology of the concept and 
environment in which the concept is located. These measurements are selected from a 
deep study of the various similarities measures [1] [36] [34] and from the definition of 
an ontology of schema in GAACSM architecture. Our algorithm which calculates the 
semantic similarity between two elements e1, e2 is as follows (figure 5): 
 
 
 
 

                  
 
 
 
 
 
 
 
 
 
 
 

]1,0[],1,0[: ∈∈ βαoù , ]1,0[],1,0[ 21 ∈∈ αα , ]1,0[1 ∈β et ]1,0[2 ∈β . SimTer: 

terminological similarity. SimStruc: structural similarity. SimN : Similarity of names 

Algorithm 1. Sim(e1,e2) 

Require: ontology 1O and 2O , 21 2  ,1 OeOe ∈∈  

1:  Calculation SimN of e1,e2, 
2:  Calculation SimC of e1,e2, 
3:  Calculation SimV of  e1,e2, 
4:  Calculation SimR of e1,e2, 
5 : SimCSimNeeSimTer ×+×= 21)2,1( αα  

6 : SimRSimVeeSimStruc ×+×← 21)2,1( ββ  

7 : SimStrucSimTereeSim ×+×← βα)2,1(  

End 

Fig. 5. Semantic similarity algorithm
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using their synonyms and antonyms. SimC: Comments similarity of the two concepts.  
SimV: Structural similarity vicinity (Our approach is based on the assumption that if 
the neighbors of two classes are similar, these two classes are also considered as 
similar). SimR: Roles similarity (The roles are the links between two OWL DL 
classes).  
 
Definition 5: Comparison of two ontologies. The comparison of two ontologies, 
belonging to different IAs, The comparison is defined by the Comp function as 
follows: Comp : 'OO →  such as Comp(e1) = e'1  if  Sim(e1, e'1) > tr where O and O' 

are two ontologies to be compared, tr indicates a minimal level of similarity 
belonging to the interval [0,1], e1∈O and e'1∈O'.  

 
Definition 6: Sub schema Adaptation of an IA.  Given two intelligent agents A,  B.    

- Given the schema aS , the ontology 
aO of A, and the ontology  

bO  of the agent B.    

- Given the function Comp: ba OO →  the comparison between two ontologies 

aO and 
bO of A and B respectively. 

- Given 
abCO  the set of the elements e∈

aO , such that Comp(e) = e' and Sim(e, e') 

> tr with e’∈
bO . 

- Given a sub-schema aSs the set of elements x∈ aS such as MSO(x) =e with 

e∈
abCO .  

The adaptation of the sub schema aSs of aS (of the agent A) on the ontology 
bO of 

the agent B is the function:   
Adapt: →aSs bO     

              →X  e'   

 with:  X∈ aSs , e'∈
bO where there exist e∈

abCO such that Comp(e) = e' and Sim(e,  

e') > tr, MSO(x) =e. 
 
Definition 7: Semantic enrichment of a query. Given the context C represented by 
(S, O, MSO) and Q= ,i

P
i
C QQ ∧  a query formulated in term of the schema S. The 

semantic enrichment of this query, by using the ontology O, is defined by the 
following rules:   
1) Find using the function MSO, the equivalent classes of )(xCi  and ),( yxPi  of the 

query i
CQ and i

PQ  respectively in the ontology O. They are noted by )(xOC i and 

),( yxOPi  respectively. 

2) Find by using the subsumption relation, the ancestors classes of each class of 
)(xOC i  and ),( yxOPi . They are noted by )(xpOCi and ),( yxpOPi  respectively.. 

3) Find by using the subsumption relation, the sub  classes of each class of )(xOC i  

and ),( yxOPi . They are noted  by )(xcOCi and ),( yxcOPi  respectively. 
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4)  Find by using the equivalent relation, the equivalent   classes of each class of 
)(xOC i  and ),( yxOPi . They are noted by )(xeOCi  and ),( yxeOPi  respectively.  

5) We clarify, by using the schema S, the semantic conflicts of values which exist in 
the query Q. This information is noted by csvQ. 

A query Q enriched semantically is composed of : ,i
P

i
C QQ ∧ , )(xOC i , { )(xeOCi }, 

{ )(xpOCi },{ )(xcOCi }, ),( yxOPi ,{ ),( yxeOPi },{ ),( yxpOPi },{ ),( yxcOPi },csvQ). This 

enrichment is called query ontology.   
 
Example 4 
Given the following query formulated in terms of the consuming schema 

  y)dateC(x,)artist1""artistN(x,)( ∧∧= xCSQ . The semantic enrichment of the 

query is as follows:  We have Q= ,i
P

i
C QQ ∧  

- The Correspondent of the concept )(xCS , based on the function MSO, is the 

concept )(xOC i =concert.   

- Concepts { )(xeOC i },{ )(xpOC i },{ )(xcOC i } are  represented by: 

- The Correspondent of the concept ),(1 yxOPi = )artist1""artistN(x, , based on 

the function MSO, is the concept Artist.   
- Concepts { ),(1 yxeOP },{ ),(1 yxpOP },{ ),(1 yxcOP } are represented by : 

 
-  The Correspondent of the concept ),(2 yxOP = y)dateC(x, , based on the 

function MSO, is the concept Date.   
- Concepts { ),(2 yxeOP },{ ),(2 yxpOP },{ ),(2 yxcOP } are represented by : 

 
The semantic enrichment of the query (query ontology) 

y)dateC(x,)artiste1""artistN(x,)( ∧∧xSC  is the ontology:   

 
 

And  csvQ= {dateC : < OSCV: Date > French date < OSCV: Date />}  
 
Definition 8: Semantic evaluation of a query ontology. The semantic evaluation of 

a query enriched semantically (query ontology) QO  = ( ,i
P

i
C QQ ∧ , )(xOC i , { )(xeOCi }, 

{ )(xpOCi },{ )(xcOC i }, ),( yxOPi ,{ ),( yxeOPi },{ ),( yxpOPi },{ ),( yxcOPi }, csvQ) is 

defined by the algorithm 2 (figure 6): 
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Example 5 
Given the previous query y)dateC(x,)artist1""artistN(x,)( ∧∧= xCSQ   

The semantic evaluation of its query ontology, on the source of supplier 1 is done by 
the application of the algorithm 2.  The steps are as follows:    

- Calculation of the similarities between the query ontology  and the ontology of 
supplier 1.  

- Calculation of the set QIASCO  = {Concert, Artist, Person, Date,…} 

- Calculation of the sub schema QSs =  { y)dateC(x,  ),artist1""artistN(x,  ),(xCS } 

- Calculation of the function Adapt : QSs IASO . Its values are 

:{Adapt(SC(x))=Concert, Adapt( )artist1""artistN(x, )=Musician, 

Adapt( y)dateC(x, )=Date} 

- Semantic evaluation of Adapt( QSs ), which requires the calculation of the 

function MSO reverse. Hence: { -1MSO (Concert)=SS1,  -1MSO  (Musician)=nam, 
-1MSO (Date)=seance}. 

 
 
 
 
 

Algorithm 2.    

Require: query ontology QO  of IAC  and ontology 
IASO  of IAS 

1: Calculation of the function Comp: IASQ OO →  

2: Calculation of the set QIASCO   

3: Calculation of the sub-schema QSs  

4 : Calculation of the function Adapt : QSs  IASO  

5:  /*Evaluate of the semantic query Adapt( QSs ) */ 

6:  For each X QSs∈  and e )(XAdapt∈ do 

7:     Search   Y IASS∈ where:  MSO(Y)=e   

8:    If  Y exists then to replace X  by Y  in i
P

i
C QQ ∧  ( i

P
i
C QQ ∧ QO∈ ) 

9: Endfor 
10: the quey which will be to evaluate in IAS is i

P
i
C QQ ∧  

11: End 
 

Fig. 6. Algorithm 2. Semantic evaluation of a query ontology  
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- Concerning the semantic conflicts of values, the attribute seance uses the same 
format like dateC, else it is necessary to take into account the change of the 
results and to convert the format using the OSCV ontology (a transformation 
function). 

Finally, the query which will be carried out on the level of the source of supplier 1 is 
as follows:  y)(x,)artist1""(x,)(1 seancenamxSSQ ∧∧= .  

 
Definition 9: Mapping rules. A schema mapping is a triplet (S1, S2, M)[2], where: 
S1 is the source schema; S2 is the target schema; M the mapping between S1 and S2, 
i.e. a set of assertions Ts qq , with sq and Tq  are conjunctive queries over S1 and 

S2, respectively, having the same set of distinguished variables x, and { }≡⊇⊆∈  , ,  .  
 
Definition 10: Query Reformulation. Let iQ  be a query in schema iS  and jQ  be a 
query in schema jS described by classes and properties in the mapping Mij . 

• jQ is an equivalent reformulation of iQ if ij QQ ⊆ and ji QQ ⊆  , which is noted by ij QQ ≡ . 

• jQ  is a minimally-containing reformulation of iQ  if ji QQ ⊆  and there is no other query 
'
jQ  such that '

ji QQ ⊆  and jj QQ ⊆'  . 

• jQ is a maximally-contained reformulation of iQ  if ij QQ ⊆  and there is no other query 
'
jQ  such that '

jj QQ ⊆  and ij QQ ⊆' . 

To find the approximate query reformulation we use the mapping rules M 
(definition 15), we substitute the terms of iQ by their correspondents [02]. 

5   Queries Processing   

The query processing is divided into several steps, and during this process, the multi-
agents system uses a set of protocols. The principal steps are (figure 7):   

5.1   Static Query Resolution  

The static resolution is applied to the systems have been already discovered.  

Step 1: query validation the IAC checks the validity of the query.  

Step2: query reformulation: the query is divided into a recombining query of the 
results and sub queries intended for the IAS which contain data necessary to the 
execution of the query. The decomposition of the query is done by the use of the 
mapping rules.  
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Algorithm 3. Query processing   
Given L the list of discovered agents and their mappings 
If QueryValidation() then  
1:if  L <> empty then    

- QueryReformulation()   
-  StaticRecombiningResults() 

 2: Dynamic query resolution   
-  SemanticEnrichmentQuery()   
-  TransmissionSemanticallyEnrichedQuery()  
-  SemanticEvaluation() /*algorithm 2*/            
- DynamicRecombiningResults()   

 

Fig. 7. Algorithm 3. Query processing 

 
Step3: recombining of the results: the IAC executes the recombining query for the 
results.   

5.2   Dynamic Query Resolution   

The dynamic resolution makes it possible to take into account the appearance of new 
IASs.  The principal steps are:   

Step 1: Semantic enrichment of a query. The IAC enriches the query semantically 
by using the ontology and the links schema-ontology which are in its own knowledge 
base (definition 7).   

Step 2: Transmission of the semantically enriched query. The IAC applies the 
cooperation protocol of dynamic query resolution. So it transmits the semantically 
enriched query to the routing agent which is nearest semantically. This latter sends it to 
all IASs of its net contacts.   

Step 3: Semantic evaluation of the semantically enriched query (algorithm 2). 
Each IAS answers according to its capacity to treat the query:   

1) To compare elements of the query with its ontology. The elements of the query 
and its ontology are compared by using a semantic distance. The identified 
elements as equivalent are retained.   

2) The query is rewritten in terms of the equivalent elements of its ontology (then 
interpreted on its schema) to take into account the semantic conflicts of values 
(each intelligent agent has library of functions for the conversion of the types).   

3) The answer is sent latter to the routing agent, indicating the manner of treating 
the query, so that this letter can build recombining queries of the results.   

If no IAS answers, the routing agent sends the query to the other routings agents of 
other domains and if there are answers the routing agent updates its net contacts.   
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Stage 4: Results recombining: the routing agent recomposes the results obtained by 
IASs. Then it sends the final result to the IAC, this latter recomposes the results of 
static and dynamic query resolution. 

6   Technical Aspects and Prototype Implementation  

Our implementation is based on three class libraries:  OntoSim [39], Alignment API 
[25] and Jade [37]. OntoSim provides many similarities measurements between 
character strings. Alignment API allows to integrate new methods of similarities 
measurement (between two OWL ontologies) by implementing a Java interface. Jade 
(Java Agent Development Framework) [37] is used for the construction of the multi 
agents systems and the realization of applications in conformity with FIPA 
specifications. The cooperation protocols are implemented using the Jade platform. 
Concerning the local information systems, the local database of the consuming system 
and the database of the supplier system 1 are established under the Access DBMS and 
the Windows XP operating system. The database of the supplier system 2 is 
implemented in XML files and the same operating system. The scalability and the 
performances of the transport system of Jade message were treated in [27][28]. The 
obtained results confirm the fact that Jade deals well with the scalability according to 
several scenarios intra or inter framework.  The figure 8 presents an example of 
comparison between two ontologies of the consuming system and the supplier system 
2. Figure 9 presents the graphical interface, an example of query and the obtained 
results.  In this example, the IAS1 is discovered by agent IAC.  This last applies the 
schema mediation in order to reformulate the query.  The IAC applies the context 
mediation for other agents, which are not yet discovered (IAS2). It communicates 
with the agent RA.   

 

Fig. 8. Automatic mapping generation    
Fig. 9. A simple exemple   

7   Conclusion and Future Research 

In this paper we presented a adaptive query processing approach for semantic 
interoperable information systems. The main advantage of our query processing 
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algorithm consists in its robustness with regard to the evolution of systems, adaptation 
to the changes of environment and the resolution of the most various data conflicts in 
a dynamic way. 

The developed prototype shows the functionality of suggested approach. Our 
future research consists to employing the intelligent methods (for segmented 
comparison of large ontologies of arbitrary size) in order to reduce the time of 
ontologies comparison so we avoid the influence on the scalability of the suggested 
architecture. 
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Abstract. In this study an approach for detecting biomedical syntax variations 
through the Named Entity Recognition (NER) called Statistical Character-
Based Syntax Similarity (SCSS) is proposed which is used by dictionary-based 
NER approaches. Named Entity Recognition for biomedical literatures is 
extraction and recognition of biomedical names. There are different types of 
NER approaches, that the most common one is dictionary-based approaches. 
For a given unknown pattern, Dictionary-Based approaches, search through a 
biomedical dictionary and finds the most common similar patterns to assign 
their biomedical types to the given unknown pattern. Biomedical literatures 
include syntax variations, which means two different patterns, refer to the same 
biomedical named entity. Hence a similarity function should be able to support 
all of the possible syntax variations. There are three syntax variations namely: 
(i) character-level, (ii) word-level, and (iii) word order. The SCSS is able to 
detect all of the mentioned syntax vitiations. This study is evaluated based on 
two measures: recall and precision which are used to calculate a balanced F-
score. Result is satisfied as recall is 92.47% and precision is 96.7%, while the f-
test is 94.53%.  

Keywords: Artificial Intelligence, Natural Language Processing, Information 
Extraction, Named Entity Recognition, Text Mining, Biomedical. 

1   Introduction 

The plethora of material on the WWW is one of the factors that have sustained 
interest in automatic methods for extracting information from text. Information 
extraction is an application of Natural Language Processing (NLP). As the term 
implies, the goal is to extract information from text, and the aim is to do so without 
requiring the end user to read the text. The most important phase of information 
extraction is Named Entity Recognition (NER). This phase is the task of recognizing 
entity-denoting expressions, or named entities, in natural language documents. These 
name entities, can be person, places, organizations and especially biomedical name 
entities like gene and protein name.  
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The aim of this paper is to present a NER approach to extract and recognize the 
biomedical name entities like gene and protein, by considering the biomedical named 
entity complexities especially variation. Hereby a hybrid approach over Dictionary-
Based and Machine Learning approaches is designed, which is called Guess and Try 
(GAT).  

One of the important phases in GAT is GUESS phase. A named entity is a 
combination of several names, therefore it can be considered as a noun group (noun 
phrase) or subset of a bigger noun group. Hence in GUESS phase, GAT extracts the 
entire noun group from the text, in contrast to some approaches that consider the 
given text as a chain of words.  

The second phase TRY recognizes the extracted noun groups from the GUESS 
phase, and assigns a biomedical type (gene, protein) to them. For an extracted named 
entity GAT generates more than one suggestion (biomedical type) with a probability 
rate between 0 and 1. The strength of GAT is based on a Statistical Character-Based 
Syntax Similarity function which measures the similarity between two different name 
groups.  

The rest of the paper is organized as follows. Section 2 presents the background 
concepts related to biomedical named entity and highlights the complexities of this 
area. Section 3 presents related works, based on the approaches they have developed. 
Section 4 describes the GENIA corpus which is used in our approach. Section 5 
presents our proposed approach. Section 6 presents the evaluation of GAT and this is 
compared to other approaches and Section 7 is the conclusion of this study.  

2   Background 

In this section, the definition of biomedical entities and their complexities are 
presented. 

2.1   Biomedical Named Entity  

There are several online databases which include list of biomedical NEs. Each of the 
online databases in Table 1 contains a comprehensive list of biomedical NEs. 

Table 1. Biomedical NEs Online Databases 

Biomedical class Online Database 

Genes Human Genome Nomenclature 
(http://www.gene.ucl.ac.uk/nomenclature/) 

Proteins UniProt (http://www.expasy.org/sprot/), IPI 
(http://www.ensembl.org/IPI/) 

Cells Cell database of Riken Bioresource Center 
(http://www.brc.riken.jp/inf/en/) 

Drugs MedMaster (http://www.ashp.org/), USP DI (http://www.usp.org/) 

Chemicals UMLS Metathesaurus (http://www.nlm.nih.gov/research/umls/) 

Diseases NCBI Genes and Diseases (http://www.ncbi.nlm.nih.gov/disease/) 
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Table 2 shows samples of NEs for each category in the biomedical text.  

Table 2. Biomedical Entity 

Biomedical class Example 

Genes Tp53, agar 
Proteins p53, galactosidase, alpha (GLA) 

Cells CD4+-cells, Human malignant mesothelioma  

Drugs Cyclosporine, herbimycin 
Chemicals 5’-(N-ethylcarboxamido)adenosine (NECA) 

 
Biomedical NEs like gene and protein names in the databases and in the texts show 

several characteristics in common. For instance, many gene and protein names 
include special characters of the type as shown in Table 3.  

Table 3. Special Characters in Biomedical NEs 

Character 
Upper Case 
Comma 
Hyphen 
Slash 
Bracket 
Digit 

 
There are some predefined standard rules for naming a biomedical entity, like 

gene, protein, etc, which can help to recognize these patterns among a biomedical 
text. Some of these rules are presented in Table 4. 

In this paper the name entities or patterns which satisfy one or more of the above 
rules are called welled-form entity. The recognition of gene and protein names in the 
biomedical text is not straightforward, despite many well-known nomenclatures, such 
as HUGO and Swiss-Prot. In the following some of these issues are explained. 
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Table 4. Standard Biomedical Naming Rules 

Naming Rule Example 

Comma  , 

Dot  . 

Parenthesis  ( ) [ ] 

RomanDigit  II 

GreekLetter  Beta 

ATCGsequence  ACAG 

OneDigit  5 

AllDigits  60 

DigitCommaDigit  1,25 

OneCap  T 

AllCaps  CSF 

CapLowAlpha  All 

CapMixAlpha  IgM 

LowMixAlpha  kDa 

AlphaDigitAlpha  H2A 

AlphaDigit  T4 

DigitAlphaDigit  6C2 

DigitAlpha  19D 

2.2   Ambiguous Names 

Some ambiguous names will be confused with common English words; such as can, 
for, not, vamp, zip, white, and cycle.  

Also some times, the ambiguity can be presented as two different meaning for one 
particular pattern. For example, the name p21 formerly denoted a macromolecule 
associated with a cascade of signals from receptors at cell surfaces to the nucleus, 
which stimulates cell division, but currently it denotes a different protein that inhibits 
the cell cycle.  

2.3   Variation 

Variation means gene and protein names denote the same entities by definition, but 
different in name. Interestingly, gene and protein names show a high degree of 
variations in the text, including character-level variations, word-level variations and 
word-order variations, as illustrated in Table 5.  
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Table 5. Variation in Biomedical NEs 

Variation Examples 
Character-level variations i. D(2) or D2 

ii. SYT4 or SYT IV 
iii. IGA or IG alpha 
iv. S-receptor kinase or S receptor kinase 
v. Thioredoxin h-type 1 or Thioredoxin h (THL1) 

Word-level variations i. Rnase P protein or Rnase P 
ii. Interleukin-1 beta precursor INTERLEUKIN 

1-beta PROTEIN or INTERLEUKIN 1 beta 
iii. transcription intermediary factor-2 or 

transcriptional 
iv. intermediate factor 2 
 

Word-order variations i. Collagen type XIII alpha 1 or Alpha 1 type 
XIII collagen 

ii. integrin alpha 4 or alpha 4 integrin 

3   Related Work 

Generally there are three main approaches for NER, as follow: 

1. Dictionary-based approaches that find names of the well-known nomenclatures in 
the text by utilizing a dictionary. 

2. Rule-based approaches that manually or automatically construct rules and patterns 
to directly match them to candidate NEs in the text. 

3. Machine learning (statistical) approaches that employ machine learning techniques, 
such as HMMs and SVMs, to develop statistical models for gene and protein name 
recognition. 

4. Hybrid approaches that merge two or more of the above approaches, mostly in a 
sequential way, to deal with different aspects of NER. 

These approaches are explained in the following subsections. The focus of this 
research is on a hybrid over machine learning (statistical) and dictionary based 
approaches that use an annotated biomedical dictionary. 

3.1   Dictionary-Based Approaches 

Unlike the names of persons and locations in the general domain, gene and protein 
names have been well-managed through databases by leading organizations, such as 
the National Center for Biotechnology Information (NCBI) and the European 
Bioinformatics Institute (EBI) (http://www.ebi.ac.uk/). It is a natural consequence that 
previous approaches to gene and protein name recognition have been heavily 
dependent on such databases. The approaches usually find the database entry names  
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directly from the text. However, they have several limitations and lack of a unified 
resource that covers newly published names. 

Tsuruoka and Tsujii [1] address the aforementioned problems of dictionary-based 
approaches with a two-phase method. The method first scans texts for protein name 
candidates, using a protein name dictionary expanded by a probabilistic variant 
generator. The generator produces morphological variations of names in the class 
‘Amino Acid, Peptide, or Protein’ of the UMLS meta thesaurus and further gives each 
variant a generation probability that represents the plausibility of the variant. In the 
second phase, the method filters out irrelevant candidates of short names by utilizing 
a Naïve Bayes classifier with the features of words both within the candidates and 
surrounding the candidates. 

Hanisch [11] constructs a comprehensive dictionary of genes and proteins by 
merging HUGO Nomenclature, OMIM database, and UniProt. They present a method 
for detecting gene and protein names with the unified dictionary. The method 
processes tokens in a MEDLINE abstract one at a time and scores each candidate 
name with two measures; that is, boundary score to control the end of the candidate 
and acceptance score to determine whether the candidate is reported as a match. 

3.2   Rule-Based Approaches 

The dictionary-based approaches can deal with only morphological variations that 
correspond to some of the character-level and word-level variations in Table 5. Rule-
based approaches can deal with a broader range of variations, even covering a few of 
the word-order variations in Table 5. 

Fukuda [10] presents a method of protein name recognition that utilizes surface 
clues on character strings. The method first identifies core terms, those that contain 
special characters in Table 3, and feature terms, and those that describe biomedical 
functions of compound words (e.g., protein and receptor). It then concatenates the 
terms by utilizing handcrafted rules and patterns, and extends the boundaries to 
adjacent nouns and adjectives. 

3.3   Machine Learning Approaches 

Depending on the nature of biological texts, an approach is needed to find in what 
probability a pattern can be an entity.  

Collier et al. [3] use a supervised training method with Hidden Markov Model 
(HMM) to overcome the problem of rule-based approaches. The HMM is trained with 
bigrams based on lexical and character features in a small corpus of 100 MEDLINE 
abstracts. For each sentence, the model takes an input that consists of a sequence of 
words in the sentence and their features. The features used in the model include the 
presence or absence of each special character, and whether a word is a determiner or a 
conjunction. For the given class, the model then calculates the probability of a word 
belonging to the class. Finally, it produces the sequence of classes with the highest 
probabilities for the given sequence of words in the sentence. Domain experts mark 
up or annotate the corpus that is used to train the model with classes, such as proteins 
and DNA.  



170 H. Tohidi, H. Ibrahim, and M.A. Azmi 

In order to handle the lack of training corpus for gene and protein name 
recognition, Morgan [4] presents a method for automatically constructing a large 
quantity of training corpora by utilizing FlyBase, which includes a created list of 
genes and the MEDLINE abstracts from which the gene entries are drawn. They 
apply simple pattern matching to identify gene names or their synonyms in each 
article. The noisy corpus, automatically annotated with gene entries of FlyBase, is 
used to train an HMM for gene name recognition.  

3.4   Hybrid Approaches 

As the number of features for machine learning systems increases to cover more 
phenomena in NER, the data sparseness problem becomes more serious. Since the 
approaches discussed above have their own advantages and disadvantages, there is a 
clear need for combining them for better performance. In fact, some of the methods 
introduced in the previous subsections are a hybrid of different kinds of approaches.  

For instance Proux [6] applies a machine learning technique for disambiguation of 
relevant candidate gene names in a rule-based system. Zhou and Su [5] automatically 
construct rules to deal with cascaded entity names for their machine learning system.   

4   GENIA 3.0 

In this study, the GENIA 3.0 which is the largest annotated corpus in molecular and 
biology domain available to public [9] is used. The corpus is available in XML format 
and contains 2000 MEDLINE abstracts of 360K words. Ontology for biomedical 
entity is based on the GENIA ontology which includes 23 distinct classes that are: 
gene, multi-cell, mono-cell, virus, body part, tissue, cell type, cell component, 
organism, cell line, other artificial source, protein, peptide, amino acid monomer, 
DNA, RNA, poly nucleotide, nucleotide, lipid, carbohydrate, other organic compound, 
inorganic, and atom.  

In the corpus the biomedical entities are represented by XML tag called cons. Each 
cons tag represents a biomedical named entity by the lex attribute while its biomedical 
type (class label) is represented by the sem attribute. For instance the following XML 
code represents one of the nodes in the corpus which stands for a biomedical named 
entity Protein Kinase C. 

 
<cons lex="protein_kinase_C" sem="G#protein_molecule"> 
  Protein kinase C 
</cons> 

 
Among these 24 biomedical classes this study focuses on the gene and protein 

names, since these categories have the most complexity for NER compare to the other 
classes. Also most of the previous researches have been done over these two 
categories. 
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5   Proposed Approach 

Our proposed approach GAT consists of two major phases and one minor data 
preprocessing phase. The three phases are GUESS, TRY, and data preprocessing  
which are explained in the following subsections. 

5.1   Data Preprocessing 

There are three steps in this phase. 

Generate the BioDic  

The first step in data preprocessing is a word-level process which extracts words from 
the 2000 abstracts. All the GENIA abstracts are scanned and tokenized to transform 
the given unstructured text into a list of extracted words. The occurrence of each word 
is counted to compute its frequency distribution. 

Detect Stop Word 

Stop words are words that are filtered out before or after the processing of natural 
language. In this step all of the stop words are removed from the GENIA abstracts.  

Generate Training Set 

In this step the XML file is scanned and its content is transferred and represented into 
a tabular structure as presented in Table 6. 

Table 6. Training Dataset after Transformation 

Index Named entity Entity Type Welled-form Frequency Main 

Index 

100 Protein 

PKC_Activator  

Protein Yes 7000, 

200, 

6543 

1 

101 Cell_Fat 

_Activator 

Cell No 8453, 

5432, 

5411 

0 

 

In this study for each biomedical named entity four features are defined as below: 
1. Article Index: A unique ID to indicate the extracted biomedical named entity. 
2. Named entity (Noun Group): A named entity may contain one or more nouns, 

which are separated by underscore. Therefore it can be regarded as a noun group. 
This is retrieved from the lex attribute in the corpus XML file. 
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3. Entity Type: The biomedical type or class label, which is retrieved from the sem 
attribute. 

4. Well-formed: Name entities can be categorized into two genres. These two genres 
are not mutually exclusive; therefore a named entity can belong to both of them. 
These genres are: 
a. Well-formed named entity is a named entity which at least one of the rules in 

Table 4 is satisfied. A noun group is called a well-formed noun group if it 
contains at least one well-formed named entity. 

b. Frequency named entity is a non-well-formed named entity that contains at 
least one noun with a frequency more than a threshold value over the GENIA 
abstracts. A noun group is called a frequency noun group if it contains at 
least one frequent named entity. 

5. Frequency: Indicates the frequency for each of the noun that belongs to a named 
entity. This frequency is counted over that 2000 GENIA abstracts.  

6. Main Index: Index of the main noun from the related noun group. This index is 
assigned as follows: 
a. If the noun group is a well-formed, then this value is the index of the noun or 

word that is well-formed. For example in the first row of Table 6, the well-
formed part is “PKC” hence the index is 1. 

b. For frequency noun group, the value is the index of the noun which has the 
highest frequency. For example in the second row of Table 6, the highest 
frequency is Cell so the index is 0.     

5.2   GEUSS Phase 

All of the noun groups or noun phrases of unstructured biomedical text which are 
called candidates are extracted and checked whether they contain a biomedical named 
entity. This phase contains three steps which are explained below. 

Tokenization 

This process requires a tokenizer. In this study, a regular expression based algorithm 
is used to extract words among the sentences.  In Table 7 the regular expression used 
in this study is presented. Based on this regular expression a precise splitting is done 
and words are extracted. 

Table 7. Regular Expression for Extracting Words 

Regular Expression for Extracting Words 
"([ \\t{}():;.&^%$#@|<>_,\\-! \"?\n])" 

Extract Noun Groups 

Considering the noun group instead of a complete sentence and check word by word 
can significantly reduce the time complexity of the algorithm. All of the extracted 
noun groups are then kept in a list. Some samples of outputs for this algorithm after 
executing over sample in Table 8 are presented in Table 9. 
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Table 8. Example of Input Text 

Example of a Biomedical Text 
“Protein kinase C is not a downstream effector of p21ras in activated T cells” 

Table 9. Sample of Extracted Noun Group from Input Text 

Noun Group 
Protein kinase C 

downstream effector 

p21ras 

activated T cells 

 
A noun group contains collection of nouns, adjectives, and past participle verbs. 

Also a word or words which satisfied one of the rules in Table 4 is considered as a 
noun or a noun group.  

In summary all of the extracted noun groups are kept in a list. As mentioned 
earlier, the main idea of GAT is considering the noun group as a good candidate for a 
named entity, i.e. a named entity is a sequence of nouns or adjectives and past 
principle verbs. Therefore, first we extract all of the noun groups by considering 
“(VBN)*(JJ)*(NN)+” as regular expression and by using the corpus, a biomedical 
type is then identified.  

Generate Candidate Set 

GAT categorizes the extracted noun group into welled-form and frequency categories. 
These two groups are called welled-form candidate and frequency candidate, 
respectively and are explained below. 

1. Welled-form candidate is a noun group that at least one of its nouns 
follows one of the rules in Table 4.   

2. Frequency candidate is a non-welled-form noun group that has one word 
with a frequency more than a threshold value over the BioDic which is 
explained in subsection 5.1.1. 

These extracted noun groups are arranged in the same format that is explained in 
subsection 5.1 The process of creating this data set is the same as the process 
presented in subsection 5.1. 

5.3   TRY Phase 

The aim of this phase is to recognize biomedical type or class (gene and protein) for 
each candidate by extracting one or more matched through the training data set.  

The major challenge in GAT is to recognize when a noun phrase candidate as D2 
and a known biomedical named entity like DII designate the same entity.  
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In this study a syntax similarity measurement called Statistical Character-Based 
Syntax Similarity (SCSS) is proposed which by focusing on the natural language 
syntax and standard naming rules (Table 4) finds a common part between two 
patterns. This function accepts two patterns, one is a well known pattern from the 
training set and the other is a candidate pattern. The function measures how much that 
the two patterns are similar or refer to the same biomedical named entity. 

SCSS Function 

The SCSS is independent from the text domain, computes the similarity probability 
by using four main functions. These four functions focus on word-character and 
word-order variation as presented in Table 5. Before explaining the four main 
functions, it is necessary to define five primitive functions that are used by the four 
main functions. 

Function 1 Sign  

{
1

0
)()(

trueisx

falseisx
xfxSign ==  

Sign function accepts a proposition and validates it. 
Example:  Sign (5 > 2) = 1; Sign (6 is Odd) = 0     
 

Function 2 Len  

 
Len(X) = Number of characters in string pattern X. 

Example:   Len(“abc”) = 3             
 

Function 3 Indexing  

 

Xi = The ith character of X or the ith position of the string pattern X. For negative i 
the value of Xi is equal to X0 or the first character of X.  

Example:   If X = “abcdef”, X2 = ‘c’      
 

Function 4 Common Character  

(X, Y, i) = j, 1 ≤ i ≤ Len(X) 
 

Returns the Y-position of the first occurrence of the ith common character between 
X and Y. If there is no common character at the given order the function returns -1. 

Example:  If X = ‘abcd’ and Y = ‘bdecjhdf’, then (X, Y, 1) = 0 since the first 
common character between X and Y is ‘b’ and its index in string pattern Y is 0. While 
(X, Y, 2) = 3 since the second common character between X and Y is ‘c’ and its 
index in string pattern Y is 3. 



 Statistical Character-Based Syntax Similarity Measurement 175 

 

Function 5 Position  

 
β(X, c) = I, (Xi = c) 

This function returns the position of the first occurrence of the character c inside 
X. 

Example:  If X = ‘abcdefg’, β(X, ‘d’) = 3, in fact X3 =‘d’                                 (5) 

Now, the four main functions that are necessary for SCSS are explained. 

1. Ordered Character Distribution (OCD) 

i. Returns the ratio of the common characters between two patterns by keeping 
their order. This ratio is based on length of first string pattern. 

ii. Example: Consider X = “CD23” and Y = “C3FD24”. By keeping the order, 
characters ‘C’, ‘D’ and ‘2’ are common characters. However ‘3’ is a 
common character but it should not be considered because of its position 
in Y is 1 which is less than 4 the index of the last common  

iii. Therefore, OCD character ‘2’. (X, Y) = 3/4. 
 

2. Unordered Character Distribution (UCD) 

i. Returns the ratio of the common characters between two patterns without 
keeping their order. This ratio is based on length of first string pattern. 

ii. Example: Consider X = “C3D” and Y = “C1FD34”. By keeping the order, 
characters ‘C’, ‘D’ are common characters, also in this case ‘3’ is a 
common character while it does not follow the order. Therefore UCD(X, 
Y) = 3/3. 

 

3. Distribution Convergence Density (DCD) 

i. Returns the ratio of convergence of the characters distribution from the first 
string pattern in the second string pattern. 

ii. Example: Consider X = “CD24” and Y = “Cell Digestion4-L”. Three 
characters of X appear in Y in position 0, 5, 14 and the total distance is 
(14 – 5) + (5 – 0) = 14 and the DCD(X, Y) is 14/17. 

iii. Character order is considered in this function. 
 

4. Symmetric Character (SC) 

i. Returns the ratio of the common characters in the same position. They are 
called symmetric. 

ii. Example: For “CD24” and “Cs2D4” the symmetric characters are ‘C’ and 
‘2’. So SC is 2 divides by 4 where 4 is the length of “CD24”. 
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SCSS Algorithm 

Basically SCSS computes the dissimilarity probability of two patterns and then 
returns its complementary which represents similarity (P(X) = 1 – P( )). The SCSS 
function can be forced to consider case sensitivity depending on the requirement of 
the domain. This function by giving two string patterns computes the similarity based 
on the four mentioned functions in section 5.3.1. For this computation, we use 
harmonic mean over the result of those four functions.  

The value returned by the SCSS is compared to a similarity threshold and if it 
exceeds the threshold, the biomedical type or class (gene or protein) of the well-
known named entity is assigned to the candidate named entity including the 
probability of similarity. 

6   Result 

The GENIA corpus includes 2000 abstracts. In this study, these 2000 abstracts are 
divided into two groups of 1,800 abstracts as training set and 200 abstracts as test set. 
The evaluation process is done over these well known 200 abstracts. The evaluation 
method is a method commonly used in most of previous researches as Tsuruoka and 
Tsujii [1]. The evaluation of GAT performance is based on two measures: recall and 
precision.  

This study achieves the F-measure of 94.5% on GENIA 3.0 on both gene and 
protein names and is summarized in Table 10.  

In particular, this study achieves the F-measure of 98.4% on the protein class and is 
summarized in Table 11 and this is compared to Fukuda [10] and PASTA [12] which 
focused on the protein names. 

Table 10. Evaluation Result (Gene and Protein) 

Performance Precision Recall F-Test 
GAT on GENIA V3.0 96.7% 92.4% 94.5 

Tsuruoka and Tsujii [1] 71.7% 62.3% 66.6 

Hanisch [11] 95.0% 90.0% 92.4 

Morgan [4] 78.0% 88.0% 82.4 

Table 11. Evaluation Result (Recognize Protein) 

Performance Precision Recall F-Test 

GAT on GENIA V3.0 97.7% 99.1% 98.4 
PASTA [12] 97.0% 87.0% 91.7 

Fukuda [10] just for protein  94.7% 98.8% 96.7 
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7   Conclusion 

In this paper, an approach for named entity recognition (NER) for the biomedical 
texts called GAT is described. Various complexities like variation, ambiguity and 
newly discovered names are incorporated to cope with the special phenomena in 
biomedical named entities. It is clear that the NER for biomedical texts is complex, 
but it does not mean that it is not possible to design a domain-independent algorithm 
for NER over biomedical domain.  

This study assumes that each named entity occurs among a noun group. Extracting 
noun groups is done using the Brill Part of Speech tagger. The main strength of GAT 
is a Statistical Character-Based Syntax Similarity function which lies on the 
appropriate similarity definition from the syntax viewpoint (which is the nature of 
biomedical name entities) that considers the various similarity features, including the 
ratio of common characters, the ratio of symmetric common characters, and the 
distribution of common characters between two string patterns.  

For future work the algorithm can be improved for other domain especially social 
science by extracting named entities based on their semantics. These categories of 
domain in contrast to biomedical do not follow lexical rules for naming and thus a 
semantic based approach is needed. 
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Abstract. XML documents and related technologies represent a widely
accepted standard for managing semi-structured data. However, a sur-
prisingly high number of XML documents is affected by well-formedness
errors, structural invalidity or data inconsistencies. The aim of this paper
is the proposal of a correction framework involving structural repairs of
elements with respect to single type tree grammars. Via the inspection
of the state space of a finite automaton recognising regular expressions,
we are always able to find all minimal repairs against a defined cost
function. These repairs are compactly represented by shortest paths in
recursively nested multigraphs, which can be translated to particular
sequences of edit operations altering XML trees. We have proposed an
efficient algorithm and provided a prototype implementation.

Keywords: XML, correction, validity, grammar, tree.

1 Introduction

XML documents [10] and related standards represent without any doubt an
integral part of the contemporary Word Wide Web technologies. They are used
for data interchange, sharing knowledge or for storing semi-structured data.
However, the XML usage explosion is accompanied with a surprisingly high
number of documents involving various forms of errors [5].

These errors can cause that the given documents are not well-formed, they
do not conform to the required structure or have inconsistencies in data values.
Anyway, the presence of errors causes at least obstructions and may completely
prevent successful processing. Generally we can modify existing algorithms to
deal with errors, or we can attempt to modify invalid documents themselves.

We particularly focus on the problem of the structural invalidity of XML
documents. In other words we assume the inspected documents are well-formed
and constitute trees, however, these trees do not conform to a schema in DTD
[10] or XML Schema [4], i.e. a regular tree grammar with the expressive power
at the level of single type tree grammars [6]. Having a potentially invalid XML
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document, we process it from its root node towards leaves and propose minimal
corrections of elements in order to achieve a valid document close to the original
one. In each node of a tree we attempt to statically investigate all suitable
sequences of its child nodes with respect to a content model and once we detect
a local invalidity, we propose modifications based on operations capable to insert
new minimal subtrees, delete existing ones or recursively repair them.

Related Work. The proposed framework is based primarily on ideas from [1]
and [9]. Authors of the former paper dynamically inspect the state space of a
finite automaton for recognising regular expressions in order to find valid se-
quences of child nodes with minimal distance. However, this traversal is not
effective, requires a threshold pruning to cope with potentially infinite trees, re-
peatedly computes the same repairs and acts efficiently only in the context of
incremental validation. Although these disadvantages are partially handled in
the latter paper, its authors focused on documents querying, but not repairing.

Next, we can mention an approximate validation and correction approach
[11] based on testers and correctors from the theory of program verification.
Repairs of data incosistencies like functional dependencies, keys and multivalued
dependencies are the subject of [8,12].

Contributions. Contrary to all existing approaches we consider single type tree
grammars instead only local tree grammars. Thus we work both with DTD and
XML Schema. Approaches in [1,11] are not able to find repairs of more damaged
documents, we are able to always find all minimal repairs and even without
any threshold pruning to handle potentially infinite XML trees. Next, we have
proposed much more efficient algorithm following only perspective ways of the
correction and without any repeated repair computations. Finally, we have a
prototype implementation available at [3] and performed experiments show a
linear time complexity depending on a number of nodes in documents.

Outline. In Section 2 we define a formal model of XML documents and schemata
as regular tree grammars. Section 3 introduces the entire proposed correction
framework and Section 4 concludes this paper.

2 Preliminaries

In this section, we introduce preliminary definitions used in this paper.

2.1 XML Trees

Analogously to [1], we represent XML documents as data trees based on under-
lying trees with prefix numbering of nodes.

Definition 1 (Underlying Tree). Let N
∗
0 be the set of all finite words over

the set of non-negative integers N0, ε be an empty word and . a concatenation. A
set D ⊂ N

∗
0 is an underlying tree or just tree, if the following conditions hold:
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– D is closed under prefixes, i.e. having a binary prefix relation 
 (where
∀u, v ∈ N

∗
0 we define u 
 v if u.w = v for some w ∈ N

∗
0) we require that

∀u, v ∈ N
∗
0, u 
 v: v ∈ D implies u ∈ D.

– ∀u ∈ N
∗
0, ∀j ∈ N0: if u.j ∈ D then ∀i ∈ N0, 0 ≤ i ≤ j, u.i ∈ D.

We say that D is an empty tree, if D = ∅. Elements of D are called nodes,
node ε is a root node and LeafNodes(D) = {u | u ∈ D and ¬∃ i ∈ N0 such
that u.i ∈ D} represents a set of leaf nodes.

Given a node u ∈ D we define fanOut(u) as n ∈ N0 such that u.(n− 1) ∈ D
and ¬∃n′ ∈ N, n′ > n−1 such that u.n′ ∈ D. If u.0 /∈ D, we put n = 0. Finally,
we define Dp = {s | s ∈ N

∗
0, p.s ∈ D} as a subtree of D at position p.

Since we are interested only in elements, we ignore attributes. Data values and
element labels are modelled as partial functions on underlying nodes.

Definition 2 (Data Tree). Let D be an underlying tree, V a domain for data
values and E a domain of element labels (i.e. set of distinct element names).
Tuple T = (D, lab, val) is a data tree, if the following conditions are satisfied:

– lab is a labelling function D → E ∪ {data}, where data /∈ E:
– DataNodes(T ) = {p ∈ D | lab(p) = data} is a set of data nodes.
– If p ∈ DataNodes(T ), then necessarily p ∈ LeafNodes(D).

– val is a function DataNodes(T ) → V∪ {⊥} assigning values to data nodes,
where ⊥ /∈ V is a special symbol representing undefined values.

Finally, we define Tp = (D′, lab′, val′) as a data subtree of T at position p,
where D′ = Dp and for each function φ ∈ {lab, val}: if φ(p.s) is defined, then
φ′(s) = φ(p.s), where s ∈ N

∗
0.

Example 1. In Figure 1 we can find sample data tree T based on an underlying
tree D = {ε, 0, 0.0, 1, 1.0, 1.1}. Values of lab function are inside nodes, an implicit
tree structure is depicted using edges. Ignoring val function this data tree corre-
sponds to an XML fragment: <a><x><d/></x><d><d/><d/></d></a>.

Fig. 1. Sample data tree Fig. 2. Glushkov automaton for C.D∗
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2.2 Regular Expressions

Schemata for XML documents especially restrict nesting of elements through
allowed content models. These are based on regular expressions.

Definition 3 (Regular Expression). Let Σ be a finite nonempty alphabet
and S = {∅, ε, |, ., ∗, (, )}, such that Σ ∩ S = ∅. We inductively define a regular
expression r as a word in Σ ∪ S and L(r) as an associated language:

– r ≡ ∅ and L(∅) = ∅. r ≡ ε and L(ε) = {ε}. ∀x ∈ Σ: r ≡ x and L(x) = {x}.
– r ≡ (r1|r2) and L(r1|r2) = L(r1) ∪ L(r2),
– r ≡ (r1.r2) and L(r1.r2) = L(r1).L(r2),
– r ≡ r1

∗ and L(r1
∗) = (L(r1))∗,

where r1 and r2 are already defined regular expressions. Having an expression r
= s1 . . . sn, we define symbols(r) = {si | ∃ i ∈ N0, 1 ≤ i ≤ n, si ∈ Σ}.

Languages of regular expressions can be recognised by finite automata. We use
Glushkov automata [2], because they are deterministic for 1-unambiguous regu-
lar expressions required by DTD and XML Schema and without ε-transitions.

Definition 4 (Glushkov Automaton). The Glushkov automaton for a 1-
unambiguous regular expression r over an alphabet Σ is a deterministic finite
automaton Ar = (Q, Σ, δ, q0, F ), where Q = Σ′ ∪ {q0} is a set of states, Σ is
an input alphabet, δ is a partial transition function Q × Σ → Q, q0 ∈ Q is an
initial state and F ⊆ Q is a set of accepting states.

Example 2. The Glushkov automaton Ar for regular expression r = C.D∗ over
NR = {C, D} is depicted in Figure 2. This automaton has states Q = {0, 1, 2},
from which q0 = 0 is the initial state and F = {1, 2} are accepting states. The
transition function δ is represented by directed edges between states.

2.3 Tree Grammars

Adopting and slightly modifying the formalism from [6], we represent schemata
in DTD and XML Schema as regular tree grammars.

Definition 5 (Regular Tree Grammar). A regular tree grammar is a tuple
G = (N, T, S, P ), where:

– N is a set of nonterminal symbols and T a set of terminal symbols,
– S ⊆ N is a set of starting symbols,
– P is a set of production rules of the form [a, r → n], where a ∈ T , r

is a 1-unambiguous regular expression over N and n ∈ N . Without loss of
generality, for each a ∈ T and n ∈ N there exists at most one [a, r → n] ∈ P .

Definition 6 (Competing Nonterminals). Let G = (N , T , S, P ) be a reg-
ular tree grammar and n1, n2 ∈ N , n1 �= n2 are two nonterminal symbols. We
say that n1 and n2 are competing with each other, if there exist two production
rules [a, r1 → n1], [a, r2 → n2] ∈ P sharing the same terminal symbol a.
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The presence of competing nonterminals makes the processing more complicated,
thus we define two main subclasses with less expressive power.

Definition 7 (Tree Grammar Classes). Let G = (N , T , S, P ) be a regular
tree grammar. We say that G is a local tree grammar, if it has no competing
nonterminal symbols, and that G is a single type tree grammar, if for each
production rule [a, r → n] all nonterminal symbols in r do not compete with
each other and starting symbols in S do not compete with each other too.

As a consequence, we do not need to distinguish between terminal and nonter-
minal symbols in local tree grammars. DTD schemata correspond to local tree
grammars and XML Schema almost to single type tree grammars [6].

Example 3. Following the data tree from Example 1 we can introduce grammar
G, where N = {A, B, C, D} are nonterminals, T = {a, b, c, d} are terminals and
S = {A, B} are starting symbols. The set P contains these transition rules: F1 =
[a, C.D∗ → A], F2 = [b, D∗ → B], F3 = [c, ∅ → C] and F4 = [d, D∗ → D]. Since
there are no competing nonterminals, this grammar is a local tree grammar.

2.4 Data Trees Validity

The validity of data trees can be defined via the existence of interpretation trees.

Definition 8 (Interpretation Tree). Let T = (D, lab, val) be a data tree
and G = (N , T , S, P ) be a regular tree grammar. An interpretation tree of a
data tree T against grammar G is a tuple N = (D, int), where D is the original
underlying tree and int is a function D → N satisfying the following conditions:

– ∀p ∈ D there exists a rule [a, r → n] ∈ P such that int(p) = n, lab(p) = a
and int(p.0).int(p.1) . . . int(p.k) ∈ L(r), where k = fanOut(p) − 1.

– If p = ε is the root node, then we moreover require int(p) ∈ S.

Definition 9 (Data Tree Validity). We say that a data tree T = (D, lab,
val) is valid against a regular tree grammar G = (N , T , S, P ), if there exists
at least one interpretation N of T against G. Given a node p ∈ D, we say that
p is locally valid, if T tree

p is valid against grammar G′ = (N , T , N , P ).

By L(G) we denote a local, single type or regular tree language, i.e. a set of all
trees valid against a regular, single type or local tree grammar G respectively.

Example 4. The data tree from Example 1 represented in Figure 1 is not valid
against G from Example 3, especially because lab(0) /∈ T and thus there can not
exist any production rule to be used for interpretation of node 0.

Definition 10 (Grammar Context). Let G = (N , T , S, P ) be a single type
tree grammar and F = [a, r → n] ∈ P . We define CF = (a, n, NR, PR, map,
r) to be a general context of grammar G for rule F , where:
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– NR = {x | x ∈ symbols(r)} is a set of allowed nonterminal symbols.
– PR = {F ′ | F ′ = [a′, r′ → n′] ∈ P and n′ ∈ NR} is a set of active rules.
– map is a function T → NR ∪ {⊥} such that ∀F ′ = [a′, r′ → n′] ∈ PR:

map(a′) = n′ and for all other a′ ∈ T : map(a′) = ⊥ (where ⊥ /∈ N).

Next, we define a starting context to be C• = (⊥, ⊥, NR, PR, map, r•), where
NR = S, both PR and map are defined standardly and r• = (n1| . . . |ns) is a
starting regular expression meeting s = |S|, ∀i ∈ N, 1 ≤ i ≤ s, ni ∈ S and ∀i,
j ∈ N, 1 ≤ i < j ≤ s, ni �= nj. Finally, C∅ = (⊥, ⊥, ∅, ∅, map, r∅) is an empty
context, where r∅ = ∅ and map is defined standardly again.

Example 5. Having production rule F1 of grammar G from Example 3, we can
derive its context C1 = (a, A, {C, D}, {F3,F4}, {(a,⊥), (b,⊥), (c, C), (d, D)},
C.D∗). Since S = {A, B} are starting symbols, the starting context is equal to
C• = (⊥, ⊥, {A, B}, {F1,F2}, {(a, A), (b, B), (c,⊥), (d,⊥)}, A|B).

During the data trees correction, being in each particular node, the local correc-
tion possibilities are defined by a corresponding grammar context. However, the
content model is represented as a regular expression over nonterminal symbols,
thus we first need to transform the labels of existing nodes to nonterminals.

Definition 11 (Node Sequence Imprint). Let T = (D, lab, val) be a data
tree and u = 〈u1, . . . , uk〉 a sequence of nodes for some k ∈ N0, where ∀i ∈ N,
1 ≤ i ≤ k, ui ∈ D. We define an imprint of u in context C = (a, n, NR, PR,
map, r) to be sequence imprint(u) = 〈map(lab(u1)), . . . , map(lab(uk))〉.

Example 6. Suppose that u = 〈0, 1〉 is a sequence of child nodes of the root node
in data tree T from Example 1. Labels of these nodes are 〈x, d〉. An imprint of
u in C1 from Example 5 is a sequence 〈⊥, D〉.

3 Corrections

In order to propose a new correction framework, we especially need to introduce
a model of allowed data trees transformations and efficient algorithms.

3.1 Edit Operations

First, we define several auxiliary sets of nodes, which become useful in a definition
of such allowed transformations, called edit operations.

Definition 12 (Auxiliary Node Sets). Given a tree D and a position p ∈ D,
p �= ε, p = u.i, u ∈ N

∗
0, i ∈ N with f = fanOut(u), we define node sets:

– PosNodes(D) = {u.i | i ∈ N0, u.i /∈ D, u ∈ D and either i = 0 or i > 0
and u.(i − 1) ∈ D}. If D is an empty tree, then PosNodes(D) = {ε}.

– ExpNodes(D, p) = {u.k.v | k ∈ N0, i ≤ k < f , v ∈ N
∗
0, u.k.v ∈ D}.
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– IncNodes(D, p) = {u.(k + 1).v | k ∈ N0, i ≤ k < f , v ∈ N
∗
0, u.k.v ∈ D}.

– DecNodes(D, p) = {u.(k−1).v | k ∈ N0, i+1 ≤ k < f , v ∈ N
∗
0, u.k.v ∈ D}.

Set PosNodes together with the underlying tree represent positions ready for
insertions, whereas nodes in ExpNodes are transferred to IncNodes or DecNodes
after a performed insertion or deletion respectively.

Example 7. Having a data tree T from Example 1 and p = 0 we can derive
PosNodes(D) = {0.0.0, 0.1, 1.0.0, 1.1.0, 1.2, 2}, ExpNodes(D, 0) = {0, 0.0, 1,
1.0, 1.1} and IncNodes(D, 0) = {1, 1.0, 2, 2.0, 2.1}.

Although we have considered also an internal node insertion/deletion in [7], we
focus only on a leaf node insertion/deletion and node renaming in this paper.
For the purpose of the following definition of allowed edit operations, we use a
symbol ← as an assignment conditioned by the definability.

Definition 13 (Edit Operations). An edit operation e is a partial function
transforming a data tree T0 = (D0, lab0, val0) into T1 = (D1, lab1, val1), denoted
by T0

e−→ T1. Assuming that φ ∈ {lab, val}, we define these operations:

– e = addLeaf(p, a) for p ∈ D0 ∪ PosNodes(D0), p �= ε, p = u.i, u ∈ N
∗
0,

i ∈ N0, u /∈ DataNodes(D0) and a ∈ E:
– D1 = [D0 \ ExpNodes(D0, p)] ∪ IncNodes(D0, p) ∪ {p}.
– ∀w ∈ D0 \ ExpNodes(D0, p): φ1(w) ← φ0(w).
– lab1(p) = a and if lab1(p) = data, then val1(p) = ⊥.
– ∀(u.(k + 1).v) ∈ IncNodes(D0, p): φ1(u.(k + 1).v) ← φ0(u.k.v).

– e = addLeaf(p, a) for p = ε, D0 = ∅ and a ∈ E:
– D1 = {p}, lab1(p) = a and if a = data, then val1(p) = ⊥.

– e = removeLeaf(p) for p ∈ LeafNodes(D0), p �= ε, p = u.i, u ∈ N
∗
0, i ∈ N0:

– D1 = [D0 \ ExpNodes(D0, p)] ∪ DecNodes(D0, p).
– ∀w ∈ D0 \ ExpNodes(D0, p): φ1(w) ← φ0(w).
– ∀(u.(k − 1).v) ∈ DecNodes(D0, p): φ1(u.(k − 1).v) ← φ0(u.k.v).

– e = removeLeaf(p) for p = ε, D0 = {ε}:
– D1 = ∅, lab1 and val1 are not defined anywhere.

– e = renameLabel(p, a) for p ∈ D0, a ∈ E and a �= lab0(p):
– D1 = D0.
– ∀w ∈ [D0 \ {p}]: φ1(w) ← φ0(w).
– lab1(p) = a and if a = data, then val1(p) = ⊥.

Combining edit operations into edit sequences, we obtain complex operations
capable to insert new subtrees, delete existing ones or recursively repair them.

Example 8. Assume that we have edit sequences X1 = 〈addLeaf(0, c), rename-
Label(1, d)〉, X2 = 〈renameLabel(0, c), removeLeaf(0.0)〉 and X3 = 〈rename-
Label(ε, b), renameLabel(0, d)〉. Applying these sequences separately to data tree
T from Example 1, we obtain data trees depicted in Figures 3(a), 3(b) and 3(c)
respectively. Auxiliary node sets for addLeaf(0, c) are derived in Example 7.
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(a) Insert-Rename (b) Rename-Delete (c) Rename-Rename

Fig. 3. Transforming sample data tree using edit operations

Definition 14 (Cost Function). Given an edit operation e, we define cost(e)
to be a function assigning to e its non-negative cost. Having a sequence of edit
operations E = 〈e1, . . . , ek〉 for some k ∈ N0, we define cost(E) =

∑k
i=1 cost(ei).

Definition 15 (Data Tree Distance). Assume that T1 and T2 are two data
trees and S is a set of all sequences of update operations capable to transform T1

to T2. We define distance of T1 and T2 to be dist(T1, T2) = minE∈S cost(E).
Given a regular tree grammar G and the corresponding regular tree language

L(G), we define the distance between a tree T1 and language L(G) as dist(T1, L(G))
= minT2∈L(G) dist(T1, T2).

The goal of the correction algorithm is to find all minimal repairs, i.e. edit
sequences of minimal cost. Although the definition of distances talks about all
sequences, the algorithm can clearly inspect only the perspective ones.

Example 9. Assigning unit costs to all edit operations, we can find out that
dist(T , L(G)) = 2 for T from Example 1 and grammar G from Example 3.

Our algorithm is always able to find all such sequences and because we would
like to represent found repairs compactly, we need to abstract away positions
from edit operations. Thus we introduce repairing instructions, which need to
be translated later on to edit operations over particular nodes.

Definition 16 (Repairing Instructions). For edit operations addLeaf(p, a),
removeLeaf(p) and renameLabel(p, a) with p ∈ N

∗
0 and a ∈ E we define asso-

ciated repairing instructions (addLeaf, a), (removeLeaf) and (renameLabel, a)
respectively. Each repairing instruction is assigned with the corresponding cost.

3.2 Correction Intents

Assume that we are processing a sequence of sibling nodes in order to correct
them. For this purpose we statically investigate the state space of the corre-
sponding Glushkov automaton to find edit sequences transforming the original
sequence and all nested subtrees with the minimal cost. Being on a given po-
sition, we have already considered the given sequence prefix. The notion of a
correction intent involves the assignment for this recursive subtree processing.
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Definition 17 (Correction Intent). Given Ω = {correct, insert, delete,
repair, rename} we define a correction intent to be a tuple I = (t, p, e, vI , vE,
u, C, QT , Y ) satisfying the following general constraints:

– t ∈ Ω is an intent type, p is a base node and e is a repairing instruction.
– vI = (sI , qI): sI ∈ N0 is an initial stratum and qI is an initial state.
– vE = (sE , qE): sE ∈ N0 is an ending stratum and qE is an ending state.
– u = 〈u1, . . . , uk〉 is a sequence of nodes to be processed for some k ∈ N0.
– C is a grammar context and QT is a set of target states.
– Y ⊆ Ω is a set of allowed types for nested correction intents.

Definition 18 (Starting Intent). Having a data tree T = (D, lab, val) and
a single type tree grammar G = (N , T , S, P ), we define I• = (correct, ⊥, ⊥,
⊥, ⊥, u, C, QT , Y ) to be a starting correction intent, where:

– If D is not empty, then u = 〈ε〉, else u = 〈〉.
– C = C• = (⊥, ⊥, NR, PR, map, r•) is the starting context.
– QT = F from the Glushkov automaton Ar = (Q, NR, δ, q0, F ) for r•.
– Y = Ω \ {correct}.

The data tree correction starts at its root by the starting intent and recursively
continues towards leaves by the invocation of nested recursive intents. Authors
in [1], contrary to our framework, process data trees from leaves towards a root
and attempt to correct only subtrees of locally invalid nodes.

Definition 19 (Recursive Intents). Let T = (D, lab, val) be a data tree and
G = (N , T , S, P ) a single type tree grammar. Next, assume that I = (t, p, e,
vI , vE , u, C, QT , Y ) is an already defined correction intent, where u = 〈u1, . . . ,
uk〉, k ∈ N0, C = (a, n, NR, PR, map, r) and Ar = (Q, NR, δ, q0, F ) is the
Glushkov automaton for r. Finally, let imprint(u) = 〈m1, . . . , mk〉.

Given a position v′I = (s′I , q′I), where s′I ∈ N0, s′I ≤ k, q′I ∈ Q, we define the
following recursive correction intents I′ = (t′, p′, e′, v′I , v′E, u′, C′, Q′

T , Y ′):

– If insert ∈ Y : ∀x ∈ NR: if δ(q′I , x) is defined, then we define I ′, where:
– Let F = [a′, r′ → n′] ∈ PR such that n′ = x and map(a′) = x.
– t′ = insert, p′ = ⊥, e′ = (addLeaf, a′), v′E = (s′I , δ(q′I , x)), u′ = 〈〉.
– C′ = CF = (a′, n′, N ′

R, P ′
R, map′, r′) with Ar′ = (Q′, N ′

R, δ′, q′0, F ′).
– If r′ �= ∅, then Q′

T = F ′, else Q′
T = {q′0}. Y ′ = {insert}.

Suppose that 〈I1, . . . , Ij〉 is the longest sequence of correction intents for
some j ∈ N0, such that ∀i ∈ N, 1 ≤ i < j, ti = insert, Ii invokes Ii+1 and
Ij = I, tj = insert. We do not allow the previously described intent I ′, if
∃ i, 1 ≤ i ≤ j: ai = a′ and ni = x with symbols ai and ni from Ci. Finally,
we put ContextChain(I) = 〈(a1, n1), . . . , (aj , nj)〉.

– If delete ∈ Y and s′I < k, then we define I ′, where:
– t′ = delete, p′ = us′

I+1 and e′ = (removeLeaf).
– v′E = (s′I + 1, q′I) and u′ = 〈us′

I
+1.0, . . . , us′

I
+1.(fanOut(us′

I
+1) − 1)〉.

– C′ = C∅ = (⊥, ⊥, ∅, ∅, map, r∅) with A∅ = (Q′, N ′
R, δ′, q′0, F ′).

– Q′
T = {q′0} and Y ′ = {delete}.
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– If repair ∈ Y , s′I < k, mk+1 �= ⊥ and δ(q′I , ms′
I
+1) is defined, then:

– Let F = [a′, r′ → n′] ∈ PR such that n′ = ms′
I+1 and a′ = lab(us′

I+1).
– t′ = repair, p′ = us′

I+1, e′ = ⊥ and v′E = (s′I + 1, δ(q′I , ms′
I+1)).

– u′ = 〈us′
I+1.0, . . . , us′

I+1.(fanOut(us′
I+1) − 1)〉.

– C′ = CF = (a′, n′, N ′
R, P ′

R, map′, r′) with Ar′ = (Q′, N ′
R, δ′, q′0, F ′).

– If r′ �= ∅, then Q′
T = F ′, else Q′

T = {q′0}.
– If r′ �= ∅, then Y ′ = Ω \ {correct}, else Y ′ = {delete}.

– If rename ∈ Y , s′I < k and [ms′
I+1 = ⊥ or δ(q′I , ms′

I+1) is not defined ], then
∀x ∈ NR: if δ(q′I , x) is defined, then we define I ′, where:
– Let F = [a′, r′ → n′] ∈ PR such that n′ = x and map(a′) = x.
– t′ = rename, p′ = us′

I+1 and e′ = (renameLabel, a′).
– v′E = (s′I + 1, δ(q′I , x)), u′ = 〈us′

I+1.0, . . . , us′
I+1.(fanOut(us′

I+1)− 1)〉.
– C′ = CF = (a′, n′, N ′

R, P ′
R, map′, r′) with Ar′ = (Q′, N ′

R, δ′, q′0, F ′).
– If r′ �= ∅, then Q′

T = F ′, else Q′
T = {q′0}.

– If r′ �= ∅, then Y ′ = Ω \ {correct}, else Y ′ = {delete}.

Finally, we define NestedIntents(I) as a set of all nested correction intents
invoked by I, i.e. all I ′ introduced in this definition and derived from I.

Example 10. Suppose that within the starting intent I• for data tree T from
Example 1 and grammar G from Example 3 we have invoked a nested repair
intent I on base node ε. Thus we need to process sequence u = 〈0, 1〉 of nodes
with labels 〈x, d〉 in context C1 from Example 5. Being at a position (0, 0), i.e.
at stratum 0 (before the first node from u) and in the initial state q0 = 0 of Ar

for r = C.D∗ in Example 2, we can derive these nested intents:

I1 = (insert, ⊥, (addLeaf, c), (0, 0), (0, 1), 〈〉, C3, Q3, {insert}),
I2 = (rename, 0, (renameLabel, c), (0, 0), (1, 1), 〈0.0〉, C3, Q3, Ω\{correct}),
I3 = (delete, 0, (removeLeaf), (0, 0), (1, 0), 〈0.0〉, C∅, Q∅, {delete}),

where Q3 is a set of accepting states for C3 based on F3 and Q∅ contains only
the initial state of A∅ for r = ∅.

The recursive nesting terminates, if the node sequence to be processed is empty
and the context allows only an empty model.

3.3 Correction Multigraphs

Correction intents can be viewed as multigraphs with edges corresponding to
nested intents and vertices to pairs of sequence positions and automaton states.
The idea of these multigraphs is adopted and extended from [9].

Definition 20 (Exploration Multigraph). Assume that T is a data tree, G
a single type tree grammar and I = (t, p, e, vI , vE , u, C, QT , Y ) a correction
intent with u = 〈u1, . . . , uk〉, k ∈ N0. We define an exploration multigraph for
I to be a directed multigraph E(I) = (V , E), where:
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– V = {(s, q) | s ∈ N0, 0 ≤ s ≤ k, q ∈ Q} is a set of exploration vertices.
– E = {(v1, v2, I ′) | ∃ I′ ∈ NestedIntents(I), I ′ = (t′, p′, e′, v′I , v′E, u′, C′,

Q′
T , Y ′) and v1 = v′I , v2 = v′E} is a set of exploration edges.

Extending the exploration multigraph and especially its edges with already
evaluated intent repairs of nested intents, we obtain a correction multigraph.

Definition 21 (Correction Multigraph). Given an exploration multigraph
E(I) = (V , E) for correction intent I = (t, p, e, vI , vE, u, C, QT , Y ) with u of
size k ∈ N0 and finite automaton Ar = (Q, NR, δ, q0, F ) for r from context C,
we define a correction multigraph to be a tuple C(I) = (V ′, E′, vS, VT ), where:

– V ′ = V is a set of correction vertices.
– E′ = {(v1, v2, I ′, RI′ , c) | (v1, v2, I ′) ∈ E} is a set of correction edges,

where RI′ is an intent repair for I ′ and c = cost(RI′) is a cost of RI′ .
– vS = (0, q0) is a source vertex.
– VT = {vT | vT = (k, qT ), qT ∈ QT } is a set of target vertices.

Example 11. Continuing with Example 10, we can represent all nested intents
derived from I by a correction multigraph C(I) with vS = (0, 0) and VT =
{(2, 1), (2, 2)} in Figure 4. For simplicity, edges are described only by abbreviated
intent types (I for insert, D for delete, R for repair and N for rename),
supplemented by a repairing instruction parameter if relevant and, finally, the
complete cost of assigned intent repair. Names of vertices are concatenations of
a stratum number and an automaton state.

Fig. 4. Sample correction multigraph Fig. 5. Sample repairing multigraph

The problem of finding minimal repairs, i.e. the evaluation of correction in-
tents, can now be easily converted to the problem of finding all shortest paths
from the source vertex to any target vertex in correction multigraphs.

Definition 22 (Correction Paths). Let C(I) = (V , E, vS , VT ) be a correc-
tion multigraph. Given x, y ∈ V , we define a correction path from x to y to be a
sequence px,y = 〈e1, . . . , en〉 of correction edges, where n ∈ N0 is a length and:
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– Let ∀k ∈ N, 1 ≤ k ≤ n, ek = (vk
1 , vk

2 , Ik, Rk
Ik , ck).

– If n > 0, then v1
1 = x and vn

2 = y. Next, ∀k ∈ N, 1 ≤ k < n: vk
2 = vk+1

1 .
– ¬∃ j, k ∈ N, 1 ≤ j < k ≤ n: vj

1 = vk
1 or vj

2 = vk
2 or vj

1 = vj
2.

If x = y, then px,y = 〈〉. Next, Px,y is a set of all correction paths from x
to y. Path cost for px,y is defined as cost(px,y) =

∑n
k=1 ck. We say that px,y

is the shortest path from x to y, if and only if ¬∃ p′x,y such that cost(p′x,y) <

cost(px,y). By Pmin
x,y we denote a set of all shortest paths from x to y. Given

nonempty Z ⊆ V , let m = minz∈Z cost(px,z). Then Pmin
x,Z = {p | ∃ z ∈ Z,

p ∈ Pmin
x,z and cost(p) = m} is a set of all shortest paths from x to any z ∈ Z.

Finally, given a vertex v ∈ V , we say that v ∈ px,y, if ∃ k ∈ N, 1 ≤ k ≤ n such
that v = vk

1 or v = vk
2 . Analogously, given an edge e ∈ E, we say that e ∈ px,y,

if ∃ k ∈ N, 1 ≤ k ≤ n such that e = ek.

Once we have found all required shortest paths, we can forget not involved parts
of the correction multigraph. And moreover, these shortest paths themselves
constitute the compact structure of the intent repair.

Definition 23 (Repairing Multigraph). Given a correction intent I and its
correction multigraph C(I) = (V , E, vS, VT ), we define a repairing multigraph
for I to be a tuple R(I) = (V ′, E′, vS, VT , c) as a subgraph of C(I), where:

– V ′ = {v | ∃ p ∈ Pmin
vS ,VT

, v ∈ p} and E′ = {e | ∃ p ∈ Pmin
vS ,VT

, e ∈ p}.
– c = cost(pmin) for some (any) pmin ∈ Pmin

vS ,VT
.

Example 12. A repairing multigraph R(I) for correction intent I from Example
10 is derived from correction multigraph C(I) and is depicted in Figure 5.

Definition 24 (Intent Repair). Assume that R(I) = (V , E, vS , VT , c) is a
repairing multigraph for I = (t, p, e, vI , vE, u, C, QT , Y ). We define an intent
repair for I to be a tuple RI = (RN , RS, cost), where RN = e is a repairing
instruction, RS = R(I) a repairing multigraph and cost = cost(e) + c.

At the bottom of the recursive intents nesting, the intent repair contains only
one shortest path – a path on one vertex, without edges and with zero cost.

3.4 Repairs Translation

Assume that we have processed the entire data tree and thus we have computed
all required nested intent repairs. The intent repair for the starting intent stands
for all minimal corrections of the given XML document. Our goal is to prompt
the user to choose the best suitable edit sequence, however, we first need to gain
all these sequences from nested shortest paths, which involves also the translation
of repairing instructions to edit operations along these paths.

Definition 25 (Repairing Instructions Translation). Given a repairing in-
struction e, we define a translation of e to the associated edit operation as fix(e):
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– If e = (addLeaf, a), then fix(e) = addLeaf(0, a).
– If e = (removeLeaf), then fix(e) = removeLeaf(0).
– If e = (renameLabel, a), then fix(e) = renameLabel(0, a).

For the purpose of sequences translation, we need three auxiliary functions.

Definition 26 (Auxiliary Translation Functions). Given a node u ∈ N
∗
0

and a constant c ∈ N0, we define modPre(u, c) = c.u. If u �= ε, u = i.v, i ∈ N0,
v ∈ N

∗
0, then we define modAlt(i.v, c) = (i + c).v and modCut(i.v) = v.

Once we have defined these functions on nodes, we can extend them on edit
operations, edit sequences and, finally, sets of edit sequences. We just straight-
forwardly transform the node parameter of each particular edit operation, e.g.
modPre(addLeaf(u, a), c) = addLeaf(modPre(u, c), a).

Definition 27 (Repairing Multigraph Translation). Let R(I) = (V , E,
vS, VT , c) be a repairing multigraph for I. For each path p ∈ Pmin

vS ,VT
, p = 〈e1,

. . . , em〉, m ∈ N0, we define Sp = {s1
p.s

2
p . . . sm

p | ∀i ∈ N, 1 ≤ i ≤ m, si
p ∈ Si

p},
where all particular Si

p are derived via the successive processing of edges from
e1 to em. Thus let ∀i ∈ N, 1 ≤ i ≤ m, ei = (vi

1, vi
2, Ii, RIi , ci). Starting with

a0 = 0 and i = 1, we put Si
p = modAlt(fix(RIi), ai−1) and ai = ai−1 + xi,

where: xi = 1 for ti ∈ {insert, repair, rename} and xi = 0 for ti = delete.
Finally, we define a repairing multigraph translation fix(R(I)) =

⋃
p∈P min

vS,VT

Sp.

The intent repair translation idea is based on the traversal of all shortest paths
stored in the repairing multigraph and the successive processing of their edges
leading to the combination of already generated sequences from nested intents
and the proper numbering of position parameters in edit operations.

Example 13. Suppose we have paths p1 and p2 from (0, 0) to (2, 2) via (0, 1)
and (1, 1) respectively in R(I) from Example 12. For p1 we successively derive
a0 = 0, S1

p = {〈addLeaf(0, c)〉}, a1 = 1, S2
p = {〈renameLabel(1, d)〉}, a2 = 2,

S3
p = {〈〉} and a3 = 3. Analogously for p2: a0 = 0, S1

p = {〈renameLabel(0, c),
removeLeaf(0.0)〉}, a1 = 1, S2

p = {〈〉} and a2 = 2. Then Sp1 = {X1} and Sp2

= {X2} for X1 and X2 from Example 8. Finally, fix(R(I)) = {X1, X2}.

Definition 28 (Intent Repair Translation). We define fix(RI) to be an
intent repair translation for RI = (RN , RS, cost) of intent with type t, where:

– If t = correct, then fix(RI) = {modCut(rS) | rS ∈ fix(RS)}.
– If t = insert, then fix(RI) = {〈fix(RN )〉.modPre(rS , 0) | rS ∈ fix(RS)}.
– If t = delete, then fix(RI) = {modPre(rS , 0).〈fix(RN )〉 | rS ∈ fix(RS)}.
– If t = repair, then fix(RI) = {modPre(rS , 0) | rS ∈ fix(RS)}.
– If t = rename, then fix(RI) = {〈fix(RN )〉.modPre(rS , 0) | rS ∈ fix(RS)}.

Example 14. The correction of a data tree in Figure 1 against a local tree gram-
mar from Example 3 leads to fix(RI•) = {X1, X2, X3}, and thus all data trees
in Figure 3 represent corrections with cost 2 using X1, X2 and X3 respectively.
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3.5 Correction Algorithms

Finally, we need to propose an algorithm for recursive intent repairs computa-
tion. A naive algorithm would first initiate the starting intent with the root node
and at each level of nesting, it would construct the entire exploration multigraph,
then evaluate its edges to acquire nested intent repairs to find shortest paths over
them. However, such algorithm would be extremely inefficient.

Algorithm 1. cachingCorrectionRoutine

Input : Data tree T , grammar G, intent I = (t, p, e, vI , vE , u, C, QT , Y ).
Output: Intent repair RI for I.

RI ← getCachedRepair(S(I)); if RI �= ⊥ then return RI ;1

Let u ← 〈u1, . . . , uk〉, C ← (a, n, NR, PR, map, r) and Ar ← (Q, NR, δ, q0, F );2

C(I) ← (V ← {(0, q0)}, E ← ∅, vS ← (0, q0), VT ← {(k, qT ) | qT ∈ QT });3

pCost(vS) ← 0; pPrev(vS) ← ∅; reachedV ertices ← {vS}; finalCost ← ⊥;4

while reachedV ertices �= ∅ do5

v ← fetchMinimalVertex(reachedV ertices);6

if v ∈ VT and finalCost = ⊥ then finalCost ← pCost(v);7

if finalCost �= ⊥ and finalCost < pCost(v) then break;8

foreach I′ = (t′, p′, e′, v′
I = v, v′

E , u′, C′, Q′
T , Y ′) ∈ NestedIntents(I) do9

R′
I = (RN , RS , cost) ← cachingCorrectionRoutine(T , G, I′);10

if v′
E /∈ V then Add correction vertex v′

E into V and reachedV ertices;11

Add correction edge (v, v′
E , I′, R′

I , cost) into E;12

c ← pCost(v) + cost;13

if pCost(v′
E) �= ⊥ and pCost(v′

E) = c then p(v′
E) ← pPrev(v′

E) ∪ {v};14

else if pCost(v′
E) > c then pCost(v′

E) ← c; pPrev(v′
E) ← {v};15

R(I) ← createRepairingGraph(C(I), finalCost, pPrev);16

RI ← createIntentRepair(I, R(I)); setCachedRepair(S(I), RI);17

return RI;18

Definition 29 (Intent Signature). Assume that T = (D, lab, val) is a data
tree and I = (t, p, e, vI , vE, u, C, QT , Y ) is a correction intent with grammar
context C = (a, n, NR, PR, map, r). We define a signature S(I) to be a tuple:

– If t = correct, then S(I) = (correct).
– If t = insert, then S(I) = (insert, n, a, ContextChain(I)).
– If t = delete, then S(I) = (delete, p).
– If t = repair, then S(I) = (repair, p, n).
– If t = rename, then S(I) = (rename, p, n, a).

First, we in fact do not need to construct and evaluate the entire correction
multigraph, we can use the idea of Dijsktra algorithm and directly find shortest
paths in a continuously constructed multigraph. Next, using the concept of intent
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signatures, we can avoid repeated computations of the same repairs. Although
two different intents are always different, the resulting intent repair may be the
same, e.g. the deletion depends only on a subtree, but not on a particular context.

The algorithm first detects, whether we have already computed the repair
with the same signature (line 1). If not, we initialise the correction multigraph
(lines 2-3) and start (line 4) the traversal for finding all shortest paths to any of
target vertices (lines 5-15). Finally, we compose the repair structure and store it
in the cache under its signature (lines 16-18).

4 Conclusion

We have proposed and formally described a correction framework based on exist-
ing approaches and dealing with invalid nesting of elements in XML documents
using the top-down recursive processing of potentially invalid data trees and the
state space traversal of automata for recognising regular expression languages
with the connection to regular tree grammars model of XML schemata.

Contrary to all existing approaches we have considered the class of single type
tree grammars instead only local tree grammars. Under any circumstances we
are able to find all minimal repairs using the efficient caching algorithm, which
follows only the perspective ways of the correction and prevents repeated compu-
tations of the same correction intents. This efficiency is supported by performed
experiments using the prototype implementation. A direct experimental com-
parison to other approaches cannot be presented, since these approaches result
to different correction qualities and have different presumptions.

However, we do not support neither local transpositions, nor global moves of
entire subtrees. In [7] we have considered wider set of edit operations and also
corrections of attributes. The framework can also be extended to find not only
minimal repairs and the algorithm can be improved to the parallel one.
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Abstract. Repositories are being popular as places for publication of
research outputs. To make more efficient use of scholarly information on
the internet, repositories are required to cooperate with other databases.
One of the essential processes of the cooperation is identification of schol-
arly papers and their authors. The straightforward approach is string
matching of the title and authors’ name, however this approach cannot
always solve the difficulties by basic clerical errors and same names. This
paper proposes a method to compensate for the inaccuracy of the identi-
fication by connecting different databases. The main idea of the method
is that different metadata of a scholarly paper is linked by the authors
themselves, therefore the correspondence is guaranteed by the authors.
The authors of this paper are developing a system based on the idea on
the repository and the researcher database in their university.

Keywords: Web database, repository, scholarly paper, identification.

1 Introduction

The number of digital contents on the internet is rapidly increasing. Especially,
for scholarly information, electronic journals and repositories [10] are being pop-
ular as places for publication of research outputs. The metadata of a scholarly
paper (that is, the information about the title, the author(s), and so on) is usu-
ally registered in plural databases severally, and therefore the metadata has some
variations. For some papers, in addition to the metadata, the full-text is archived
in plural databases and it has some versions such as the pre-/post-print. The
scholarly papers should be organized to make more efficient use for the users of
the information.

In order to organize scholarly papers, it is not practical the ideal solution that
an authority should manage all the papers. A feasible solution is cooperation of
databases and advanced search functions thereby. For the solution, we have to
make clear the relation on scholarly papers. The first step is “identification of
scholarly papers”, that is, to link the variations of the metadata of each paper.
The versions of each paper can be managed by processing this step in detail. As
the second step, one of the simplest organizations is classification with respect to
the authors. The classification requires “identification of authors”. As the result
of these identifications, the metadata should have IDs which correspond to real
papers and authors, respectively.

The straightforward approach of the identification of scholarly papers and
authors is string matching [8] by the title and authors’ name. Some variations
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of the title can be identified by approximate string matching [9]. As for authors,
the accuracy can be improved by matching of extra information such as the
affiliation. However, this approach cannot always solve the difficulties by basic
clerical errors and same names. If we have enough data for the identification,
machine learning and rule-based approach such as [4] are possible solutions. An-
other approach of a different quality is confirmation by the authors themselves.
For example, the problems are solved by adding unified IDs for scholarly papers
(such as DOI) and authors (such as the ID for membership of an association)
to the metadata when the paper is registered. However, it is difficult to popu-
larize unified IDs in advance, and moreover this solution cannot be applied to
the papers which are already archived. The main idea of our solution is that the
confirmation by the authors is realized by a cooperation of databases.

In this paper, we are trying to solve two problems in practical systems as a case
study. Kyushu University has the researcher database DHJS (Kyushu University
Academic Staff Educational and Research Activities Database, “Daigaku Hyoka
Joho System” in Japanese) [1] and the repository QIR (Kyu(Q)shu University
Institutional Repository) [2]. One of the problems we tackle is about identifi-
cation of scholarly papers. DHJS has the metadata of scholarly papers which
are produced by the researchers in the university. The number of the registered
metadata is about 70,000, however it is estimated that at most about 20% is
duplicate data. The other problem is about identification of authors. In QIR, a
search of an author is operated by the naive string matching on the metadata,
therefore the search cannot recognize any same name. The previous problems are
solved by the following cooperation of the systems. By connecting the metadata
in DHJS to the full-text in QIR,

– the first problem is solved since the identification of any paper is operated
in QIR by handwork,

– the second problem is solved since a user authentication is required in DHJS
for registration of metadata.

The number of the institutions who have own repository in the world is about
2,000 as of January 2011 [3], and most of the institutions are considered to have
the same problem. In this paper, the situation of the practical systems in Kyushu
University are shown in detail, and the problem and solution are described for-
mally. Therefore, the proposed idea is applicable to other institutions.

2 Problem

This section describes the current situation of two databases, DHJS and QIR,
and then formalize the problems we tackle.

2.1 DHJS

DHJS is the researcher database of Kyushu University. DHJS has various kinds of
data about the researchers in the university, for example, the posts, their research
interests, and the scholarly papers they produced. The number of the researchers
in the university is about 3,000 as of October 2010, and any researcher has a duty
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Fig. 1. The Web image of the list of scholarly papers in DHJS

to register their research activities includes the metadata of scholarly papers
into DHJS. DHJS consists of the two subsystems, the data-entry system and
the viewer system. The data-entry system supports researchers to register their
research activities to DHJS and equips a user (that is, a researcher) identification
by a password. The viewer system shows the research activities registered in
DHJS by the data-entry system. Fig. 1 is an example of the list of the metadata
of scholarly papers shown on DHJS. The icons in the figure are mentioned in
the following section.

The number of the metadata of papers registered in DHJS is about 70,000 as
of January 2011. If a paper was written by plural authors in Kyushu University,
the metadata of the paper might be registered by each authors severally. We
practically estimated the ratio of the duplicate data in DHJS by calculating
the edit distance [11] between the titles of the papers. Fig. 2 is the result of
the calculation for a department with about 15,000 pieces of metadata. The
horizontal axis shows the number of pairs and the vertical axis the edit distance
which is formalized by the length of the longer title. The number of the pairs
whose edit distance is less than 0.1 is about 3,000, that is, the number of the
duplicate data is at most about 3,000 (and 1,500 if we assume that 4 pieces of
metadata are registered for a single paper on average)1. Therefore, at most about
20% of the metadata are estimated to be duplicate. There was no significant

1 The number of the duplicate data is defined to be the gap between the number of
the metadata and the number of the distinct papers. If we assume that the duplicate
data is made by n authors for each paper, then nC2 pairs are counted for each paper
and the number of the duplicate data is n−1 for each paper. Therefore, the number
of the duplicate data is 2m/n for the number m of the counted pairs.
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Fig. 2. The edit distances between the all possible pairs of the 14,599 titles in DHJS
for a department

difference of the ratio for every departments. By identification of the duplicate
data, we can make more efficient use of the database, for example, we should be
able to refer co-authors’ site in DHJS from the metadata.

2.2 QIR

QIR is the institutional repository operated by Kyushu University Library. In
general, institutional repository archives the full-text of each paper in addition
to its metadata. The total number of the items (papers, slides, and so on) in
QIR is about 16,000 as of January 2011. The registration of items to QIR are
operated by staff in Kyushu University Library, and therefore the confliction of
items are checked by handwork at the time. Fig. 3 is an example of the metadata
of an item in QIR. The name of each author is linked to the profile page of the
author, however the page is just the result of the naive string matching of the
name for the items in QIR.

The problem of same name cannot be ignored. Actually, in 2,136 researchers
of Kyushu University, there exist

– 10 pairs (20 persons) of the same given name and family name,
– 186 groups (488 persons) of the same initial of the given name and family

name (for example, there exist 5 researchers of name “M. Tanaka”),
– 352 groups (1,255 persons) of the same family name (for example, there exist

22 researchers of name “Tanaka”).

Moreover, in addition to the researchers in Kyushu University, a lot of students
and researchers in other institutions are included as co-authors of the papers in
QIR.
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Fig. 3. The Web image of the metadata of an item in QIR

2.3 Formalization

The problems in the previous subsections are formalized. Since we are focusing
on scholarly papers and their authors, we consider the set P of the real scholarly
papers and the set A of the real authors. We define the metadata of a scholarly
paper to be a pair of a string (the title) and a non-empty set of strings (the
author). The problems are defined to be, for a given set M of metadata, to find
the functions f : M → P and g : M → 2A which represent the correspondence
of the metadata to real papers and authors, respectively. In other words, it is to
put indexes in P and A on the title and the author of each metadata.

In this paper, the input sets of metadata are MD and MQ for the metadata in
DHJS and QIR, respectively. Then, the following assumptions are given for the
problem by the current situations in the previous subsections. As mentioned in
Subsection 2.1, the metadata in DHJS is registered by one of the authors and the
registration requires a user authentication. Therefore, it can be regarded that
we have the function g1 : MD → A such that g1(d) ∈ g(d) for any d ∈ MD.
As to Subsection 2.2, the correspondence between the metadata in QIR and the
full-text is guaranteed by the check of the staff in the Library. Therefore, we
have the function f1 : MQ → P such that f1(q) = f(q) for any q ∈ MQ.

3 Solution

3.1 Main Idea

The main idea of our solution is, in terms of the formalization in Subsection 2.3,
to find the function h : MD → MQ which satisfies the following conditions:

1. f1(h(d)) = f(d) for any d ∈ MD,
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Fig. 4. The relation between f1, g1, and h for an example (P, A,MQ, MD). By h, we
can compensate the relation of the dotted arrows

2. g1(h−1(q)) = g(q) for any q ∈ MQ, where h−1(q) = {d ∈ MD | h(d) = q}
and g1(S) = {g1(s) | s ∈ S} for a set S ⊆ MD, and

3. g(q) = g(d) for any d ∈ h−1(q).

This situation is illustrated in Fig. 4. In this example, P = {p1, p2}, A =
{a1, a2, a3}, MQ = {q1, q2}, and MD = {d1, d2, d3}, and then the functions
f and g are as the following table.

x q1 q2 d1 d2 d3

f(x) p1 p2 p1 p2 p2

g(x) {a1} {a2, a3} {a1} {a2, a3} {a2, a3}

As the assumptions, we have the functions f1 and g1 such that f1(qi) = pi for
i = 1, 2 and g1(di) = ai for i = 1, 2, 3 (the left-hand in Fig. 4). Then, h should be
h(d1) = q1, h(d2) = q2, and h(d3) = q2. For the conditions 1 and 2, by the h we
have h◦f1 and h−1 ◦g1 such that h◦f1(d1) = p1, h◦f1(d2) = p2, h◦f1(d3) = p2,
h−1◦g1(q1) = {a1}, and h−1◦g1(q2) = {a2, a3}. Additionally, for the condition 3,
we have h◦h−1 ◦g1 such that h◦h−1 ◦g1(d1) = {a1}, h◦h−1 ◦g1(d2) = {a2, a3},
and h ◦ h−1 ◦ g1(d3) = {a2, a3}.

In the sense of the practical system, the condition 1 is clearly satisfied by
linking the metadata of a paper in DHJS to the metadata of the paper in QIR.
The condition 2 is satisfied by the previous link if any author of the papers in
QIR register the metadata of the papers. It is also clear that the condition 3 is
satisfied by the link since the author(s) of a paper in DHJS is same as the paper
in QIR.

3.2 Implementation

We have already developed a system which links the metadata in DHJS to the
full-text in QIR [6]. In Fig. 1, the dark-colored icon “fulltextQIR” is connected
to the corresponding full-text in QIR. Researchers put icons on the list in the
data-entry system of DHJS, and link them to the full-text by themselves. The
other light-colored icon “SearchQIR” means that the metadata is not linked yet.
Therefore, the correspondence between the metadata in DHJS and the metadata
in QIR is guaranteed by a check of the author instead of string matching. Namely,
the function h can be realized by this link system.
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The following is the outline of the implementation. The ID of any paper
in QIR is attached to the metadata in DHJS by this link, which realizes the
condition 1. Additionally, since the metadata in DHJS has the ID of the author
who registered the metadata, we can put the ID to the corresponding metadata
in QIR by the link, which realizes the condition 2. By returning the author
IDs from QIR to DHJS after the IDs for all the authors are attached, also the
metadata in DHJS can have the IDs of the authors, which is for the condition 3.

One of the problems in the implementation is that the number of the metadata
(full-text) in QIR is small compared with the number of metadata in DHJS. As
mentioned in Section 2, the number of the metadata in QIR is 16,000 while
the number in DHJS is at least about 56,000. To verify the effectiveness of our
solution, the number of metadata in QIR is required to be large to complete the
correspondence with the metadata in DHJS. For this problem, we are developing
a system to encourage researchers to register their papers to QIR by showing the
result of access log in QIR [5,7]. Another problem is about the dataflow between
the databases. At the second phase in the outline, the ID of the author is sent
from DHJS to QIR. However, the ID has to be returned from QIR to DHJS at
the third phase. In general, such circulation of data is not suitable for managing
databases. A precise policy should be defined for this dataflow.

4 Conclusion and Future Work

A method to compensate for the inaccuracy of identification of scholarly papers
and authors on the metadata in separated databases was proposed. We formal-
ized the problem in the practical systems and proposed the solution in terms of
the formalization. Moreover, we showed the outline of the implementation based
on the idea of the proposed solution.

One of our future work is the implementation of our solution along with the
outline. Then, we are going to examine the accuracy of the identification, and
observe the number of the access and the registered papers of QIR.
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Abstract. A number of recent studies on social networks are based on a 
characteristic which includes assortative mixing, high clustering, short average 
path lengths, broad degree distributions and the existence of community 
structure. Here, a model has been developed in the domain of ‘Academic 
collaboration’ which satisfies all the above characteristics, based on some 
existing social network models. In addition, this model facilitates interaction 
between various communities (academic/research groups). This model gives 
very high clustering coefficient by retaining the asymptotically scale-free 
degree distribution. Here the community structure is raised from a mixture of 
random attachment and implicit preferential attachment. In addition to earlier 
works which only considered Neighbor of Initial Contact (NIC) as implicit 
preferential contact, we have considered Neighbor of Neighbor of Initial 
Contact (NNIC) also. This model supports the occurrence of a contact between 
two Initial contacts if the new vertex chooses more than one initial contacts.
This ultimately will develop a complex social network rather than the one that 
was taken as basic reference.

Keywords: Social networks. Novel model. Random initial contact. Neighbor of 
neighbor initial contact. Tertiary contact. Academic collaboration.

1   Introduction

    Now a days research in collaborations becoming domain independent. For example 
stock market analyst is taking the help of physics simulator for future predictions. 
Thus there is a necessity of collaboration between people in different domains 
(different communities, in the language of social networking.) Here we develop a 
novel model for collaborations in academic communities which gives a possibility of 
interacting with a person in a different community, yet retaining the community 
structure. Social networks are made of nodes that are tied by one or more specific 
types of relationships. The vertex represents individuals or organizations. Social 
networks have been intensively studied by Social scientists [3-5], for several decades 
in order to understand local phenomena such as local formation and their dynamics, as 
well as network wide process, like transmission of information, spreading disease, 
spreading rumor, sharing ideas etc. Various types of social networks, such as those 
related to professional collaboration [6-8], Internet dating [9], and opinion formation 
among people have been studied. Social networks involve Financial, Cultural, 
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Educational, Families, Relations and so on. Social networks create relationship 
between vertices; Social networks include Sociology, basic Mathematics and graph 
theory. The basic mathematics structure for a social network is a graph. The  main 
social network properties includes hierarchical community structure [10], small world 
property [11], power law distribution of nodes degree [19] and the most basic is 
Barabasi Albert model of scale free networks [12]. The more online social network 
gains popularity, the more scientific community is attracted by the research 
opportunities that these new fields give. Most popular online social networks is 
Facebook, where user can add friends, send them messages, and update their personal 
profiles to notify friends about themselves. Essential characteristics for social 
networks are believed to include assortative mixing [13, 14], high clustering, short 
average path lengths, broad degree distributions [15, 16].
    The existence of community structure, growing community can be roughly 
speaking set of vertices with dense internal connection, such that the inter community 
connection are relatively sparse [2].
    Sousa et al. [20] developed a project for social networking system for educational
professionals, this paper consider what kind of technologies could be used to create a 
web application that provided, type of interaction, behavior needed, requirements, 
technologies and the system implementation .

A report [21] also has been submitted which is examining three specific types of 
collaborative behavior and assessing their impacts on knowledge creation, Drawing 
on the toolkits of Social and Dynamic Network Analysis and a dataset of computer 
science department tenure and research track of faculty members of a major U.S. 
university.

The advantage of our model can be understood from the fallowing example. Let us 
consider a person contacting a person in a research group for his own purpose and 
suppose that he/she didn’t get adequate support from that person or from his 
neighbors, but he may get required support from some friend of friend for his/her
initial contact. Then the only way a new person could get help is that his primary 
contact has to be updated or create a contact with his friend of friend for supporting 
his new contact and introduce his new contact to his friend of friend. The same thing 
will happen in our day to day life also. If a person contacts us for some purpose and 
we are unable to help him, we will try to help him by some contacts of our friends. 
The extreme case of this nature is that we may try to contact our friend of friend for 
this purpose. We have implemented the same thing in our new model. In the old 
model [2], information about friends only used to be updated, where as in our model 
information about friend of friend also has been updated. Of course this model creates 
a complex social network model but, sharing of information or data will be very fast. 
This fulfills the actual purpose of social networking in an efficient way with a faster 
growth rate by keeping the community structure as it is.

2   Network Growth Algorithm

The algorithm includes three processes: (1) Random attachment (2) Implicit 
preferential contact with the neighbors of initial contact (3) In addition to the above 
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we are proposing a contact between the initial contact to its Neighbor of Neighbor
contact (tertiary ). The algorithm of the model is as follows [1]:
1) Start with a seed network of N vertices
2) Pick on average mr 1 random vertex as initial contacts
3) Pick on average ms 0 neighbors of each initial contact as  secondary  

    contact
4) Pick on average mt 1 neighbors of each secondary contact as  tertiary  

   contact                        
5) Connect the new vertex to the initial, secondary and tertiary contacts 
6) Repeat the steps 2-5 until the network has grown to desired size.

V

i

J

K

Fig. 1. Growing process of community network, the new vertex ‘V’ initially connects 
through some one as initial contact (say i). Now i, updates its neighbor of neighbor 
contact list and hence connects to k. V’ connects to ms number of neighbors (say k)
and mt number of neighbor of neighbors of i (say k).

In this model we tried 50 sample vertices and prepared a growing network.

Fig. 2. showing social network graph with 50 vertices
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3    Vertex Degree Distribution

We derive approximate value for the vertex degree distribution for growing network 
model mixing random initial contact, neighbor of neighbor initial contact and 
neighbor of initial contacts. Power law degree distribution with p (k) ~ k with 
exponent 2< < 7, 19]. In this model also the lower bound to the 
degree exponent is found to be 3, which is same as in the earlier model.
      The rate equation which describes how the degree of a vertex changes on average 
during one time step of the network growth is constructed. The degree of vertex vi 
grows in 3 processes:  

1) When a new vertex directly links to vi at any time t, there will be on 
average ~ t vertices. Here we are selecting mr out of them with a probability  
mr /t.

2) When a vertex links to vi as secondary contact, the selection will give rise to 
preferential attachment. These will be mr. ms in number. 

3) When a vertex links to vi as tertiary contact, this will also be a random 
preferential attachment. These will be 2mr ms mt in number.

These three processes lead to following rate equation for the degree of vertex vi [1]

k m m +2m m m1 r s r s ti = m + kr it t 2(m +m m +2m m m )r r s r s t
                                          (1)

Based on the average initial degree of a vertex is 

k = m + m m + 2 m m mr r s r s tin it

Separating and integrating from ti to t, and from kinit to ki , we will get the following 
time evaluation for the vertex degrees

1/A1
k (t)=B -Ci ti

                                                                           (2)

Where 

m +m m +2m m mr r s r s tA=2
m m +2m m mr s r s t
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1
B=A m + m m +m m mr r s r s t2

C=Amr
From time evolution of vertex ki (t), we can calculate the degrees of distribution p(k) 
by forming cumulative distribution F(k) and differentiating with respect to k. Since 
the mean field approximation[1] the degree ki(t) of a vertex vi increases monotonously 
from the time ti the vertex initially added to the network, the fraction of vertices 
whose degree is less than ki(t) at t is equivalent to the fraction of vertices that  
introduced after time ti. Since t is evenly distributed, this fraction is (t-ti)/2. These 
facts lead to the cumulative distribution [1]

1
F k = P k k = P t t = t-ti i i it

                                      (3)

Solving for , A
i i i i

A
t t k t B k C t from (2) and inserting it into (3), 

differentiating F(ki) with respect to ki, and replacing the notation ki by k in the 
equation, we get the probability density distribution for the degree k as

-2 -3AP k = A B k+ C m + 2m ms s t
                                            (4)

Here A, B and C are as above. In the limit of large k, the distribution becomes a 
power law p (k) ~ k- with =3+2/ms, ms>0, leading to 3 . Hence the lower bound 
to the degree exponent is 3. Although the lower bound for degree exponent is same as 
earlier model. The probability density distribution is larger compared to earlier model, 
where the denominator of the first term of degree exponent is larger compared to the 
earlier model.

4   Clustering

The clustering coefficient on vertex degree can also be found by the rate equation 
method [18]. Let us examine how the number of triangles Ei changes with time. The 
triangle around vi are mainly generated by three processes

1. Vertex vi is chosen as one of the initial contact with probability mr/t and new 
vertex links to some of its neighbors as secondary contact, giving raise to a 
triangle.

2. The vertex vi is chosen as secondary contact and the new vertex links to it as 
its primary or tertiary contact giving raise to a triangles.

3. The vertex vi is chosen as tertiary contact and the new vertex links to it as its 
primary or secondary contact, giving raise to a triangles.

These three process are described by the rate equation [1]
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E k 5m m m1 r s ti i= - m -m m -3m m m - kr r s r s t it t t 2(m +m m +2m m m )tr r s r s t
                (5)                  

where second right-hand side obtained by applying Eq. (1) integrating both sides with 
respect to t, and using initial condition Ei(kinit, ti) =mr ms(1+3mt), we get the time 
evaluation of triangle around a vertex vi as 

a+bk a+bkt i iE t = a+bk ln + ln +Ei i initt b a+bki init
                         (6)

Now making use of the previously found dependent of ki on ti for finding ci(k). 
solving for ln(t/ti)in terms of ki from (2), inserting into it into (6) to get Ei(ki), and 
dividing Ei(ki) by the maximum possible number of triangles, ki(ki-1)/2, we  arrive the 
clustering the coefficient

2 E ki ic k =ii k k -1i i
                                                              (7)

where

a+bkiE k =Abk ln k +C +k ln -bAk lnB+aAln k +C +i i i i i i ia+bkinit

a+bka iln +E -aAlnBinitb a+bkinit
= D k ln k + C + k F + G k -D k ln B + H ln k + C Iln F + G k + Ji i i i i i i

Where   

,

, , ,

5m m mr s ta=m m +3m m m -m b=r s r s rt 2 m +m m +2m m mr r s r s t
a b a

F= D=Ab,G= H=aA,I= J=E -HlnBinita+bk a+bk binit init

For large values of degree k, the clustering coefficient thus depend on k as          
c(k)~ln k/k.
This has very large clustering coefficient compared to the earlier work where it was 
c(k)~1/k.
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5  Results

In this model we tried 50 sample vertices and prepared a growing network, where 
edge to vertex ratio and triangle to vertex ratio for 50 nodes has been prepared. The 
results are given in Table: 1 .here one can see an enormous increase in secondary 
contacts. In addition tertiary contacts also have been added in our model, which leads 
to a faster and complex growth of network.

Table 1.

5.1   Simulation Results

The below results have been represented graphically by calculating the degree 
(number of contacts) of a node. This also is shows an enormous growth in degree of 
nodes.

Simulation results

Fig. 3. Comparison results of growing network community: initial contacts are 
growing very slow rate compared to secondary contact i.e. indicates initial contact, 

indicates secondary contacts, and indicates neighbor of neighbor of initial contact 
connects to the vertex vi, Finally indicates degree of each vertices, when initial, 
secondary and tertiary contact connect to a vertex vi. Our network community is 
growing very fast and complex when compared to existing model, vertices simulation 
results based on Table: 1.

Data on our 
proposed model Initial Contact

(IC)
Secondary Contacts

(SC)

Neighbor of Neighbor
IC

     (NNIC)

Vertices 2.8 5.56 2.78

Triangles 0.8 6.0 6.44 
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6   Conclusion

In this paper, a model which reproduces very efficient networks compared to real 
social networks has been developed. And also here, the lower bound to the degree 
exponent is the same. The probability distribution for the degree k is in agreement 
with the earlier result for mt =0. The clustering coefficient got an enormous raise in 
growth rate of   ln(ki )/ ki compared to the earlier result 1/ki for large values of the 
degree k. This is very useful in the case of academic groups, which helps in faster 
information flow and an enormous growth in research. Thus here an efficient but 
complex model of social network has been developed which gives an enormous 
growth in probability distribution and clustering coefficient and edge to vertex ratio 
by retaining the community structure. This model can be used to develop a new kind 
of social networking among various research groups.

Tool

We have used C language, UciNet, NetDraw and Excel for creating graph and 
simulation.

Notations

Notation Description
mr Initial Contact
ms Secondary Contact
ki Degree of vertex i

     Ei Number of triangles at vertex i
       P(k) Probability density distribution of degree k
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Abstract. In recent years, there has been much focus on the design and 
development of database management systems that incorporate and provide 
more flexible query operators that return data items which are dominating other 
data items in all attributes (dimensions). This type of query operations is named 
preference queries as they prefer one data item over the other data item if and 
only if it is better in all dimensions and not worse in at least one dimension. 
Several preference evaluation techniques for preference queries have been 
proposed including top-k, skyline, top-k dominating, k-dominance, and k-
frequency. All of these preference evaluation techniques aimed to find the 
“best” answer that meet the user preferences. This paper aims to evaluate these 
five preference evaluation techniques on real application when huge number of 
dimensions is the main concern. To achieve this, a recipe searching application 
with maximum number of 60 dimensions has been developed which assists 
users to identify the most desired recipes that meet their preferences. Two 
analyses have been performed, where execution time is the measurement used.  

Keywords:  Preference queries, preference evaluation techniques, query 
processing.  

1   Introduction 

In the recent years, there has been much interest to design and develop database 
management systems that incorporate and provide more flexible query operators that 
best meet the user preference and limit the result sets. The preference queries are used 
in many application domains, like multi-criteria decision making applications [5-7, 
19], where many criteria are involved to select the most suitable answer to the user 
query. Decision support system helps to combine various interests to recommend a 
strategic decision. Other domains include e-commerce environments like trade off 
between the price, quality, and efficiency of the products to be assessed; personal 
preferences of users who request a web service such as hotel recommender [23], and 
restaurant finder [8, 21], and peer-to-peer network [15]. In this regards, there are 
many preference evaluation methods that have been proposed such as top-k [25], 
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skyline [24], k-dominance [7], top-k dominating [19], and k-frequency [6]. The 
ultimate goal of these preference evaluation methods is to reduce the search space and 
improve the quality of the given answer by providing the best possible relevant 
answer with respect to the given conditions (preferences).  

In this paper we attempt to examine the most recent techniques of preference 
evaluation of query processing in the database systems, namely: top-k, skyline, top-k 
dominating, k-dominance, and k-frequency when huge number of dimensions is to be 
considered. The evaluation should be performed on real application. Thus, we have 
purposely developed a recipe searching application which offers a variety of recipes 
that best meet the ever-changing demands of user. We focus on a hybrid consumer as 
every user whenever attempts to find the most suitable recipe will consider several 
sources of information before deciding which recipe to be chosen.  

The reasons for choosing the recipe domain to evaluate the performace of the 
preference evaluation techniques are mainly due to: (i) each recipe normally consists 
of several components like ingredients, course types, cuisine types, cooking method, 
occasions, diet and others while the requirements of the end-user are multi-
dimensional and cannot be easily expressed on discrete scales. In this paper 60 
dimensions have been identified. (ii)  The main critical issue is a recipe component 
ratio which is defined by what is known, as the “best” recipe for user. To tackle this, 
the preference evaluation techniques that consider the ratio and rank results 
accordingly to the user requirements are the best techniques to be used and evaluated.  

This paper is structured as follows. In Section 2, the previous works related to this 
work is presented. In Section 3, the recipe searching application is introduced. 
Performance analysis is presented and discussed in Section 4. Conclusions are 
presented in the final section, 5. 

2   Related Works 

Many types and variations of preference evaluation techniques of preference queries 
have been described in the database literature. These techniques include but not 
limited to: top-k, skyline, k-dominant skyline, skyline frequency, top-k dominating, 
ranked skyline, skycube, sort and limit skyline algorithm (SaLSa), SUBSKY, sort-
filter-skyline (SFS), and linear elimination sort for skyline (LESS). Most of these 
preference evaluation techniques aim to improve the search performance by 
terminating the process of searching the data items as early as possible in obtaining 
the “best” answer that satisfies the conditions as indicated in the submitted query. In 
the following we present the most important types of preference evaluation techniques 
in preference queries.  

Top-K:  Given a set of data items with d dimensions (attributes) and a monotonic 
preference ranking function F, top-k technique retrieves a selected set of data items 
(k) that dominates the data items according to the best scoring value based on F. 

The basic concept of this technique is to give score (weight) to each data item in 
the database. Thus, in order to produce the scoring results a preference ranking 
function (monotone function) is involved to accumulate the values of dimensions for  
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each particular data item. Then depends on the final results of the preference ranking 
function, the k-data items with the best scores are considered the preferred data items 
[5, 14, 18, 20, 25]. 

Several algorithms have been proposed based on the top-k preference evaluation 
technique such as Onion [26], PREFER [3], Mpro [16], Top-k Monitoring Algorithm 
(TMA) [18], and Skyband Top-k Monitoring Algorithm (SMA) [18] but these 
algorithms are being evaluated on small scale of dimensions within the range 2-7.  

Skyline: The skyline preference evaluation method produces the set of data items in a 
way such that the set of data items S are the superior among the other data items in the 
dataset. In other words, a data item p is preferred over another data item q if and only 
if p is as good as q strictly in at least one possible dimension (attribute) and in all 
possible dimensions (attributes) at the same dataset [5-6, 13-14, 19, 21, 23-24].  

Several algorithms have been proposed based on the skyline preference evaluation 
technique such as Block-Nested-Loop (BNL) and Divide-and-Conquer (DC) [24], 
Sort-Filter-Skyline (SFS) [12], Linear Elimination Sort for Skyline (LESS) [22], 
Nearest Neighbor (NN) [10], Branch-Bound-Skyline (BBS) [9], Bitmap and Index 
[17], SkyCube [28] and Sort and Limit Skyline algorithm (SaLSa) [11] but these 
algorithms are being evaluated on small scale of dimensions within the range 2-10.  

Top-K Dominating: Top-k dominating technique retrieves the set of data items k 
which are dominating the largest number of data items in the dataset. That means data 
item p is preferred over another data item q if and only if the domination power of p is 
greater than the domination power of q. The value of domination power of data item p 
comes from the total number of data items in the dataset that are dominated by p. 
Top-k dominating technique is a very significant tool for multi-criteria application 
such as decision making system and decision support system, since it identifies the 
most significant data items in an intuitive way [1, 14, 19].  

K-Dominance: K-dominance skyline technique prefers one data item p over another 
data item q in the dataset D if and only if p is as good as q strictly in at least one 
possible k-dimension (attribute) and in all possible k-dimensions (attributes) at the 
same dataset.  

K-dominance exhibits some characteristics over the traditional skyline. The size of 
k-dominance skyline answer is less than the size of conventional skyline answer, 
particularly when the considered dimensions are few. Furthermore, k-dominance has 
some similar characteristics with skyline technique especially when k = d (d is the 
total number of dimensions in the dataset). However, k-dominance skyline suffers 
from a significant problem which is circular dominance that leads to loss the 
transitivity property [7, 14, 27, 4].  

K-Frequency Skyline: K-frequency skyline technique retrieves a set of skyline data 
items D’ from the given dataset D in a space S, where a data item p in D’ has the 
lowest dominating score, denoted as S(p), which represents the number of available 
sub-dimensions where p is not a skyline.  

K-frequency has many common characteristics with skyline technique such as 
transitivity property is preserved, and the k-frequency queries’ answers are obtained 
by merely comparing the actual values for each identical dimension in two different 
data items. Further, this technique can be applied in the full space and subspace 
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dataset. However, k-frequency, need a powerful data structure that saves the 
dominated sub-dimensions for every data item p in order to precisely determine the 
score of every data item p [6, 14].  

3   The Recipe Searching Application 

The proposed recipe searching application has been successfully implemented using 
PHP web programming language and SQL server. Each preference technique has 
been developed and tested with respect to different type of recipes. We have 
identified six elements which are important in searching and later selecting a 
particular recipe. These elements are type of ingredients, courses, cooking methods, 
occasions, diet restrictions, and type of cuisines. Each element has its own set of 
dimensions (attributes) that can be selected. All together there are 60 dimensions. A 
range of 0-5 has been prepared for each dimension which indicates the degree of 
interest by a user towards a particular dimension. The smallest scale, 0, denotes no 
interest at all while the scale 5 denotes the highest preferences. Table 1 summarizes 
these dimensions. We use the notation di to denote the ith dimension. 

Table 1. Dimensions of the Recipe Searching Application 

Element Number of dimensions 
Main Ingredient 16 (d1 – d16) 

Course 12 (d17 –  d28) 
Cooking Method 8 (d29 – d36) 

Occasion 8 (d37 – d44) 
Diet 8 (d45 – d52) 

Cuisine 8 (d53 – d60) 

 
Figure 1 illustrates the main design interface of the proposed recipe searching 

application. The application provides several features for the user before a particular 
recipe is selected. These features include (i) users can select the preference evaluation 
tecnique they prefer; (ii) users are free to ignore any dimensions that are not interest 
to them. By default all dimensions are assigned the value 0; and (iii) users may rank 
the dimensions according to their needs by manipulating the scale to be assigned to 
the needed dimensions. For example, the following table represents a query submitted 
by a user.  

Table 2. Example of dimensions selected in a User Query 

Element Dimensions selected 
Main Ingredient d1 = 5; d2 = 3 

Course d18 = 4 
Cooking Method d29 = 4 

Occasion d43 = 5 
Diet d46 = 4 

Cuisine d54 = 5 
Note: d1 (chicken); d2 (rice); d18 (dinner); d29 (baking); d43 (Christmas); d46 (healthy); d54 (Italian) 
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After selecting the appropriate dimensions by giving the suitable preference value, 
then user is required to determine the type of preference technique before the 
application find the recipes. The default preference evaluation is the skyline. The best 
20 first results will be shown based on the preference feature scoring and the 
preference evaluation technique that has been chosen. For the aim of this paper, 150 
recipes have been collected and saved in a database called the Recipe Database 
(RDb). 

Several steps are initially performed before the preference evaluation techniques 
are being applied. These steps mainly aim at removing the irrelevant data items 
(records) from the Recipe Database from being considered in the evaluation process 
as they will not contribute to the final result. The steps are discussed below: 

 
1. Each recipe from the RDb is mapped into a two dimesional array, RA, with the 

following format: 
 

Structure of RA  
Index 0 1 2 3 … 60 
Element Id d1 d2 d3 … d60 

 
Where Id is the identifier of the recipe and di is a score given to the ith dimension.  

We use the notation rk.di to denote the ith dimension of the kth recipe. An example of 
a recipe stored in the array is as follow: 
 

An instance of RA 
Index 0 1 2 3 … 60 
Element 101 5 0 2 … 5 

 
The above is an information about the recipe 101 which uses chicken (d1) as the 

main ingredient, vegetable (d3), …, and Southwestern (d60) is the main cuisine. 
 
2. Given a query, Q, with a set of n selected dimensions, dq = {dq1, dq2, …, dqn} 

only those recipes in the RA that matched with these dimensions are selected and 
stored in a temporary array, TRA. The following definition defined the match 
criteria. 

 
Definition 1: A recipe rk is said to be matched to a query Q if ∃dqi ∈ dq, ∃dj∈rk and 
rk.dj > 0 where j is the equivalent dimension as i. 
 

This gives the following definition which defined the unmatched criteria. 
 

Definition 2: A recipe rk is said to be unmatched to a query Q if ∀dqi ∈ dq, ∃dj∈rk 
and rk.dj = 0 where j is the equivalent dimension as i. 

 
The following example clarifies this point. Consider the query given in Table 2 
and the following instances of RA.       
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Fig. 1. The main interface design of the recipe searching application 

User query 
Index d1 d2 … d18 … d29 … d43 … d46 … d54 … 
Element 5 3 … 4 … 4 … 5 … 4 … 5 … 

Note:  The other dimensions have the value 0. 
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Instances of RA 
Index Id d1 d2 … d18 … d29 … d43 … d46 … d54 … 

102 5 5 … 5 … 5 … 5 … 5 … 5 … 
103 0 0 … 0 … 0 … 0 … 0 … 0 … 
… … … … … … … … … … … … … … 

Element 

110 0 5  0  0  0  0  0 … 
Note:  The other dimensions that are not listed in the table might have value 0, 1, 2, 3, 4, or 5. 

 
From the above instances of RA, recipe r.102 and r.110 satisfied the Definition 1 

and are selected while r.103 is ignored as for all the dimensions requested by the user 
have the value = 0 (satisfied the Definition 2). 
 
3. Those dimensions in the temporary array, TRA, which are not considered in the 

query, Q, are then eliminated to reduce the size of dimensions to be considered. 
Based on the example given in Step 2 above, the following is the result of Step 3. 

 
Instances of TRA 
Index Id d1 d2 d18 d29 d43 d46 d54 

102 5 5 5 5 5 5 5 
… … … … … … … … 

Element 

110 0 5 0 0 0 0 0 

 
4. The preference evaluation techniques are then applied towards the recipes that 

have been saved in the TRA. We will not give the detail algorithm for each of the 
preference evaluation technique as readers may refer to the references as provided 
in Section 2. 

4   Performance Evaluation  

We have conducted two analyses. The first analysis aims at analyzing the 
performance of the preference evaluation techniques with respect to the total number 
of dimensions that represents the user preference involving in query process. In this 
paper we vary the number of dimensions from 10 – 60 dimensions, while the size of 
the recipe database is fixed. 

The second analysis aims at comparing the preference evaluation techniques with 
respect to the size of recipe database while the number of dimensions is fixed during 
the process of searching the best recipes that meet the user’s request. In this paper we 
focused exclusively on the number of dimensions and the size of databases as the 
most critical factors influence the process of finding preference answer.  

4.1   Results of Analysis 1 

Figure 2 shows the results of applying different number of dimensions with fixed 
number of data items (recipe), which is 100. The initial number of dimensions is 10 
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and it is incrementally increased by 10, until the number of dimensions reached 60, 
which is the maximum number of dimensions considered in this paper. All together 
there are 6 experiments that have been conducted whereby in each experiment the 
number of dimensions considered is different. For each experiment 10 queries have 
been randomly generated where each query selects the appropriate number of 
dimensions (see Step 2 of Section 3). The execution time of each query is measured 
when Step 4 as described in Section 3 is performed. Averaging the execution time of 
these 10 queries gives the final execution time of the experiment. Thus, six different 
sets of queries have been designed for this analysis. The following table summarizes 
our experiment set up for this analysis. 

Table 3. Experiments for the analysis 1 

Experiment Query Number of dimensions Number of Recipes 
Experiment 1 Q1, Q2, …, Q10 10 100 
Experiment 2 Q11, Q12, …, Q20 20 100 
Experiment 3 Q21, Q22, …, Q30 30 100 
Experiment 4 Q31, Q32, …, Q40 40 100 
Experiment 5 Q41, Q42, …, Q50 50 100 
Experiment 6 Q51, Q52, …, Q60 60 100 

 

 

Fig. 2. The amount of execution time with respect to number of dimensions 

From the above figure, the following can be concluded: in general the amount of 
execution time to retrieve the query answer increased for all the preference evaluation 
techniques when the number of dimensions increased. Top-k technique is the best as 
the increment rate of the execution time to obtain the query result is the lowest while 
skyline, k-dominance, k-frequency achieved almost the same execution time. 
However, top-k dominating technique performs the worst compared to the other 
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techniques as the execution time increased dramatically when the number of 
dimensions increased.  

From this analysis, we can conclude that the number of dimensions involved in the 
process of preference queries has significant impact on the execution time in 
searching the “best” answer that meet the users’ preferences for most of the 
preference evaluation techniques. Moreover, this simple analysis shows that applying 
different type of preference evaluations give different impacts to the performance of 
the preference queries.  

4.2   Results of Analysis 2 

Figure 3 shows the results of applying different number of recipes which reflects the 
size of database with fixed number of dimensions, which is 10. The initial number of 
recipes is 10 and it is incrementally increased by 10, until the number of recipes 
reached 100, which is the maximum number of recipes considered in this analysis. All 
together there are 10 experiments that have been conducted whereby in each 
experiment the number of recipes considered is different. For each experiment 10 
queries have been randomly generated where each query selects 10 dimensions (see 
Step 2 of Section 3). The execution time of each query is measured when Step 4 as 
described in Section 3 is performed. Averaging the execution time of these 10 queries 
gives the final execution time of the experiment. The following table summarizes our 
experiment set up for this analysis. 

Table 4. Experiments for the analysis 2 

Experiment Query Number of dimensions Number of Recipes 
Experiment 1 Q1, Q2, …, Q10 10 10 
Experiment 2 Q1, Q2, …, Q10 10 20 
Experiment 3 Q1, Q2, …, Q10 10 30 
Experiment 4 Q1, Q2, …, Q10 10 40 
Experiment 5 Q1, Q2, …, Q10 10 50 
Experiment 6 Q1, Q2, …, Q10 10 60 
Experiment 7 Q1, Q2, …, Q10 10 70 
Experiment 8 Q1, Q2, …, Q10 10 80 
Experiment 9 Q1, Q2, …, Q10 10 90 

Experiment 10 Q1, Q2, …, Q10 10 100 

 
From the above figure, it is obvious that the top-k technique has the lowest amount 

of execution time compared to the other four techniques. This is due to the fact that 
most of the process in finding the best query answer is performed without needing to 
compare the individual dimensions at the data item level to determine the query 
results. i.e. accumulate the values of all dimensions as a single value. However, k-
dominance, k-frequency and skyline techniques achieved almost the same amount of 
increment in the execution time when the number of recipes (the size of database) is 
increased. However, top-k dominating has the worst performance compared to the 
other techniques.  
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Fig. 3. The amount of execution time with respect to number of recipes (database size) 

5   Conclusion 

In this paper we have presented and discussed a recipe searching application which 
has been developed with the aim to evaluate the various types of preference 
evaluation techniques for preference queries. Two analyses with different aims have 
been conducted by considering various numbers of dimensions and sizes of the 
databases. These are the most significant factors that impact on the execution time of 
the preference evaluation techniques in searching for the “best” query answer that 
meet the users’ preferences. We have also shown that the best preference technique in 
term of execution time is top-k, while the worst is top-k dominating.  
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Abstract. With the advent of advanced yet exoteric ICTs, especially the social 
media, new forms of collective actions have emerged to illuminate several 
fundamental yet theoretically obscure aspects of collective actions. Existing 
computational studies focusing on capturing and mapping the interactions and 
issues prevailing in social media manage to identify the manifestations of 
collective actions. They, however, lack modeling and predictive capabilities. In 
this paper, we propose a new methodology to gain deeper insights into cyber-
collective actions by analyzing issue propagation, influential community 
members’ roles, and transcending nature of collective actions through 
individual, community, and transnational perspectives, The efficacy of the 
proposed model is demonstrated by a case-study on Al-Huwaider’s campaigns 
consisting of 150 blogs from 17 countries tracked between 2003 and 2010. To 
the best of our knowledge, the proposed methodology is the first to address the 
lacking fundamental research shedding light on re-framing Collective Action 
Theory in online environments. 

Keywords: collective action, methodology, blogosphere, social computing, 
social network analysis, community, influence, transnational, issue crawler.  

1   Introduction 

Social media have played a major role in the formation of collective actions. They are 
often described as important tools for activists seeking to replace authoritarian 
regimes and to promote freedom and democracy, and they have been lauded for their 
democratizing potential. However, despite the prominence of “Iranian Twitter 
revolutions” [1] and the “Egyptian Facebook protests” [2], there is very little research 
on cyber-collective actions. Mere journalistic accounts on such actions are inevitably 
based on anecdotes rather than rigorously designed research. 

The study of collective action has a long established history. Collective Action 
Theory was developed, however, in the pre-Internet era. As a result of emerging 
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information technologies, communication is not necessarily as costly, difficult, time 
consuming, or limited by the cognitive constraints of individuals as it once was. The 
availability of advanced systems of communication and information has prompted a 
reassessment of collective action theory, shedding light on the benefits and costs for 
successful contemporary collective action efforts. Simply put, new forms of collective 
actions reliant on information technology illuminate several fundamental aspects of 
collective actions that have remained theoretically obscure. This shows a clear need 
for new and innovative approaches as well as methods to re-frame Collective Action 
Theory in online environments.  

On the other hand, computational studies on social media, that have increasingly 
become popular, such as mapping the blogosphere, tend to focus on capturing the 
connections between social media users. They predominantly do not study processes 
involved in collective acts in online environment. They also are mostly based on 
either link-analysis or content-analysis. They lack insights from social science, such 
as collective action theories, where issues (shared narratives/repertoires) are important 
in shaping collective action. This paper addresses the need for new methods by taking 
advantage of emerging new tools and combining link and content analysis as well as 
meme (shared issues) tracking. Moreover, the paper attempts to develop methods 
permitting explanatory and predictive powers that goes beyond the mere description 
of the studied phenomena as has been traditionally practiced so far. 

With the emergence of cyber-collective action, there are several plausible research 
questions: Do social media reduce transaction costs for contentious political action? 
Do social media reduce/remove geographical barrier of collective-actions? Do social 
media speed up the shaping of collective action (reduce time)? Do social media create 
“flat” rather than hierarchical networks of collective action? Do social media more 
effectively disseminate and diffuse cause? Do social media change political 
opportunity? Do social media create different collective understandings of the 
distribution of societal opinion (i.e., change beliefs about what others believe)? Do 
social media uses enable participants of collective action to gain deeper understanding 
on the issue? 

In seeking answers to these questions, in this paper we develop a novel 
methodology that combines insights from Collective Action Theory and advanced 
computational mapping methods. This new methodology will enable us not only to 
explain but also to predict the evolution of cyber-collective actions.   

2   Related Work 

In this section, we present a brief review of collective action theory and an assessment 
of the various mapping efforts of the blogosphere. These reviews are necessary to 
gain an in-depth understanding on currently available methods and identify the need 
for a suitable methodology permitting the explanation and prediction of collective 
actions in the blogosphere. 
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2.1   Collective Action Theory 

Theories of collective action are integral to explanation of human behavior. 
Perspectives on collective action have been useful in explaining diverse phenomena, 
including social movements be it in real world [3] or virtual worlds [37], membership 
in interest groups [4][5], the operation of the international alliance [6], establishment 
of electronic communities [7], formation of inter-organizational relationships [8], 
formation of standards-setting organizations [9][10], and even bidding behaviors [11]. 
This range of actions accounted by collective action perspectives illustrates the 
centrality of this body of theory to social science. 

Collective action can be defined as all activity involving two or more individuals 
contributing to a collective effort on the basis of mutual interests and the possibility of 
benefits from coordinated action [12]. Traditional collective action theory dates back 
to 1937, when Ronald Coase sought to explain how some groups mobilize to address 
free market failures. Yet even when Mancur Olson began updating the theory in 1965 
to explain “free-riding” the high-speed, low-cost communications now enjoyed were 
not imaginable [13]. New information and communication technologies (ICTs), 
especially the Internet, have completely transformed the landscape of collective 
action. In online environment, the burden of internal communication is no longer a 
hindrance to collective actions, so larger groups are no longer more successful than 
smaller ones (at least not by virtue of their size). E-mail, Web sites, chat rooms, blogs, 
and bulletin boards enable efficient communication, organization, and even 
deliberation within collective actions of any size [14][39]. 

However, some experts believe Internet-based collective action effects are 
overstated and may prove ephemeral. For example, [15] contends that easier 
international communication will not automatically translate into success for 
international collective actions because vital interpersonal networks cannot be 
adequately forged and maintained online. [16] agree that without face-to-face 
interaction, Internet communications cannot build the stable community a long-lasting 
movement requires. [17] argue that virtual demonstrations cannot satisfy the 
protester’s desire for the emotional rush and thrill of real, physical action. Yet there 
are many examples of successful Internet-based collective action such as the 1996 
Zapatista rebellion in Mexico [18] or the 1998 Indonesian political revolution [19] 
[20]. The operation of groups such as these has recently been characterized as 
something beyond traditional collective action. These collective endeavors online 
have stirred debates about theories of collective action, raising questions of whether 
collective action, profoundly dependent on the Internet and other new technologies, is 
as effective or successful as collective action in more traditional modes [21] [22] [38]. 
Using both available successful and unsuccessful Internet-based collective actions, 
research has now begun identifying aspects of the collective action process that can 
succeed online as well as shortcomings and disadvantages of online collective action 
[23]. However, such research has not answered many other questions related to the 
emergence of various forms of collective actions in the online world. One of the 
major questions is to what extent the traditional collective action paradigm is even 
appropriate for explaining contemporary phenomena. As alluded above, this paper 
attempts to fill this gap by developing a methodology demonstrating how Collective 
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Action Theory can be reframed and applied, in combination of computational 
mapping, for explaining collective actions online.  

2.2   Mapping the Blogosphere 

Social media allows individuals to share their perspectives and opinions on various 
events in vast social network. The diffusion of opinions can lead to the formation of 
collective actions. One such form of collective actions, citizen journalism, has 
garnered interest from researchers and practitioners leading into many attempts to 
map issues in the blogosphere. However, a rigorous and fundamental analysis that 
explains cyber-collective action is not yet established. In this section, we assess some 
of these fundamental efforts to map the blogosphere that motivate the need for a more 
systematic and foundational analysis modeling collective action in the blogosphere or 
other forms of social media. 

IssueCrawler [24] enables aggregating blogs and websites that mention issues of 
interest. Starting from a seed set of blog posts that contain the issue of interest, 
IssueCrawler crawls blogs and websites linked by at least two seed blog posts. 
IssueCrawler continues crawling the web resources that are three links away. For a 
good quality of crawl, it is imperative to start with a relevant seed set of blog posts, 
which are identified using Technorati search engine’s results by using the issue as the 
search keyword. 

Authors in [25] geocoded US blogs from LiveJournal and DiaryLand using city 
names and 3-digit ZIP codes specified by the bloggers in their postings. By 
identifying where people blog, local knowledge and culture can be gauged and certain 
behavior patterns could be identified, however, the geocoding mapping is not 
sufficient to explain why certain patterns exist and what they lead to. In essence, 
explanatory and predictive powers of such tools are missing. Authors in [40] mine 
blog content to identify local cuisine hotspots. In another study [26], authors mapped 
the US political blogosphere and observed the dichotomy between liberal and 
conservative blogs. Examining the link graph between and across these communities 
of blogs, authors observed certain interblog citation behavior patterns such as 
conservative bloggers tend to link more often than the liberal blogs, but there is no 
uniformity in the news or topics discussed by conservatives. However, the study fell 
short of suggesting a theory to explain these patterns. 

Other studies such as [27] analyzed 60,000 blogs from the Iranian blogosphere 
using social network analysis and content analysis. A wide range of opinions 
representing religious conservative views, secular and reform-minded ones, and topics 
ranging from politics and human rights to poetry, religion, and pop culture were 
identified. In yet another study [28], authors analyzed the Arab Blogosphere 
consisting of 35,000 active blogs primarily from Egypt, Saudi Arabia, Kuwait, and 
other middle-east countries. The authors identified major clusters organized by 
countries, demographics, and discussion topics. The Arab Blogosphere primarily 
discussed domestic politics and religious issues with an occasional mention of US 
politics albeit in critical terms.  

These and other similar studies clearly show that individuals discuss varied topics 
on various blogs, however, there is a lack of methodologies enabling the analysis of 
how the discussions converge to central themes. In lieu of addressing this gap, we 
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have specifically developed such a methodology (Section 3) enabling the use of 
Collective Action Theory and computational mapping in order to explain and predict 
the underlying processes involved in collective actions in the blogosphere.  

3   Proposed Methodology 

Scientific work typically aims at one (or both) of two things: (1) the precise, accurate 
and parsimonious description of some phenomena, and/or (2) the explanation of some 
phenomena, i.e. why does a phenomenon take place? These two questions need to be 
addressed carefully and well thought through in any piece of research. In this present 
area of research, it seems that considerable advancements may be made by taking the 
above two questions to heart. We argue that additional methodological rigor is needed 
to achieve the probably most important aim of theory, i.e. to explain and to predict. 
This is in addition to a theory being able to describe and to relate, prerequisites before 
explanation and prediction is possible. In general, a theory is designed to rationally 
and clearly explain a phenomenon. Moreover, a theory should be seen in light of the 
general nature of theory in that it should offer the following qualities and lend itself to 
be testable, falsifiable, generalizable, universal, and lasting over time.  

In the following we will take a look at two broad methodological approaches 
permitting us to achieve the above stated aims of theory in relatively novel ways: (a) 
through relational or social network analytical approaches as well as (b) uniquely 
utilized tools enabling the capture and measurement of features within the 
blogosphere. Both approaches seem to be needed to achieve explanation and 
prediction in the context of Collective Action Theory. 

The basic unit of analysis in social network analysis is a relationship between two 
system elements within the same system [29](p. 182). The term relationship deserves 
some specific attention: Generally, in social network analysis one is interested in 
dynamic, functional relationships, i. e. active interaction between the related elements. 
This kind of relationship, obviously, is of prime importance if one is to construct a 
network composed of relationships. Conceptually, the existence of a relationship 
between two elements is constituted by the recognition of some constraint, which 
restricts the behavior, at least minimally, of one or both of the elements [29](p. 182). 
Such a constraint suggests one other characteristic of a relationship, namely that of 
interdependence between the elements. Social scientists frequently have urged the 
need for relational analysis by emphasizing the importance to turn away from 
monadic and aggregate data [30][31][29]. The proponents of this approach to view 
'reality' argue that the researcher not only manages to arrest data of two elements, A 
and B, as typically done in the monadic analysis, but that additional information is 
added to the recognition of constraints or, generally, a relationship between A and B. 
Four major properties of relational constraints can be identified: symmetry, strength, 
specificity and transitivity [29].  

With regard to social network analytic purposes, a system is viewed as a set of 
elements embedded in a network of relationships. So far, the units of analysis, i.e. 
relationships, have been described and specified. Next, we offer a novel 
methodological approach how we may go beyond the mere mapping efforts typically 
done in issue tracking in the blogosphere. Our aim is to strive toward the  
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above-mentioned aims and features of theory, i.e. to develop predictive models, by 
combining social network analysis methods as well as focusing methodologically on 
information flows, issues and communities that, in turn, provide a deeper 
understanding of Collective Action Theory. In part this is accomplished via a mini-
case study of the Weheja Al-Huwaider Campaign (in Section 4), illustrating the utility 
and strength of our novel methodological approach overcoming the previous 
limitations when looking at Collective Action Theory applied to research on the 
blogosphere and other social media or virtual world at large. 

We have delved into emerging behavior patterns and their development into cyber 
collective movements from individual, community, and transnational perspectives, 
and in so doing delineate the challenges, propose an appropriate and fitting research 
methodology, evaluate various strategies, and analyze our findings. In order to 
cogently address the research questions posed in Section 1, we pursued a three-phased 
approach: phase 1, Individual Perspective; phase 2, Community Perspective; and 
phase 3, Transnational Perspective (see Fig. 1). 

 

Fig. 1. Overall architecture of the research methodology. 

3.1   Individual Perspective 

It is observed that individual causes/issues can be transformed into collective cause. 
To understand and model this phenomenon, we need to study how personal issues and 
concerns evolve and propagate in social networks and how they converge and form 
collective concerns. We begin with preprocessing the blogs, identifying issues and 
concerns representing individual cause; and then modeling their diffusion in the 
network, and analyzing their convergence to collective cause. These steps are 
explained in further details next. 

Preprocessing and extracting cause: For each new event that occurs, pre-event, 
during-event, and post-event blog reactions are analyzed. Probabilistic and statistical 
content analysis techniques such as Latent Semantic Analysis, Probabilistic Latent 
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Semantic Analysis, and Latent Dirichlet Allocation assist in identifying, segregating, 
and teasing out relevant topics. Blog posts containing relevant topics are summarized 
to reduce off-topic chatter narrowing in on the key information [32]. The summarized 
text is used to extract representative keywords using tag cloud generator (Wordle.net). 
Starting from the seed blog, the above process is repeated for all other blogs that are 
connected to the seed blog. Blogs connected to the seed blogs are termed adjacent 
blogs. This demonstrates whether the issues and concerns mentioned in the seed blog 
were diffused to the adjacent blogs.  

Modeling the diffusion of cause: We analyze the extracted issues and concerns 
representing a certain cause and study their propagation. Specifically, we explore how 
network ties affect an individual's concerns. The proposed diffusion model extends 
the existing information diffusion models (linear threshold, independent cascade, etc.) 
by considering concerns as the information chunks that propagate over the social 
network of bloggers. Since the underlying social network remains the same, the 
structural properties of the concern diffusion are no different than information 
diffusion characteristics. In other words, leaders of the community who are 
responsible for the fastest information diffusion also tend to be the major influencing 
factors on the individual’s issues and concerns and hence the collective concerns of 
the community.  

The finding from the individual perspective leads us to think about possible 
trajectories for future research. Beyond extracting issues and concerns, a similar 
approach can be used to extract individual sentiment and track how it is diffused into 
collective sentiment. The exploration of existing sentiment analyzers in combination 
with the use of sentiment word thesaurus, sentiwordnet [42], will enable us to label 
the polarity and degree of the opinion word. For the future research agenda, we 
propose to longitudinally analyze the extracted issues, concerns and sentiment and to 
identify the factors involved in their propagation. We also propose to utilize existing 
cognitive and behavioral theories to gain deeper insights into the adaptation of 
individual behavior stemming from social interaction and cultural ties. These theories 
will form the basis of our exploration, aided by the development of novel statistical 
and stochastic diffusion models focusing on the transformation and propagation of 
sentiments along network ties over time. The model will help in advancing 
sociological as well as computational understanding of how collective sentiment 
shapes and will be improved upon in later phases of the analysis by incorporating 
community and transnational factors.  

3.2   Community Perspective 

Community leaders often exert significant influence over fellow members in 
transforming individual opinion and shaping into collective sentiment. To model this 
phenomenon, we analyze the community of bloggers, and identify the opinion leaders 
of the community. This enables us to address the following issues: how decisions 
travel across the network from leaders to followers?; do followers consistently follow 
the same leader(s) or is the influence of opinion leaders time-variant and/or topic-
variant?; and is there a hierarchical structure in the rank of opinion leaders and can the  
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model identify it? Lastly, can we evaluate the model objectively? To address these 
questions, first, we extract and analyze the community of bloggers and then, identify 
the opinion leaders. 

Community identification: Often in the blogosphere users do not explicitly specify 
their community affiliation. The discovery of communities through network-centric 
approaches has been extensively studied [33]; however, as pointed out in [34], blogs 
are extremely sparsely linked due to the casual environment that does not necessitate 
users to “cite” the sources that inspire them. Moreover, spam links generated by 
malicious users could connect completely unrelated and/or irrelevant blogs, affecting 
the performance of community discovery process. Further, spam may also adversely 
affect content-oriented community identification approaches [41]. We identify their 
implicit community affiliations and orientations leveraging the network structures 
(social ties, participation on other forms of social media) and issue/cause diffusion 
characteristics identified in the individual perspective phase.  

Specifically, we explore both network and content-induced interactions between 
blogs to detect communities. The content-induced interactions approach, leveraging 
issues and concerns diffusion characteristics extracted from the individual perspective 
phase, not only guides the network-centric community extraction (while considering 
the relevant links and ignoring the spam/irrelevant links) but also complements it 
through revealing new potential links. Leveraging the insights from our prior study, 
the purpose of which is to identify communities from blog networks by examining the 
occurrence of shared concerns on particular events/causes, we unveil interactions 
through the observation of individual concerns. If the concerns of these blogs were 
similar we assume the blogs are themselves similar. Mathematically, the similarity 
between any two blogs can be computed using cosine similarity as follows, 

Sim(Bm ,Bn ) =
Pm • Pn

Pm Pn

 
(1)

where, Sim(Bm,Bn) is the cosine similarity between blogs Bm and Bn. The concerns of 
Bm and Bn on an issue is represented by the column vectors Pm and Pn, respectively. 
The data mining clustering algorithm, k-means, is used to extract communities. 

Identifying Influentials: After extracting the communities from blogs, we set out to 
identify community leaders. Given the sparse network structure of blogs, we leverage 
both network and content information to identify influentials. We examine how social 
gestures of “influentials” could be approximated by collectable statistics from the 
blogs. We gather network-based statistics from the blog graph (e.g., inlinks, outlinks, 
blogger social network, comments) and content-based statistics from blog text and 
comments to map the social gestures. Knowledge from prior work on identifying 
influential bloggers, iFinder [35], enables us to model community leaders factoring in 
socio-cultural traits of the community that bootstraps our understanding of opinion 
leaders. The model analyzes how issues and concerns travel across the blogger 
network from leaders to followers and identifies if there exists a hierarchical structure 
in the rank of opinion leaders. Due to lack of the ground-truth or benchmark datasets, 
an objective evaluation of the proposed model is extremely challenging. Here we 
propose an avant-garde evaluation framework that leverages social media sites such  
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as Digg (www.digg.com) and blog search engines such as Technorati 
(www.technorati.com) as large-scale surveys to validate the model and identify 
opinion leaders. Details of this evaluation framework are given in [35]. 

The individual perspective phase provides an understanding of how issues and 
concerns propagate along the network. The outcome of the community perspective 
phase enlightens us with a deeper understanding of leader-followers dynamics. 
Together, outcomes from both phases lend insights into the emergence of cyber-
collective movements in socio-culturally diverse environments. As a possible future 
direction, longitudinal analysis could be performed to address questions such as, 
whether followers consistently follow the same leader(s), or is the influence time-
variant, offering deeper understanding of group dynamics.  

3.3   Transnational Perspective 

In this phase, we study and analyze whether collective concerns in communities 
transcend nation-state barriers and converge into transnational cyber-collective action 
or not. Analyzing the emergence of transnational actors and networks, structures 
relating to fluidity and boundless organizational architecture, is key to deeper 
understanding of the transnational underpinning of cyber-collective movements. 
Social networking platforms have undoubtedly intensified the degree of connectivity 
by building up capacity to circulate ideas and to transfer content very quickly across 
all barriers. An issue can be observed for a certain period of time and an issue-
network can be constructed. The issue can be mapped periodically to detail the 
development of the issue-network. The mapping process can identify each blogger 
and classify her in one or more clusters (e.g., an Egyptian Canadian female blogger 
who resides in Arizona, United States belongs to three clusters: Egypt, Canada, and 
United States). The map of transnational collective movements then will show the 
overlap of various clusters and the expansion/evolution of networks. 

This finding prompts us to seek answers for further questions such as the 
following: can transnational social movements be autonomous from national 
constraints in terms of discourses, strategies, and resources?; can the shifting scale 
(from local and national to global and transnational) also bring about a change of 
culture and identity of these movements?; with respect to outcomes and goals, can the 
transnational social movements deliver concrete strategies to overcome the 
unpredictability of their mobilizations?; with respect to their internal dynamics, can 
the transnational social movements encourage  their perpetuation through mitigating 
the individual convictions of the collective actions/movements? Following we are 
presenting a brief case study illustrating how such research efforts can be 
accomplished methodologically. 

4   Al-Huwaider Campaign Case Study 

There are myriads of incidents and stories demonstrating the formation of collective 
causes and their manifestations in the form of cyber-collective movements. Among 
these stories we choose the Al-Huwaider campaign story that methodologically lends  
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itself to be captured through data and quite uniquely highlights how individual cause 
diffuses within the cyber-network of interactions and shapes into cyber-collective 
cause as time progresses. 

The Al-Huwaider Campaign refers to the series of online campaigns for women’s 
rights originally initiated by Saudi writer and journalist Waheja Al-Huwaider and 
later became a regional phenomenon [36]. Her YouTube campaign started in 2007. 
On International Women’s Day 2007, Al-Huwaider drove a car in the Kingdom of 
Saudi Arabia (KSA), where it is forbidden for women to do so, while videotaping a 
plea to Saudi officials. She posted the video on YouTube that attracted international 
attention. Despite the obstacles placed by the Saudi government, Al-Huwaider 
continues to promote her ideas, through her writings online. Her articles analyze the 
Arab social situation, criticize the status of human rights, and vehemently protest 
discriminations and violence against women. Her online campaign has not only 
become an inspiration but also an influential voice for collective movements, calling 
for reform, among Middle Eastern women.  

This story illustrates the potential of social media in facilitating cyber-collective 
actions. It shows how individual cause diffuses within the network, shapes into 
collective cause, and transforms into collective action. The overarching question 
anchored in this story is: How are decentralized online individual actions transformed 
into cyber-collective actions? Are the existing theories and methodologies capable of 
explaining cyber-collective action? 

We present our analysis based on data from a real-world blog by collecting the 
blog posts of female Muslim bloggers from 17 countries. We handpicked a set of 150 
blogs primarily written in English but also containing text in Arabic, Indonesian, and 
French. Bloggers were included based on three shared characteristics, also known as 
the ‘triangulation’ strategy, (1) explicit self-identification of gender and religious 
orientation – women over the age of 18, Muslim (verified through self-identification 
or Islamic references in their postings), and primarily blog in English; (2) evidence 
gathered from the blogger’s friends and/or relatives; and (3) evidence gathered from 
the blogger’s participation in other social media – we leveraged bloggers’ registration 
on multiple blogs and multiple social media (such as MySpace, Twitter, Facebook, 
etc.) and cross-linking features. 

4.1   Individual Perspective 

We started with the original narrative of Wajeha Al-Huwaider’s cause to lift the ban 
of driving for Saudi women as a source of issues and concerns. Representative 
keywords were then extracted using a tag cloud generator. We repeated the extraction 
for each blog within Al-Huwaider’s network to seek whether Al-Huwaider’s issues 
and concerns were diffused to these blogs. Our findings (Fig. 2) show the occurrence 
of similar keywords representing similar issues and concerns across these blogs (e.g., 
Saudi, women, cars, drive/driving, right/rights). This figure shows how an individual 
cause of Al-Huwaider was propagated in social networks and converged and, in turn, 
formed a collective cause.  
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Fig. 2. Issue analysis of Al-Huwaider campaign. 

4.2   Community Perspective 

Al-Huwaider was a major factor in mobilizing individual bloggers with similar 
concerns (towards various issues) into a community and in leading the movement, i.e. 
transitioning individual cause to collective cause and ultimately manifesting into a 
cyber-collective movement. This also correlates with our findings in the individual 
phase, where the community leader was identified as the most significant influence 
over the individuals’ concerns. We followed the proposed methodology analyzing our 
data by extracting communities and opinion leaders and observing leader-follower 
dynamics. 

Table 1. Occurrence of shared issues and concerns in each blog for different causes (overused 
words such as Saudi, Arabia and women are omitted) 

Al-Huwaider’s 
Causes Tara Umm Omar Saudi Woman Sand Gets in My 

Eyes 

Women’s right to drive 
drive, car, like, wheel, 
right, behind, alone, 

d ( )

driving, drive(r), want, 
around, make, men, ban, 

ki i h ( )

cars, drive, vehicles, right 
, support, make, issue, 
ll i i hBlack Ribbon 

Campaign to end the 
M h / di hi

guardianship, system, 
children, legal, denied, 

i h ( )

black, ribbons, campaign, 
rights, women’s, November, 

di ( )

Al-Huwaider, actions, 
oppression, change, 

l
Child Marriage (-) 

Marriages, change, allowing, 
child, justice, guardianship, 

i ( )

guardians, marry, 
father(s), ignorance, old, 

d h i
… … … … 

 
Continuing with the example presented in Fig. 2, we identified the occurrence of 

various Al-Huwaider’s causes in three blogs, “Tara Umm Omar”, “Saudi Woman”, 
and “Sand Gets in My Eyes.” If the concerns of these blogs were similar we assume 
the blogs were themselves similar. We illustrate our analysis in Table 1, where we 
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aggregate the concerns from these three blogs (denoted in columns) for each 
cause/issue (denoted in rows).  

Once communities of bloggers are extracted, our next step is to identify the 
influentials. We analyzed a community of 75 blogs that shared similar concerns for 
Al-Huwaider’s campaigns and identified top ten influential blogs, as illustrated in 
Table 2. Due to space limitations we could not present the analysis of other blogs. 
However, all the 75 blogs had an average influence score of 198.306, a maximum 
influence score of 833, a minimum influence score of 1, and a standard deviation of 
269.892. Representative tags extracted using Wordle are specified next to the blog 
posts to give contextual background. 

Table 2. Top-10 influential blog posts discussing Wajeha Al-Huwaider’s campaign along with 
their influence scores and representative tags extracted using Wordle.net 

Blog Representative Tags Influence 
Score 

http://hotair.com/archives/2009/07/12/saudi
-feminist-blocked-from-leaving-country/ 

Saudi, Al-Huwaider, Arabia, border, male, 
passport, permission, activists, rights, 
guardian 

833 

http://jezebel.com/5552458/japan-likely-to-
reject-ban-on-sexualization-of-minors-
playboy-model-jailed-for-boob+grope 

Women, minors, drinkers, Japan, Yousef, 
freedom, infected, prisoners, police, jail, 
charges, allegations 

824 

http://volokh.com/posts/1245159018.shtml 
Saudi, Arabia, HRW, Human, rights, 
links, mail, organization, government, 
Israel, workers 

739 

http://thelede.blogs.nytimes.com/2009/03/1
2/saudi-woman-drives-for-youtube-protest/ 

Saudi, Huwaider, driving, BBC News, 
Arabia, Arab, women protest, video, 
Fattah, car, youtube 

702 

http://www.memeorandum.com/100418/p4 
Saudi, women, driving, Arabia, raped, 
reform, issues, populace 

695 

http://www.moonbattery.com/archives/2007
/10/the_nobel_joke.html 

Afghanistan, Navy, Murphy, bad, gore, 
Arafat, combat, killed, Marxist 

690 

http://latimesblogs.latimes.com/babylonbey
ond/2010/06/saudi-women-use-fatwa-in-
driving-bid.html 

Women, Saudi, drive, Islamic, Wajeha, 
maternal, breastfeed, Obeikan, cars, ban, 
campaign 

665 

http://www.hrw.org/english/docs/2006/10/2
0/saudia14461.htm 

Saudi, human, rights, police, detained, 
government, mabahith, Arabia, khobar, 
freedom 

644 

http://www.hrw.org/en/news/2006/10/30/sa
udi-arabia-lift-gag-order-rights-campaigner 

Rights, al-Huwaider, Saudi, Arabia, 
human, september, mabahith, khobar, 
Abdullah, interrogated, police, officers,  

644 

http://globalvoicesonline.org/2008/08/12/sa
udi-arabia-bans-women-from-olympics/ 

Feminist, Burundi, Olympics, Wajeha, 
Macha, Women, muharram 

627 

4.3   Transnational Perspective 

Analyzing the emergence of transnational actors and networks, structures relating to 
fluidity, and boundless organizational architecture, is key to deeper understanding of 
transnational underpinning of cyber-collective movements. One such actor identified 
in our analysis was Wajeha Al-Huwaider. Despite the cultural, ethnic, political, 
social, and geographical diversity of Al-Huwaider's supporters as illustrated in Fig. 3 



236 N. Agarwal, M. Lim, and R.T. Wigand 

below, the sense of community superseded differences and converged individual 
concerns into collective action. 

 

Fig. 3. Transnational support for Wajeha Al-Huwaider's campaign. 

With access to more data, we can generate an issue network for Al-Huwaider’s 
campaigns following our analysis in Fig. 3. Such issue networks can help decrypt the 
dimensions of: issues (on local, global, global-local levels), clusters (nation or 
content-based), political affiliations (conservative, liberal), time, and scale (network 
links, number of individuals, issue clusters) from actor and network perspectives. 

This case study of the Wajeha Al-Huwaider campaign illustrates how our 
methodology enables the analysis of blogging behavior at the individual, community 
as well as transnational levels. In essence, our methodology illustrates how we can 
look at and explain collective actions in the blogosphere.  

5   Conclusions 

In this paper, we sought to understand the fundamentals, complexity, and dynamics of 
cyber-collective actions. By reaching out to existing social theories on collective 
action and computational social network analysis, we have proposed novel algorithms 
to model cyber-collective movements from individual, community, and transnational 
perspectives. The proposed methodology addresses the lacking fundamental research 
and re-framing Collective Action Theory in online environments making it the key 
contribution of this work. As utilized and illustrated in the mini-case study of the Al-
Huwaider Campaign, our novel methodological approach convincingly overcomes the 
previous limitations when looking at Collective Action Theory applied to research on 
the blogosphere and other social media or virtual world at large. Further, our 
methodology goes beyond descriptive tendency of most computational studies on 
social media, such as mapping the blogosphere. By delving into the processes 
involved in collective acts in online environment and focusing on the formation of 
issues (shared narratives/repertoires), our approach offers the predictive power. We 
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also demonstrate that it is possible to develop predictive models of collective actions 
in blogosphere by combining social network analysis methods as well as focusing 
methodologically on information flows, issues and communities that, in turn, provide 
a deeper understanding of Collective Action Theory.  

The findings in this paper also enable us to outline future research agenda that is 
geared towards the development of more advanced computational models. Such 
models would better our understanding of conventional social theories, assist in 
developing new ones, reinforcing the development of more accurate and efficient 
social interaction modeling algorithms for diverse environments allowing us to 
determine the trajectory of emerging cyber-collective movements.  
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Abstract. A novel query in spatial databases is the K-Best Site Query
(KBSQ for short). Given a set of objects O, a set of sites S, and a user-
given value K, a KBSQ retrieves the K sites s1, s2, ..., sK from S such
that the total distance from each object to its closest site is minimized.
The KBSQ is indeed an important type of spatial queries with many real
applications. In this paper, we investigate how to efficiently process the
KBSQ. We first propose a straightforward approach with a cost analysis,
and then develop the K Best Site Query (KBSQ) algorithm combined
with the existing spatial indexes to improve the performance of process-
ing KBSQ.

Keywords: spatial databases, K-Best Site Query, KBSQ, spatial queries.

1 Introduction

With the fast advances of positioning techniques in mobile systems, spatial
databases that aim at efficiently managing spatial objects are becoming more
powerful and hence attract more attention than ever. Many applications, such
as mobile communication systems, traffic control systems, and geographical
information systems, can benefit from efficient processing of spatial queries
[1,2,3,4,5,6,7]. In this paper, we present a novel and important type of spatial
queries, namely the K-Best Site Query (KBSQ for short). Given a set of objects
O, a set of sites S, and a user-given value K, a KBSQ retrieves the K sites s1,
s2, ..., sK from S such that ∑

oi∈O

d(oi, sj)

is minimized, where d(oi, sj) refers to the distance between object oi and its
closest site sj ∈ {s1, s2, ..., sK}. We term the sites retrieved by executing KBSQ
the best sites (or bs for short).

The KBSQ problem arises in many fields and application domains.

– As an example of real-world scenario, consider a set of soldiers on the battle-
fields that is fighting the enemy. In order to immediately support the injured
soldiers, we need to choose K sites to build the emergicenters. To achieve
the fastest response time, the sum of distances from each battlefield to its
closest emergicenter should be minimized.

S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 240–250, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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– Another real-world example is that the McDonald’s Corporation may ask
“what are the optimal locations in a city to open new McDonald’s stores.”
In this case, the KBSQ can be used to find out the K best sites so that every
customer can rapidly reach his/her closest store.

Let us use an example in Figure 1 to illustrate the KBSQ problem, where
six objects o1, o2, ..., o6 and four sites s1, s2, ..., s4 are depicted as circles
and rectangles, respectively. Assume that two best sites (i.e., 2bs) are to be
found in this example. There are six combinations (s1, s2), (s1, s3), ..., (s3, s4),
and one combination would be the result of KBSQ. As we can see, the sum of
distances from objects o1, o2, o3 to their closest site s3 is equal to 9, and the
sum of distances between objects o4, o5, o6 and site s1 is equal to 12. Because
combination (s1, s3) leads to the minimum total distance (i.e., 9 + 12 = 21), the
two sites s1 and s3 are the 2bs.

o1

o2

o5

o3

o4

s1

s2

s4

s3
o6

2

3

4
4

4

4

Fig. 1. An example of KBSQ

To process the KBSQ, the closest site for each object needs to be first deter-
mined and then the distance between object and its closest site is computed so
as to find the best combination of K sites. When a database is large, it is crucial
to avoid reading the entire dataset in identifying the K best sites. For saving
CPU and I/O costs, we develop efficient method combined with the existing
spatial indexes to avoid unnecessary reading of the entire dataset. The major
contributions of this paper are summarized as follows.

– We present a novel query, namely the K Best Site Query, which is indeed an
important type of spatial queries with many real applications.

– We propose a straightforward approach to process the KBSQ and also ana-
lyze the processing cost required for this approach.
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– An efficient algorithm, namely the K Best Site Query (KBSQ) algorithm,
operates by the support of R-tree [8] and Voronoi diagram [9] to improve
the performance of KBSQ.

The rest of this paper is organized as follows. In Section 2, we discuss some
related works on processing spatial queries similar to KBSQ, and point out
their differences. In Section 3, the straightforward approach and its cost analysis
is presented. Section 4 describes the KBSQ algorithm with the used indexes.
Section 5 concludes the paper with directions on future work.

2 Related Work

In recent years, some queries similar to the KBSQ are presented, including the
Reverse Nearest Neighbor Query (RNNQ) [10], the Group Nearest Neighbor
Query (GNNQ) [11], and the Min-Dist Optimal-Location Query (MDOLQ) [12].
Several methods have been designed to efficiently process these similar queries.
However, the query results obtained by executing these queries are quite different
from that of the KBSQ. Also, the proposed methods cannot be directly used to
answer the KBSQ. In the following, we investigate why the existing methods for
processing the similar queries cannot be applied to the KBSQ separately.

2.1 Methods for RNNQ

Given a set of object O and a site s, a RNNQ can be used to retrieve the object
o ∈ O whose closest site is s. The object o is termed a RNN of s. An intuitive
way for finding the query result of KBSQ is to utilize the RNNQ to find the
RNNs for each site. Then, the K sites having the maximum number of RNNs
(meaning that they are closer to most of the objects) are chosen to be the K
best sites.

Taking Figure 2 as an example, the RNNs of site s1 can be determined by
executing the RNNQ and its RNNs are objects o4 and o6. Similarly, the RNN
of sites s2, s3, and s4 are determined as o1 and o2, o3, and o5, respectively. As
sites s1 and s2 have the maximum number of RNNs, they can be the 2bs for the
KBSQ. However, sites s1 and s2 lead to the total distance 24 (i.e., d(o4, s1) +
d(o5, s1) + d(o6, s1) + d(o1, s2) + d(o2, s2) + d(o3, s2)), which is greater than the
total distance 22 as sites s1 and s3 are chosen to be the 2bs. As a result, the
intuition of using the RNNQ result to be the KBSQ result is infeasible.

2.2 Methods for GNNQ

A GNNQ retrieves a site s from a set of sites S such that the total distance from
s to all objects is the minimum among all sites in S. Here, the result s of GNNQ
is called a GNN. To find the K best sites, we can repeatedly evaluate the GNNQ
K times so as to retrieve the first K GNNs. It means that the sum of distances
between these K GNNs and all objects is minimum, and thus they can be the K
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Fig. 2. An example of RNNQ

bs. However, in some cases the result obtained by executing the GNNQ K times
is still different from the exact result of KBSQ.

Let us consider an example shown in Figure 3, where 2bs are required. As
shown in Figure 3(a), the first and second GNNs are sites s3 and s1, respec-
tively. As such, the 2bs are s3 and s1, and the total distance d(o1, s1)+d(o2, s1)+
d(o4, s1) + d(o3, s3) + d(o5, s3) + d(o6, s3) = 23. However, another combination
(s2, s4) shown in Figure 3(b) can further reduce the total distance to 13. There-
fore, using the way of executing GNNQ K times to find the K best sites could
return incorrect result.

2.3 Methods for MDOLQ

Given a set of objects O and a set of sites S, a MDOLQ can be used to find out
a new site s /∈ S so as to minimize∑

oi∈O

d(oi, sj),

where d(oi, sj) is the distance between object oi and its closest site sj ∈ S
⋃
{s}.

At first glance, the MDOLQ is more similar to the KBSQ than the other queries
mentioned above. However, using the MDOLQ to obtain the K best sites may
still lead to incorrect result.

Consider an example of using MDOLQ to find the K best sites in Figure 4. As
2bs are to be found, we can evaluate the MDOLQ two times to obtain the result.
In the first iteration (as shown in Figure 4(a)), the site s1 becomes the first bs
because it has the minimum total distance to all objects. Then, the MDOLQ is
executed again by taking into account the remaining sites s2, s3, and s4. As the
site s2 can reduce more distance compared to the other two sites, it becomes the
second bs (shown in Figure 4(b)). Finally, 2bs are s1 and s2 and the total distance
is computed as d(o4, s1)+d(o5, s1)+d(o6, s1)+d(o1, s2)+d(o2, s2)+d(o3, s2) = 20.
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However, the computed distance is not minimum and can be further reduced.
As we can see in Figure 4(c), if s2 and s4 are chosen to be the 2bs, the total
distance can decrease to 16.

3 Straightforward Approach

In this section, we first propose a straightforward approach to solve the KBSQ
problem, and then analyze the processing cost required for this approach. As-
sume that there are n objects and m sites, and the K bs would be chosen from
the m sites. The straightforward approach consists of three steps. The first step
is to compute the distance d(oi, sj) from each object oi (1 ≤ i ≤ n) to each site
sj (1 ≤ j ≤ m). As the K best sites are needed to be retrieved, there are totally
Cm

K possible combinations and each of the combinations comprises K sites. The
second step is to consider all of the combinations. For each combination, the
distance from each object to its closest site is determined so as to compute the
total distance. In the last step, the combination of K sites having the minimum
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Fig. 4. An example of MDOLQ

total distance is chosen to be the query result of KBSQ. The procedure of the
straightforward approach is detailed in Algorithm 1.

Figure 5 illustrates the three steps of the straightforward approach. As shown
in Figure 5(a), the distances between objects and sites are computed and stored
in a table, in which a tuple represents the distance from an object to all sites.
Then, the Cm

K combinations of K sites are considered so that Cm
K tables are

generated (shown in Figure 5(b)). For each table, the minimum attribute value
of each tuple (depicted as gray box) refers to the distance between an object
and its closest site. As such, the total distance for each combination can be
computed by summing up the minimum attribute value of each tuple. Finally,
in Figure 5(c) the combination 1 of K sites can be the K bs because its total
distance is minimum among all combinations.

Since the straightforward approach includes three steps, we consider the three
steps individually to analyze the processing cost. Let m and n be the numbers
of sites and objects, respectively. Then, the time complexity of the first step is
m×n because the distances between all objects and sites have to be computed.
In the second step, Cm

K combinations are considered and thus the complexity
is Cm

K × n × K. Finally, the combination having the minimum total distance is
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Algorithm 1. The straightforward approach

Input : A number K, a set of n objects, and a set of m sites
Output: The K bs

/* Step 1 */
foreach object oi do1

foreach site sj do2

compute the distance d(oi, sj) from oi to sj ;3

/* Step 2 */
foreach combination c ∈ Cm

K do4

foreach object oi do5

determine the distance d(oi, sj) from oi to its closest site sj ;6

compute the total distance dc for combination c as
∑

oi
d(oi, sj);7

/* Step 3 */
return the combination c having the minimum total distance;8

determined among all combinations so that the complexity of the last step is
Cm

K . The processing cost of the straightforward approach is represented as

m × n + Cm
K × n × K + Cm

K .

4 KBSQ Algorithm

The above approach is performed without any index support, which is a major
weakness in dealing with large datasets. In this section, we propose the KBSQ
algorithm combined with the existing indexes R-tree and Voronoi diagram to
efficiently process the KBSQ.

Recall that, to process the KBSQ, we need to find the closest site s for each
object o (that is, finding the RNN o of site s). As the Voronoi diagram can
be used to effectively determine the RNN of each site [13], we divide the data
space so that each site has its own Voronoi cell. For example, in Figure 6(b),
the four sites s1, s2, s3, and s4 have their corresponding Voronoi cells V1, V2,
V3, and V4, respectively. Taking the cell V1 as an example, if object o lies in
V1, then o must be the RNN of site s1. Based on this characteristic, object o
needs not be considered in finding the RNNs for the other sites. Then, we use
the R-tree, which is a height-balanced indexing structure, to index the objects.
In a R-tree, objects are recursively grouped in a bottom-up manner according
to their locations. For instance, in Figure 6(a), eight objects o1, o2, ..., o8 are
grouped into four leaf nodes E4 to E7 (i.e., the minimum bounding rectangle
MBR enclosing the objects). Then, nodes E4 to E7 are recursively grouped into
nodes E2 and E3, that become the entries of the root node E1.

Combined with the R-tree and Voronoi diagram, we design the following prun-
ing criteria to greatly reduce the number of objects considered in query processing.
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Fig. 5. Straightforward approach

– Pruning objects. Given an object o and the K sites s1, s2, ..., sK , if o
lies in the Voronoi cell Vi of one site si ∈ {s1, s2, ..., sK}, then the distances
between object o and the other K − 1 sites need not be computed so as to
reduce the processing cost.

– Pruning MBRs. Given a MBR E enclosing a number of objects and the
K sites s1, s2, ..., sK , if E is fully contained in the cell Vi of one site si ∈
{s1, s2, ..., sK}, then the distances from all objects enclosed in E to the other
K − 1 sites would not be computed.

To find the K bs for the KBSQ, we need to consider Cm
K combinations of K

sites. For each combination of K sites s1, s2, ..., sK with their corresponding
Voronoi cells V1, V2, ..., VK , the processing procedure begins with the R-tree
root node and proceeds down the tree. When an internal node E (i.e., MBR E)
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of the R-tree is visited, the pruning criterion 2 is utilized to determine which
site is the closest site of the objects enclosed in E. If the MBR E is not fully
contained in any of the K Voronoi cells, then the child nodes of E need to be
further visited. When a leaf node of the R-tree is checked, the pruning criterion
1 is imposed on the entries (i.e., objects) of this leaf node. After the traversal of
the R-tree, the total distance for the combination of K sites s1, s2, ..., sK can be
computed. By taking into account the total combinations, the combination of K
sites whose total distance is minimum would be the query result of the KBSQ.
Algorithm 2 gives the details for the KBSQ algorithm.

Figure 7 continues the previous example in Figure 6 to illustrate the processing
procedure, where there are eight objects o1 to o8 and four sites s1 to s4 in data
space. Assume that the combination (s2, s3) is considered and the Voronoi cells
of sites s2 and s3 are shown in Figure 7(a). As the MBR E2 is not fully contained
in the Voronoi cell V2 of site s2, the MBRs E4 and E5 still need to be visited.
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Algorithm 2. The KBSQ algorithm

Input : A number K, a set of n objects indexed by R-tree, and a set of m
sites indexed by Voronoi diagram

Output: The K bs

create an empty queue Q;1

foreach combination c ∈ Cm
K do2

insert the root node of R-tree into Q;3

while Q is not empty do4

de-queue e;5

if e correspons to an internal node Ei then6

if Ei is fully contained in a voronoi cell Vj then7

foreach object oi enclosed in Ei do8

compute the distance d(oi, sj) from oi to site sj ;9

/* e is not fully contained in any of the K voronoi cells */
else10

insert child nodes of Ei into Q;11

/* e corresponds to an object oi */
else12

if oi is enclosed by a voronoi cell Vj then13

compute the distance d(oi, sj) from oi to site sj ;14

compute the total distance dc for combination c as
∑

oi
d(oi, sj);15

return the combination c having the minimum total distance;16

When the MBR E4 is checked, based on the pruning criterion 2 the distances
from objects o1 and o2 to site s3 would not be computed because their closest
site is s2. Similarly, the closest site of the objects o7 and o8 enclosed in MBR
E7 is determined as site s3. As for objects o3 to o6, their closest sites can be
found based on the pruning criterion 1. Having determined the closest site of
each object, the total distance for combination (s2, s3) are obtained. Consider
another combination (s2, s4) shown in Figure 7(b). The closest site s2 of four
objects o1 to o4 enclosed in MBR E2 can be found when E2 is visited. Also,
we can compute the total distance for the combination (s2, s4) after finding the
closest sites for objects o5 to o8. By comparing the distances for all combinations,
the 2bs are retrieved.

5 Conclusions

In this paper, we focused on processing the K Best Site Query (KBSQ) which
is a novel and important type of spatial queries. We highlighted the limitations
of the previous approaches for the queries similar to the KBSQ, including the
RNNQ, the GNNQ, and the MDOLQ. To solve the KBSQ problem, we first
proposed a straightforward approach and then analyzed its processing cost. In
order to improve the performance of processing the KBSQ, we further proposed
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a KBSQ algorithm combined with the R-tree and Voronoi diagram to greatly
reduce the CPU and I/O costs.

Our next step is to process the KBSQ for moving objects with fixed or uncer-
tain velocity. More complicated issues will be introduced because of the move-
ment of objects. Finally, we would like to extend the proposed approach to
process the KBSQ in road network.
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Abstract. As the proliferation of available and useful images on the web grows, 
novel methods and effective techniques are needed to retrieve these images in 
an efficient manner. Currently major commercial search engines utilize a 
process known as Annotation Based Image Retrieval (ABIR) to execute search 
requests focused on image retrieval. The ABIR technique primarily relies on the 
textual information associated with an image to complete the search and 
retrieval process. Using the game of cricket as the domain, we describe a 
benchmarking study that evaluates the effectiveness of three popular search 
engines in executing image-based searches. Second, we present details of an 
empirical study aimed at quantifying the impact of inter-human variability of 
the annotations on the effectiveness of search engines. Both these efforts are 
aimed at better understanding the challenges with image search and retrieval 
methods that purely rely on ad hoc annotations provided by the humans. 

1   Introduction  

The Internet houses an inexhaustible number of images due to digital technologies 
that allow images to easily be uploaded to the web. These images are sought for 
recreation, education, and scientific purposes. As the sheer number of images 
increases, the user is met with the problem of image overload, where the user has 
access to more images than can be viewed, with only a portion of them being relevant 
[1]. Major search engines use a technique called Annotation Based Image Retrieval 
(ABIR) to perform queries focusing on image retrieval. The ABIR technique relies on 
text based information regarding the image in order to execute the search and retrieval 
process. Annotation involves the professional judgment of an individual to interpret 
material and its content. 

To complete a search, an ABIR-driven engine employs a number of standard steps 
[2]. Images are retrieved by evaluating the vector of word frequencies in their 
annotations and returning the images with the closest vectors. A relevancy ranking is 
calculated by evaluating the degree of the match of the order and separation of the 
words that exists between the search terms and the annotation of each individual 
image [3]. Thus, even though the user is searching for images, the images that are 
retrieved are actually determined by the textual annotation. This annotation usually 
consists of the manually assigned keywords or the text associated with the images 
such as captions. 
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While a significant body of research exists to evaluate the effectiveness of textual 
information retrieval processes [4, 5], there has been very little focus on evaluating 
image retrieval on the Internet. The first part of this article describes a benchmarking 
study which evaluates the effectiveness of three popular search engines in executing 
image based searches. The domain selected to assess their performance is the game of 
cricket. The second phase of this study assesses the impact of variability in human 
annotation of web images on the image search and retrieval process. 

2   Background  

2.1   Image Annotation  

Image search and retrieval through ABIR draws its capabilities by taking advantage 
of natural language text to represent semantic content of images and the search needs 
of the user [6]. Studies have shown that textual information is key to image retrieval 
using both video and photo image retrieval [7, 8].  

To search and retrieve the images in a database (or the World Wide Web), the 
current commercial search engines provide some text descriptors to the images and 
retrieve them based on the text. Figure 1 presents an overview of the background in 
this area. 

Chen et al. [9] defined two methods of providing text to images: categorization & 
annotation. Categorization is the association of a predefined category of text to an 
image while annotation provides the image with detailed text descriptors. Bimbo [10] 
stated that three different types of information can be associated with an image that 
include  

 
• Content-independent metadata – the metadata is related to the image but 

cannot be extracted with computer vision algorithms (example: date when the 
image was taken) 

• Content-dependent metadata – the metadata can be extracted using content 
based image retrieval  algorithms (example: based on color, texture & shape) 

• Content-descriptive metadata – the semantics in the image which cannot be 
extracted using computer vision algorithms and need the expertise of a domain 
expert to annotate the image. 

 
Annotation based on content-dependent metadata for an image can be generated using 
computer vision algorithms while for content-descriptive metadata, human annotation 
is required. The computer vision algorithms captures only one aspect of the image 
(color, texture, shape) and even a combination of these low level image features do 
not capture the semantic meaning (high level textual features) of the image. Liu et al. 
[11] termed the gap between the low level image features and the high level textual 
features as the semantic gap. The computer vision algorithms are still at an early stage 
and hence most of the commercial search engines focus on retrieving the images 
based on the text descriptors rather than the content of the image. The human can 
associate some text descriptor for an image by i) free flowing text ii) keywords from 
restricted vocabularies iii) ontology classification [12]. Though manual annotation of  
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Fig. 1. Overview of the background 

 
images is labor intensive and time consuming, it still is the preferred way of 
annotating images [13]. To reduce the effort of a human, an innovative way knows as 
the ESP game was developed to collect the text descriptors by Ahn et al. [14]. In this 
Extra Sensory Perception (ESP) game, two players are paired randomly, and are 
asked to generated keywords for a particular image in a given time interval. 
Whenever the keywords suggested by the two players match, the image is annotated 
with that keyword. 

2.2   Image Retrieval 

Evaluating the effectiveness of information retrieval is important but challenging. 
Most researchers’ adopt the definition of evaluation posited by Hernon et al [15] 
which states that evaluation is  
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“ the process of identifying and collecting data about specific services 
or activities, establishing criteria by which their success can be assessed, 

and determining both the quality of the service or activity and the 
degree to which the service or activity accomplishes stated goals 

and objectives.” 
 

Meadow et al [16] classified information retrieval measures into two categories: 
evaluation of performance (descriptive of what happens during the use of the 
information retrieval system) and evaluation of outcome (descriptive of the results 
obtained). Hersh [17] also classified evaluation into two categories, although different 
from those proposed by Meadow, Hersh identifies: macro evaluation (investigates 
information retrieval system as a whole and its overall benefit) and micro evaluation 
(investigates different components of the system and their impact on the performance 
in a controlled setting). Lancaster et al [18] defined three levels of evaluation. The 
first level evaluates the effectiveness of the system, the second level evaluates the cost 
effectiveness and the third level evaluates cost benefits of the system. While, Smith 
[19] proposed several measures for image retrieval evaluation including precision, 
recall, fallout and F-measure (F-measure = 2 (Precision * Recall) / (Precision + 
Recall)). Finally, Cooper [20] suggests Expected Search Length (ESL) as an 
alternative to recall and precision. ESL measures the number of unwanted documents 
the user can expect to examine before finding the desired number of relevant 
documents.  

Though the research literature contains numerous studies on various ways of 
ascribing text to images by humans and computers, and the evaluation metrics for 
information and image retrieval, there is a dearth of literature benchmarking the 
performance of image search engines and investigating the human role in the 
annotation of images for search and retrieval engines. 

This paper begins to fill this information gap, employing a systematic approach to 
evaluate search engines based on a number of independent factors including query 
types, number of images retrieved and the type of search engine. The research also 
conducts a systematic study to investigate the role of humans in the annotation of 
images. The remainder of this paper discusses the experiments that have been 
performed, the results, and their implications. 

3   Benchmarking Commercial Image Search Engines  

3.1   Design of Experiment  

Methodology: Research studies [19, 21], have showed that the quality of images 
retrieved are typically a function of query formulation, type of search engine and the 
retrieval level. These independent factors and their levels are illustrated in the 
Ishikawa diagram illustrated in Figure 2.  
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Fig. 2. Ishikawa diagram of independent factors used in this study 

In this experiment three search engines: Google, Yahoo, and MSN Live are 
evaluated for varying query types and retrieval levels. Details on the query types and 
query levels are provided below. 

Query Types: Broder [22], proposed a three-pronged approach of web searching 
types for text retrieval: navigational, informational and transactional. Navigational 
searches are those where the user intends to find a specific website. Informational 
searches intend to find some information assumed to be present on one or more web 
pages. Transactional searches perform some web mediated activity, i.e., the purpose is 
to reach a site where further interactions will happen. Unfortunately, Broder’s query 
types cannot be easily extended to image retrieval solutions since the end goal of the 
user in these two scenarios varies significantly. 

Ensor & McGregor [23] summarized that the user search requests for images fall 
into four different categories: 

• Search for unique images – The property of uniqueness is a request for the 
visual representation of an entity where the desired entity (image) can be 
differentiated from every other occurrence of the same entity type. An 
example is – “find the image of Sachin Tendulkar”. 

•  Search for unique images with refiners – Using refiners, the user can narrow 
down the results of the retrieved images from unique images to a certain 
degree of specificity. An example is – “find the image of Sachin Tendulkar in 
2004”. 

•  Search for non – unique images – The property of non – uniqueness is a 
request for the visual representation of an entity where the desired entity 
(image) cannot be differentiated from every other occurrence of the same 
entity type. An example is – “find the images of Indian cricketers”.  

• Search for non – unique images with identifiers – Using refiners, the user can 
narrow down the results of the retrieved images from unique images to a 
certain degree of specificity. An example is – “find images of Indians waving 
the Indian flag”. 
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Search Engines: According to Nielsen’s May 2009 ratings [24], Google’s search 
engine accounts for 63.3% of the total searches on the internet, Yahoo’s accounts for 
17.3% and MSN Live accounts for 9.4%. These three search engines execute 90% of 
the total searches conducted on the internet. It is for this reason that they have been 
selected for comparison purposes in this study.  
 
Experiment: To carry out the evaluation, a user-centered interpretative approach, 
based on the actual information-seeking behavior of real users [19] was employed. 
Since this research is focused on the domain specific evaluation of the system, a 
subject matter expert in the domain of the game of Cricket, was used to evaluate the 
existing search engines. Five queries for each query type are chosen. The queries 
consist of multi-word queries, related to the game of cricket, as shown in Table 1. 

Table 1. Query Formulations for various Query types 

Query Types Queries 

MS Dhoni
Vijay Bharadwaj

Unique Images Ricky Pointing
Gary Sobers

Abey Kuruvilla

Kapil Dev lifting World Cup
Sreesanth + beamer + Pietersen

Unique Images with refiners Andy Flower + protest + black band
Allan Donald + run out+ WC semifinal '99

Inzamam Ul Haq hitting a spectator + Canada

Indian Cricket Players
Surrey Cricket Team

Non-Unique Images Ashes (Eng vs Aus) 
Cricket Players Huddle
Rajastan Royals + IPL 

Victorious Indian Team + 20-20 WC
SA chasing 438

Non-Unique Images with refiners Aus players with World Cup 2007
SL protesting against Aus + walking out of the ground

Eng vs SA + WC stalled by rain + 1992
 

 
The queries associated with “unique images” are all internationally known cricket 

players from different playing eras. The queries associated with “unique images with 
refiners” are related to a cricket player involved in a context such as winning a world 
cup. The queries associated with “non-unique images” are internationally well known 
cricket teams and finally the queries associated with “non-unique images with 
refiners” are internationally known cricket teams involved in a context similar to 
winning a world cup. 
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Each query is run on each of the three search engines. The first forty images 
retrieved in each search run are evaluated for relevance by the subject matter expert 
based on his knowledge. Relevance is determined in a binary manner. That is the 
image is either deemed relevant or not relevant. In instances when the same image 
appears on different websites, these are evaluated as different images and each is 
evaluated for relevance. In instances where the same images appear in multiple places 
on the same website, the first image is evaluated for relevance and the other images 
are considered not relevant. Additionally, if the image retrieved is not accessible due 
to technical difficulties in the site domain, the image is considered to be non-relevant. 
In order to obtain a stable performance measurement of image search engines, all the 
searches are performed within a short period of time (one hour) and the relevance of 
the images is decided by the subject matter expert. 

3.2   Results  

Traditionally evaluation for information retrieval has been based on the effectiveness 
ratios of precision (proportion of retrieved documents that are relevant) and recall 
(proportion of the relevant documents that are retrieved) [19]. Since the World Wide 
Web is growing constantly, obtaining an exact measure of recall requires knowledge 
of all relevant documents in the collection. Given the sheer volume of documents this 
is, for all practical purposes, impossible. Because of this, recall and any measures 
related to recall cannot be readily used for evaluation. This necessitates that the 
evaluation be based on the effectiveness ratios of precision. For purposes of this 
evaluation precision is defined as the number of relevant images retrieved to the total 
number of images retrieved. The search engines were evaluated based on the 
precision at a retrieval length R at R=10, 20, 30 and 40.  

To check the adequacy of the factors thought, a factorial analysis was conducted 
and the results were analyzed using the analysis of variance (ANOVA) method. As 
previously discussed, the factors that were hypothesized to have a significant effect on 
the average precision of the retrieved results are Query Type, Search Engine and 
Retrieval Level.  

The response variable is the average precision at retrieval length R which is 
defined as the ratio of the relevant retrievals to the overall number of images 
retrieved. 

Hypothesis  

Null Hypothesis: H0: There is no significant effect of Query Type, Search Engine or 
Retrieval level R on the precision of the retrieved results.  

Alternate Hypothesis: H1: There is significant effect of Query Type, Search Engine 
or Retrieval level R on the precision of the retrieved results.  

Statistical Analysis 

Data were collected for the 48 experimental trials of the 4 x 3 x 4 full factorial design 
that was run five times.  
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At the 99 % confidence level, the ANOVA results show that there is a significant 
effect of the main effects, 

 
(A) Query Type, F(3,192) = 55.70, p<0.0001  
 

(B) Search Engine, F(2,192) = 14.02, p<0.0001 and  
 

(C) Retrieval Level R, F(3,192) = 4.46, p<0.0001  
 
and there are no effects due to interactions between the main effects. The ANOVA 
results of the overall model (taking all the main effects and interactions into 
consideration) are also significant at the 99% confidence level.  

The results clearly show that all the main effects are significant; hence we can 
further analyze the response variable.  

Performance Evaluation 

The performance of the search engines for various queries and retrieval levels is 
discussed in this section. The average precision of the retrieved images for Unique 
Images for different levels & search engines is tabulated in Table 2 and the 
performance of the search engines with respect to average precision is illustrated 
graphically in Figure 3. 

Table 2. Average Precision of retrieved images for Unique Images 

                           Average Precision
Search Engine R @ 10 R @ 20 R @ 30 R @ 40

Google 0.76 0.69 0.61 0.57
Yahoo 0.68 0.59 0.56 0.52

Live 0.62 0.56 0.51 0.44
 

 
Figure 3 clearly illustrates that Google has the best average precision at any cut-off 

point for unique images, followed by Yahoo and MSN Live respectively; and that for 
each search engine the average precision tended to drop as the number of retrievals 
increased.  

The average precision of the retrieved images for Unique Images with refiners for 
different levels and search engines is tabulated in Table 3 and the performance of the 
search engines with respect to average precision is illustrated graphically in  
Figure 4. 
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Fig. 3. Average Precision of retrieved images for Unique Images 

Table 3. Average Precision of retrieved images for Unique Images with Refiners 

 

                           Average Precision
Search Engine R @ 10 R @ 20 R @ 30 R @ 40

Google 0.38 0.27 0.21 0.18
Yahoo 0.08 0.05 0.03 0.025

Live 0.2 0.14 0.09 0.07
 

 
For unique images with refiners, Google has the best average precision at any cut-

off point, followed by MSN Live and Yahoo respectively. The precision has dropped 
off drastically as compared to the precision levels for unique images (without 
refiners).  

The average precision of the retrieved images for Non-Unique Images for different 
levels & search engines is tabulated in Table 4 and the performance of the search 
engines with respect to average precision is illustrated graphically in Figure 5. 
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Fig. 4. Average Precision of retrieved images for Unique Images with Refiners 

Table 4. Average Precision of retrieved images for Non-Unique Images 

 

                           Average Precision
Search Engine R @ 10 R @ 20 R @ 30 R @ 40

Google 0.86 0.78 0.74 0.69
Yahoo 0.66 0.5 0.413 0.345

Live 0.72 0.66 0.6 0.525  

 
Figure 5 illustrates that Google has the best average precision at any cut-off point 

for non-unique images, followed by MSN Live and Yahoo respectively; and that for 
each search engine the average precision tended to drop as the number of retrievals 
increased.  

The average precision of the retrieved images for Non-Unique Images with refiners 
for different levels & search engines is tabulated in Table 5 and the performance of  
the search engines with respect to average precision is illustrated graphically in  
Figure 6. 
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Fig. 5. Average Precision of retrieved images for Non-Unique Images 

Table 5. Average Precision of retrieved images for Non-Unique Images with Refiners 

 

                           Average Precision
Search Engine R @ 10 R @ 20 R @ 30 R @ 40

Google 0.42 0.41 0.39 0.355
Yahoo 0.24 0.17 0.113 0.085

Live 0.26 0.17 0.153 0.135
 

 
Tukey’s Honest Significant Difference for Search Engines (Figure 7) clearly shows 

that Google Image Search Engine outperforms Yahoo and MSN Live. This analysis 
also indicates that the performance of Yahoo and MSN Live does not differ 
statistically. Tukey’s Honest Significant Difference for Query Types (Figure 8) 
clearly shows that the performance of search engines is better whenever there is no 
additional refiner. 
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Fig. 6. Average Precision of retrieved images for Non-Unique Images with Refiners 
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Fig. 7. Tukey’s Honest Significant Difference for Search Engines 
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Fig. 8. Tukey’s Honest Significant Difference for Query Types  

4   Role of Humans in Image Annotation  

4.1   Design of Experiment 

Participants: For this study, eight participants were selected from a pool of 
candidates professing knowledge of the domain (the game of cricket). For the 
purposes of this experiment, a pre-annotation test was prepared to determine the level 
of expertise in the game of cricket. Some of the questions in the test are listed in 
Table 6. Those scoring higher than 90% were selected as the domain experts. 

 

Table 6. Sample pre-annotation test questions 

Questions Multiple Choices 
Q. Which country won the Cricket World Cup in 
1999 

Pakistan 
Srilanka 
Australia 
South Africa 

Q. Which of these is not a recognized fielding 
position 

Short Third Man 
Short Extra Cover 
Silly Point 
Long Twelfth Man  

 
Apparatus and Stimuli: The participants viewed 40 images that were randomly 
selected from a database of 2,964 images taken over 25 years, all relating to the game 
of cricket. The domain experts were asked to label images on a personal computing 
system running at a minimum of 2.5GHz, Windows XP machine. A 17-inch LCD 
monitor was used to display the interface, with a mouse and keyboard used as the 
input devices. The experiment took place in an office type environment with ambient  
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lighting conditions. The participants sat in an adjustable office chair, and the mouse 
and keyboard were placed at a comfortable position as determined by each 
participant. 

Experimental Design: This experiment was an 8x4 full factorial design that was run 
twice. There were two independent variables, including search database (DE) and 
query type (QUERY). The eight levels of DE were DE 1, DE 2, etc., and the levels of 
QUERY were UNIQUE, UNIQUE with IDENTIFIER, NON UNIQUE, NON 
UNIQUE with IDENTIFIER. Each level of QUERY was tested with each database. 

Traditionally, evaluation for information retrieval has been based on the 
effectiveness ratios of precision (proportion of retrieved documents that are relevant) 
and recall (proportion of relevant documents that are retrieved) [19]. In this study, the 
two dependent variables that were examined, precision and recall are calculated as the 
knowledge of all relevant documents in the collection. 

Procedure: The eight participants were asked to view 40 images and annotate each of 
these individually. The images were presented to the participants in random order and 
they were only allowed to see one image at a time. The participants were told that the 
annotations should be a descriptor of the image from a domain expert point of view 
and should be comprehensive. They were also told that annotations should be similar 
to the keywords that they use when they upload an image or a video online. The 
annotations were to be filled in the text box below the image. If a participant was 
unable to come up with a label for an image they were asked to fill "N/A" in the text 
area box. Finally they were told that the annotations will be used for information 
retrieval (image retrieval) purposes. After the annotation was completed, eight 
different search databases were built to test the queries. 

These annotations were used to develop eight search databases against which the 
queries seen in Table 7 were run. 

Table 7. Queries Run on the Databases 

Query Type Queries 

Unique Images 1. Henry Olonga 
2. Kevin Pietersen 

Unique Images with Identifiers 1. Sachin Tendulkar + Marriage 
2. Kapil Dev + World Cup 

Non Unique Images 1. Pakistan Cricket Team 
2. Indian Cricket Team 

Non Unique Images with Identifiers 1. England Team + Ashes 
2. Australian Team + World Cup  

 
The search engine used to run the queries was Google Desktop Search Engine. 

This was chosen as it has been shown in previous studies to perform better than other 
desktop search engines on many difference measures [25]. 
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Data were collected for the 32 experimental trials to test two hypotheses:  
 

Hypothesis 1: There is no significant effect of the Search Engine and Query Type 
on the Precision of the retrievals. 

Hypothesis 2: There is no significant effect of the Search Engine and Query Type 
on the Recall of the retrievals.  

Figure 9 shows an example of the annotations of images for each query type.  

 

The Young Ravi Shastri

Pakistan's team on the field

Kapil Dev with 1983 World Cup

Ricky Ponting with Ashes cup

Unique Unique with Refiner

Non-Unique Non-Unique with Refiner

 

Fig. 9. Example of an image and its annotation for each query type 

4.2   Results 

The ANOVA results were obtained for the full factorial design experiment conducted 
for precision (proportion of retrieved images that are relevant) and recall (proportion 
of relevant images that are retrieved with a search query). At a 99% confidence level, 
the ANOVA results show a significant main effect for QUERY (F(3,32) = 6.4, p < 
0.0001) for precision and QUERY (F(3,32) = 6.72, p < 0.0001) for recall. The other 
main effect Search Engine (A) or the interaction effect is not significant at 99% 
confidence, for either precision or recall. 
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These results reject our Null Hypothesis and validate that as long as the person 
annotating the images in a database is a domain expert, the performance of the search 
engine did not change significantly. Clearly, the human’s cognitive abilities have to 
be better tuned for the person to annotate the images in a more systematic way which 
may improve the performance of the search engines. 

5   Conclusion and Future Work 

The results of the benchmarking research suggest that overall, commercial search 
engines continue to have significant difficulties effectively executing image retrieval 
tasks. The Google search engine performs significantly better than Yahoo or MSN 
Live in any query type. The results also indicate that the precision of the search 
engines tended to drop with the increase in the number of retrievals. This performance 
reduction was noted across-the-board, that is irrespective of the search engines and 
the query types. The performance of the search engines also dropped dramatically 
when the queries had refiners (unique or non-unique).  

The role of human annotation results also show that there is no significant 
difference in the performance of the search engines when a domain expert annotates 
the images. This result is important as it supports that we do not need a panel of 
annotators to label an image, as long as the annotator is proficient in the image 
domain. The results also indicate that the performance of the current commercial 
search engines can only be improved by a disciplined annotation approach by domain 
experts. With the number of images available on the internet growing exponentially, 
the human is incapable of annotating all these images in a systematic manner. 
Computer Vision algorithms can potentially be used to alleviate the load of the human 
operator for annotating the images. These algorithms can annotate images for content 
dependent metadata, but as they are still in their infancy, they fail when annotations 
requiring content descriptive metadata are required. 

Clearly, the human’s cognitive abilities have to be better tuned for the person to 
annotate the images in a more systematic way which may improve the performance of 
the search engines, i.e., there needs to be a more systematic way to annotate images to 
improve the performance of the search engines. The results of this study can be used 
to develop a semi-automated annotation system that provides a systematic template to 
improve upon the negative aspects associated with manual annotation. Computer 
vision algorithms can be used to fill the content dependent metadata in the template. 
The Human can then be brought into the loop to validate the metadata already present 
and can either delete or add any other metadata deemed pertinent for the image 
description within the template requirements. This template will incorporate human 
expertise to capitalize on the strengths of manual annotation that we have shown with 
using domain experts while avoiding the out-of-the-loop performance problems that 
occur when such a system is completely automated [26, 27]. 
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Abstract. Current academic Internet environment has enabled fast transfers of 
huge amounts of data, and has made high quality multimedia and collaborative 
applications a reality. This article describes a model for distributed multimedia 
retrieval which performs the retrieval of different multimedia to a variety of 
clients using learning automata algorithm named LAGridMSS. LAGridMSS 
allocates a proportion of bandwidth of each node for sending a specified file, 
and then applies learning automata to allocate packets of files to each node that 
contains the context. The files’ popularity and the remainder bandwidth of 
nodes are two main factors here for allocating packets to each node. 

Simulation results show improvements in proposed model, LAGridMSS, in 
some QoS factors such as delay, jitter, and reliability compared to previous 
multimedia retrieval system such as GridMSS and GridMedia. 

Keywords: Grid Computing Environment, Streaming Files, Learning 
Automata, Quality of Service. 

1   Introduction 

The term “multimedia” has been used in many different contexts and means different 
things to different people [2]. In this issue, multimedia mainly relates the individual or 
combined use of large-volume, high-quality continuous digital media such as audio 
and video. 

Grid computing has been evolving over recent years towards the use of distributed 
and parallel computing and also it provides dynamic, secure and coordinated sharing 
of heterogeneous resources that may be distributed geographically as well as 
organizationally [11]. One of the major challenges for grid computing is to ensure 
“non-trivial qualities of service” to the users. A grid computing platform is exploited 
and content adaptation is performed through appropriate agents that are allocated as 
jobs and executed on grid systems. These systems can be used for sharing resources 
of heterogeneous computers. In such a newborn environment, there are so much 
researching area, one of them is streaming applications which a poor work has been 
done on it so far. 
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Resources and information sharing in grid environment should be done with a 
desired QoS (Quality of Service), especially when sharing is in the field of time 
dependant applications. Quality of Service of a specific system describes how good 
that system will function with respect to a set of parameters specified by client. In this 
paper QoS is considered as a set of quality and quantity specifications of a distributed 
multimedia that is important for an application to satisfy the clients. 

The client specifies the desired quality of media. An application's QoS 
requirements are conveyed in terms of high-level parameters that specify what the 
user requires. The specification of requirements of an application occurs according to 
client’s parameters and is known as QoS parameters. After QoS specification, a 
system has to provide the demanded services according to accessible bandwidth. If it 
was not available the system accesses the related agents to negotiate the requirements 
identified by the client and may remove, change or adopt some parameters. As this 
negotiation successfully finishes then the streaming application will be done. Adding 
agents to multimedia systems causes the model to be modular and behave more 
flexible and adoptable in grid environment. Agent’s changing role adds the system 
flexibility in replying different queries. 

Many multimedia streaming algorithms in grid environment have been introduced, 
but none of them support all QoS parameters. Some of them use much more time for 
coordinating resource nodes. In the GridMSS framework [1] many of important QoS 
parameters such as reliability, delay, jitter, accessibility and flexibility are supported 
and the overall framework performance is high. 

The rest of the paper is organized as follows. Section 2 briefly reviews the related 
work about improving QoS of media streaming in grid systems. In Section 3, we 
analyze the concepts of learning automata. Section 4 presents the specification of 
existed problem and in Section 5 the proposed model for streaming applications is 
presented and we discuss in detail our experimental result in Section 6, while in 
Section 7 we conclude the paper. 

2   Related Works 

GridMedia [18] is a peer-to-peer based multicast architecture designed especially for 
large scale video streaming with quality requirement in terms of real time, low latency 
and bandwidth demanding. This architecture mainly contains the overlay protocol and 
the transmitting algorithm. The overlay protocol MSOMP advocates mesh-based two 
layer structure, which makes the upper layer much more robust than traditional tree-
based scheme and ensures the demanding bandwidth. 

A framework for QoS-based service discovery in manufacturing grid is described in 
[15]. The main focus of this framework is to provide a means for the service requesters 
to search for services based on QoS criteria in MG, to provide QoS guarantees for 
service execution and to enforce these guarantees by establishing SLAs. 

Adrizona in [2] has presented an approach to multimedia content retrieval in a 
distributed digital library implemented on a P2P network. The proposed system 
employs an adaptive technique for routing queries and addresses the issues arising 
from the presence huge amounts of data, their peculiar nature and, finally, the lack of 
a centralized index. 
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Our approach employs a decentralized architecture which fully exploits the storage 
and computation capability of computers in the Internet and forwards queries 
throughout the network using an adaptive routing strategy that dynamically performs 
local topology adaptations. 

In [5], the heterogeneous asynchronous multi-source streaming (HAMS) model for 
transmitting continuous multimedia files from multiple peers to a leaf peer is 
discussed. Goudarzi[6] discusses how to support a receiver peer with enough QoS of 
the multimedia steaming service by multiple source peers in [6]. Not only a receiver 
peer but also source peer is moving in a network. Here, QoS supported by source peer 
is changing according to the movement of the receiver peer and source peer. 

GridMSS [1] is a streaming contents retrieval framework which supports the QoS. 
The main characteristics of this framework are highlighted by its promising QoS 
supporting such as accessibility, low latency and reliability, its flexibility and packet 
allocation mechanisms of nodes. The approach is that the allocation is done according 
to available bandwidth of each node. GridMSS provides a high performance files 
streaming framework for a large population of users and ensures the QoS in terms of 
accessibility, low latency and reliability. To tide over the bandwidth bottleneck and the 
rate of losing packets some new relations between bitrates of nodes and services they 
can provide are determined and in the extended GridMSS a genetic algorithm is used 
to find the best nodes with suitable bit rate for sending demanded content to receiver. 

CoopNet (Distributing Streaming Media Content Using Cooperative Networking) 
[20] divides streaming media content into multiple sub-streams using MDC and each 
sub-stream is delivered to the requesting client via a different peer. This improves 
robustness and also helps balance load amongst peers. The system has two cases. First 
is live streaming refers to the synchronized distribution of streaming media content to 
one or more clients, and second one is on-demand streaming, which refers to the 
distribution of pre-recorded streaming media content on demand (e.g., when a user 
clicks on the corresponding link). 

Another streaming system is a QoS-Aware P2P streaming framework called 
Whirlpool which organizes peers into different levels based on their end-to-end 
latencies from the streaming source. The key design issues of Whirlpool can be 
mentioned as presenting a membership service, which selects potential good 
neighbors with higher probabilities, and analyzing the convergence property of the 
level calculation the key design issues of Whirlpool, presented a membership service, 
which selects potential good neighbors with higher probabilities, and analyzed the 
convergence property of the level calculation algorithm. 

3   Learning Automata  

Learning Automata (LA) are adaptive decision making units that can learn to choose 
the optimal action from a set of actions by interaction with an unknown random 
environment. At each instant, n,  the LA chooses an action αn from its action 
probability distribution and applies it to the random environment. The random 
environment provides a stochastic response, which is called a reinforcement signal to 
the LA. Then the LA uses the reinforcement signal and learning algorithm to update 
the action probability distribution. 
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Fig. 1. Learning automata connection with environment 

A learning automaton is an automaton that improves its performance by interacting 
with the random environment in which it operates. Its goal is to find among a set of µ  
actions the optimal one, so that the average penalty received by the environment is 
minimized. This means that there exists a feedback mechanism that notifies the 
automaton about the environment’s response to a specific action. 

The operation of a learning automaton constitutes a sequence of cycles that 
eventually lead to minimization of average penalty. The learning automaton uses a 
vector p(n) = {p1(n), p2(n), …, pµ(n)}, which represents the probability distribution for 
choosing one of the actions α= {α1, α2, …,  αn}. The core of the operation of the learning 
automaton is the probability updating algorithm, also known as the reinforcement 
scheme, which uses the environmental response β(n) triggered by the action αi, selected 
at cycle to update the probability distribution vector . After the updating is finished, the 
automaton selects the action to perform at cycle n+1, according to the updated 
probability distribution vector p(n+1). A general reinforcement scheme has the form of 
equations (1, 2). 

 

(1)

 

(2) 

In these two equations, a and b are reward and penalty parameters respectively. For 
a=b, learning algorithm is called LR_P

1, for a<<b, it is called LRεP
2, and for b=0, it is 

called LR-I
3. 

                                                           
1 Linear Reward-Penalty. 
2 Linear Reward epsilon Penalty. 
3 Linear Reward Inaction. 

Environme

(n)

(n)

Learning 
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4   Problem Specification  

There are a variety of nodes with different files in grid computing. Care is taken that 
some of the files may exist in several nodes. It means that the number of content all 
over the grid system is greater than one. In this research we suppose that the 
frequency of files in grid computing have been defined. Furthermore the nodes 
supposed to be on line during the process of sending. The considered system has two 
parts. First is the user part which gets requests of users, second one is information part 
which has the information of current active nodes (e.g. list of contained files and 
remainder bandwidth). 

The process starts by getting requests of clients, and then these requests are sent to 
information part. After receiving requests, the information part allocates a quote of 
bandwidth to each file in each node. The allocation procedure is done according to 
remain bandwidth of nodes and the popularity of files which nodes contain. 

As mentioned before, each node should send some parts of files to the buffer of 
receiver nodes. Actually nodes send some part of each file according to the quotas 
assigned to them. In the buffers after arriving enough parts user can use them. 

Files are comprised of numbers of packets. Size of packets can be the same or not. 
In this paper we assumed different size of packets. But all copies of files have the 
same number and size of packets, therefore allocation can be done centrally, and then 
the results are sent to nodes to transfer the packets which they have to send. 

5   Proposed Model: LAGridMSS 

Consider a scenario which clients send their requests to the user part of system. Each 
request contains the name and some special specification of file such as bit rate. After 
gathering requests, the user part sends them to the information part. This part 
calculates the popularity of each file according to requests. Req is an array which 
consists of requests of the clients. It contains name of files and the bit rate which the 
user demanded before. Clients prefer to get the file with specified bit rate. 

To find the popularity of a file such as i we used equation (3).  

 

(3)

Where NReqi shows the number of all requests for receiving content with the label of i 
in Req, and NoFi is related to frequency of the content with label i in the system. To 
make it more clear this parameter is the number of content i in all over the considered 
grid system. 

The user part which receives clients’ requests can wait for a specified duration of 
time and then sends requests to information part or it can wait until a specified 
amount of requests. Selecting one of these situations depends on to the distribution of 
requests and to the number of requests that are gotten in a specified duration of time. 

The bandwidth for sending files to receivers’ buffer can be determined according 
to the popularity of files in each node. We used the relation shown in equation (4) for 
specifying a quote of remainder bandwidth of nodes to each of files it belongs. 
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(4)

Where BWj
i shows the bandwidth which is assigned to file i, in node j, Nj is the 

number of files in node j and βj is remainder bandwidth of node j. 
After this phase, the bandwidth of each node for sending any of included files will 

be determined. In other words the bit rate for sending requested files in each of nodes 
is calculated. Take care that popularity of files which no requests have received to get 
them is zero according to the equation (3). Therefore no bandwidth will be assigned to 
these files. 

The files are comprised of some packets with different sizes. As mentioned before 
the files are distributed in the grid computing. It means that content can be in a variety 
of nodes in the system. According to our proposed approach, some simplification 
assumptions have been considered. We have assumed that each content has the same 
number and size of packets all over the system. This assumption eases the allocation 
of packets to nodes of grid system. 

The packets in each content are shown by pkt. Therefore a streaming content can 
be considered as streaming content = <pkt1, pkt2, …, pktl>. l is the number of packets 
in the content. Care is taken so that l has the same value for a specified content in all 
of the nodes which include that content. 

Suppose that m requests have been received for getting n files. These requests are 
arranged in an array by user part of the considered system. 

When the bandwidth allocated to demanded files in each node is determined, the 
approach should assign packets of files to each node to be sent. This phase can be 
performed randomly. Therefore the assignment will not be the optimal, but if a 
learning method is used the results may be optimal. Here we have used learning 
automata for selecting a node to send each packet of files.  

As mentioned before, size of packets are not the same and there are different files 
in each node which may be requested. In previous phase the bandwidth for sending of 
each file in nodes was calculated. The allocated bandwidth for sending a file has 
different values in nodes which contains the file. According to this fact some packets 
are better to be sent by some special nodes as the assigned bandwidth of nodes for 
sending each file is different. We used learning automata to select the best nodes for 
sending each packet of content. The number of automata used for each file is related 
to the size of buffer in receiver node. We used automata as much as number of 
packets which fill the buffer. 

According to previous parts of the paper, each automaton has a set of actions. Here 
actions of them are the nodes which have the requested content. In fact, a LA selects 
one of the nodes to send the associated packet to the buffer. As mentioned before the 
selected action should be evaluated according to the input from environment. For 
evaluating each action the equation (5) is used.  
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(5)

Where Bj
i(n) related to evaluation factor of the LA assigned to packet i, in its n’th 

repetition when node j is selected as the sender of pkti. This factor is related to Ti
Idael 

and Tj
i. The first is the time needed for sending pkti by the requested bit rate which is 

known as ideal transfer time, and the former one is the time which is required for 
sending pkti when is transferred by node j. As can be concluded from these relations, 
Bj

i(n) has a value less or equal to one. 
Each LA selects a node for sending its packet. In the first run of LA probability of 

all nodes are equal. Then the selected action is evaluated and according to the 
evaluation results, probability of selected node will be changed. The probability may 
be decreased or increased, and so the probabilities of other nodes will be increased or 
decreased. 

The automata model will be iterated until the probability of a chosen action in each 
automaton exceeds 95% [2], or transfer time does not change for much iteration, or 
the number of iterations reaches a maximum limit. If first or second condition stop the 
automata, then we say that the model coverages. 

6   Simulation 

For simulating the mentioned approach, a set of predefined nodes with their 
specifications as the included files and properties, the remainder of their bandwidth 
and some requests to the system were used. The following section is about these 
simulations in detail. 

6.1   Simulation Environment Setup  

We considered a grid system with predefined number of nodes and we used some 
assumptions in the model, such as no variability of nodes while sending process. 
Every node was assumed to have some files and each stream is initially set to have 
some different sized packets in the interval [20, …, Maxpacket], with Maxpacket less 
or equal to 10000.  

Number of nodes, the files in nodes, all requests of the system, frequency of files in 
grid system and the properties of demanded files are produced randomly. Transfer rate 
of each node is produced by uniform distribution with average of [102 kb/s,106 kb/s]. 

To accurate the results of our simulation, we test it by using a variety of parameters 
of learning automata algorithm. These parameters are reward parameter and penalty 
parameter. To illustrate some results of the simulation, we have given maxpackets = 
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10000, reward parameter is randomly generated between 0.2 and 0.7 and penalty 
parameter is varied from 0.05 to 0.3. According to the results of simulation the best 
observed value of reward parameter can be 0.6 and for the penalty one is 0.1 (fig. 2). 

 

Fig. 2. Conergence of learning automata algorithm with reward parameter of 0.6 and reward 
parameter of 0.1 

In the following depicted figures the horizontal ax is the number of LA algorithm 
iterations before convergence. Care is taken that each repetition in ax can be a 
composition of several repetitions. As mentioned before the termination condition of 
automata as no change in the value of transfer time can be claimed as convergence of 
the algorithm. The vertical ax shows the average time needed for transferring 
demanded files to buffers. 

In fig. 3, we suppose reward parameter with the value of 0.2 and the penalty as 0.3. 
The automata need more iteration to be converged in comparison with the previous 
run in fig. 2. In fig. 2 the convergence occurred much earlier than fig. 3. 

 

Fig. 3. Automata convergence with reward parameter of 0.2 and reward parameter of 0.3 
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6.2   Detection Simulation Result 

We performed our experiments with an event-driven simulator coded in C. The 
simulator models the grid environment, the nodes, communication channels and files 
in the system. After determining the accurate values of required parameters of 
proposed approach, we compare it with some other previous methods of streaming 
files. One of these algorithms is MSS which is introduced in previous sections. 
Another one is GridMSS which is the authors’ previous investigation results on 
streams retrieval in grid system. 

In the obtained results of our simulations, we use LAGridMSS for the proposed 
approach in this research. Table 1 shows the parameters of simulated experiments.  

Table 1. Main parameters used in some simulated experiments 

 

In fig. 4 the comparison results of these methods is depicted. The vertical ax is the 
duration of time needed for transferri``ng the demanded files by entered requests to 
the system and the horizontal one shows the number of runs with some variations in 
specification of nodes or requested files. 

 

Fig. 4. Retrieval time needed in MSS, GridMSS and LAGridMSS 

In this comparison depicted in fig. 4, we run the simulation 16 times for different 
values of number of nodes, size and distribution of files, number of requests and bit 
rates. The performance of LA based approach was much better than others. 
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7   Conclusion 

This research proposed an intelligent streams retrieval method in grid environments. 
In first phase the appropriate bandwidth for each file, in nodes is considered using the 
popularity of files in grid system. There is a LA for each packet of files. These LA 
selects a node for transmitting the packet and then tries to improve its next selection. 
Transfer time of packets in comparison to ideal transfer time is the evaluation factor 
of selections.  According to the results of evaluations the probability for selecting 
each node is changed. Finally, when the automata converge, the probabilities of nodes 
are calculated. Simulations of the model showed the decreased delay in retrieving 
requested files in comparison to existing models such as MSS and GridMSS. 
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Abstract. We present a system to detect parked vehicles in a typical
commercial parking complex using multiple streams of images captured
through IP connected devices. Compared to traditional object detection
techniques and machine learning methods, our approach is significantly
faster in detection speed in the presence of multiple image streams. It is
also capable of comparable accuracy when put to test against existing
methods. And this is achieved without the need to train the system that
machine learning methods require. Our approach uses a combination
of psychological insights obtained from human detection and an algo-
rithm replicating the outcomes of a SVM learner but without the noise
that compromises accuracy in the normal learning process. The result is
faster detection with comparable accuracy. Our experiments on images
captured from a local test site shows very promising results for an im-
plementation that is not only effective and low cost but also opens doors
to new parking applications when combined with other technologies.

1 Introduction

The motivation behind the work in this paper is the desire for a parking system
that aims to reduce frustration for drivers in their attempt to hunt for a free
parking lot. Especially under heavily utilised conditions, navigating a parking
site and competing with other drivers for a free spot is often a time consum-
ing and frustrating task. Current advanced parking systems at various sites in
Australia implements a “sensor-to-lot” approach with signages near the site to
assist drivers. Although such an implementation provided assistance to drivers,
there are many drawbacks.

By using a sensor for each parking lot, a large parking site becomes costly
to implement when the costs of fitting sensors and wiring them to the signage
is considered. Consequently, the implementation is kept simple to contain the
costs. As a result, the implementation failed to take advantage of the collec-
tive information provided by the sensors. In situations where the site is heavily
utilised, drivers quickly face frustrations because (i) signage information become

S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 280–291, 2011.
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inaccurate; (ii) sensor lights (that indicated free lots) become difficult to spot;
and (iii) the effectiveness of light indicators are limited to a small range due to
the “line of sight” approach. This a “local optimal” solution since drivers in a
busy parking site can only depend on available information in the vicinity rather
than the collective information provided by the sensors.

In search for a better car park system than the commonly used “sensor-to-
lot” approach, we discovered that many research do not address the problem of
informing drivers about free parking lots, and using that information effectively
to reduce the frustration of drivers. A different solution is thus called for that
started this investigation. As smart phones connected to the Internet via 3G
networks become ubiquitous, we foresee that they may present the answer to
ease, if not, end a driver’s car park hunting nightmare.

Our premise is that if drivers are informed in advanced about the situation
of a parking site, it will enable decisions to be made to avoid the frustrations of
not been able to secure a free parking lot. Extending this idea, it would become
possible to use the technology in ways such as enabling guidance to parking lots
on a large parking site, directing drivers to alternate parking sites under busy
situations, and so on.

For such a system, the sensor in each parking lot needs to be wired to a server
so that they can be mashed up with information on the Web to create the appli-
cations we envisioned. Doing so however will significantly increase infrastructure
costs. The solution is to replace multiple sensors with a single IP-enabled cam-
era. By reducing the number of input points, we lower costs but now require a
method to detect the presence of a parked car. Our proposal is novel in terms
of marrying image processing technologies and machine learning concepts to de-
liver a cost effective and accurate solution which we discuss in Section 3 along
with experimental results in Section 4. We will also present existing works next,
and our future work in Section 5.

2 Related Works

Our work comprises of two areas: (i) the design of smart car parks and (ii)
the detection of free parking lots in images. On the design of car park systems,
which is not the main discussion point of this paper but relevant, our survey
revealed a focus on a number of key areas. Many address problems in aspects of
parking such as smart payment systems [1,6,14], transit-based information [2,16],
automated parking [1,11]. In these areas, the problems and objectives addressed
are different from our motivation.

Two areas of car park design research are however of interest to us. The first
is e-Parking systems such as those reported by [4,5] and parking guidance and
information systems (PGIS) represented by the works of [9,8,12,21]. e-Parking
systems focus on the use of the Internet to create a smart booking environment
to inform drivers of available parking sites and free parking spaces. PGIS on
the other hand, aim to provide guidance to help drivers locate a park. Best
represented by information signages in the vicinity and vehicle detection sensors
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(a) (b)

Fig. 1. (a) A reference image where the parking lot is empty. The same set of filter
is applied to the reference image as well as the incoming image stream represented by
(b). For images streams where the vehicle colour is light (as in (b)), it is rather easy
to obtain a high detection accuracy.

in each lot, they are the “sensor-to-lot” systems where we are keen to overcome
its limitations discussed earlier and hence, the motivation of the work reported
in this paper.

On the issue of detection, one approach is the use of machine learning tech-
niques, where labeled images are used to train a classifier that will be deployed
to detect the presence of a car. Here, different classifier technologies, methods of
training and the structure of classifiers were explored. For example, [19] proposed
a 8-class SVM classifier with probabilistic outputs while in [18], a simple (linear
hyperplane) classifier was used to achieve above 90% accuracy by optimising
the information of individual features in an image. Others used image process-
ing techniques to achieve similar results. Interpretation of image sequences using
visual surveillance techniques was proposed by [3] while [7] and [10] tracks move-
ment of vehicles as the basis for determining free parking lots.

For [18], the major drawback is in the scalability of its solution. For an 8-class
SVM classifer, the system is only capable of dealing with 3 parking lots in a
single image. If a single camera captures 4 parking lots, a 16-class SVM classifier
is needed. As the effort and computation requirements double with every addi-
tional parking lot, the solution’s practical significance is limited. In the area of
image processing techniques such as [3,10,7], the detection mechanism requires
incurs either high computational costs or large memory space. In comparison,
our approach is far more scalable than the proposal in [18] and requires less
computing resources than those proposed in [3,10,7].

3 Our Approach

In the context of image processing, which this system now depends on, the
problem is a classic case of object detection [13,17]. The challenges of object
detection are the high variability in appearances of objects in a given class (in our
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(a) (b)

Fig. 2. The only difference in the two images is the position of the sun. As a result, the
intensity level affected the filters’ output as seen in (a) and (b) where edge detection and
binarisation filters are applied using default parameter values. Clearly this impacted
detection accuracy, especially in the case of the first parking lot. In our algorithm, we
used a simple statistical method to adjust the filter’s parameters on-the-fly so that it
can be compared to the reference image accurately.

case, parked cars) and the added variability between instances of the same object
due to alternate viewing angles and/or conditions (e.g., the same car viewed
from the front, side, or back). As images are taken as specific time intervals
from different cameras, we now have multiple image streams to be processed.
The problem thus calls for real-time efficiency and accuracy.

To achieve this, we first address the question of accurate detection. As we
learnt in Section 2, a popular approach is to use a classifier to distinguish between
an image belonging to a target class (i.e., car present in lot) and one that doesn’t
(i.e., car not present in lot). Usually a set of vectors, with each representing an
image, is used in the training of classifiers to find discriminating features that
separates two or more classes. In the case of the SVM [15], well-known for its
binary classification accuracy under small data samples and high dimensionality,
the set of discriminating features are identified by the hyperplane.

Simply put, the concept of a hyperplane is a cut that best separates the feature
spaces into two distinct classes. In SVM, this cut is determined via the learning
process using a series of vectors and its associated class label. The issue with this
process is the dependency on the learning algorithm, which itself is dependent on
the data, to find the best cut that defines the hyperplane. To increase accuracy,
much of the work focuses on the training data either by stripping the vector down
to key feature spaces and/or increasing learning instances. In any case, the idea
is to reduce the noise in the training instances to allow a “cleaner cut” and
hence, a better classification accuracy. We were however inspired by a different
approach.

3.1 Recreating the Ideal “Hyperplane”

We asked if we can define the hyperplane directly. If we can do so, we will be
able to eliminate the noise from the training instances giving rise to a significant
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(a) (b)

Fig. 3. Final image used to detect presence or absence of car: (a) before applying the
binarisation filter; (b) after applying the binarisation filter, which improves accuracy.
Clearly, the reason for the improved accuracy is the wider margin between the two
intensities after the binarisation filter.

increase in accuracy. In pursuit of our ideal hyperplane, we begin by learning
how the most accurate classification machine, i.e., the human subject, deter-
mines the presence of a free parking lot. Since we are no psychologist, we turned
to existing literature for some guidance. Fortunately for us, Zhao and Neva-
tia [20] reported such an experiment with some useful findings. In the test they
conducted, the factors most people mentioned about knowing the presence of a
car are (i) their rather rectangular shapes; (ii) the visibility of front and rear
windshields; (iii) evidence of a parking lot; and (iv) environmental conditions
such as shadows or light.

During classification, these factors are the discriminating feature spaces to
be used for detecting the presence of a car in an image. And in the specific
case of the SVM, they will be the hyperplane we are seeking when feeding the
learning instances to the SVM learner. While conceptually this is easy to explain,
trying to implement this within the SVM isn’t as straightforward. After all, the
algorithm was designed to learn about the cut rather than to be told of the
cut. While it is possible to process images of the noise to get close to the ideal
hyperplane, it is not possible to automate this under multiple streams of images.
This led us to consider an alternative.

In our opinion, these factors are clearly the key feature spaces to use in deter-
mining the presence of a car when given an image. In other words, the human
subject would filtered other information focusing on the key features to arrive
at the conclusion. In lingo of SVM, this would be the hyperplane we seek when
feeding the learning instances to the SVM learner. While conceptually this is
easy to explain, trying to implement this within the SVM isn’t as straightfor-
ward. After all, the SVM was designed to learn about the discriminating features
rather than been told what they are.

The immediate and apparent solution is to produce learning instances con-
taining only these feature spaces. Instead of going with this option, we toyed
with an alternative approach: why not explicitly code the classifier instead of
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feeding our psychological observations into the SVM learner? Clearly, the bene-
fit of doing so is performance, i.e., a custom classifier exploiting the psychological
observations will result in real-time processing capabilities that the application
needs. The idea of an accurate and fast classifier is very attractive to us. Hence,
our decision to implement these findings using image processing techniques.

We first convert the colour images into 8-bit grey scale images allowing each
pixel to be represented exactly in a byte for the ease of implementation. For now,
we restrict ourselves to the analysis of a single parking lot taken in an image.
Our solution will easily and directly scale to multiple parking lots. With the first
factor been the shape, our intuition is to begin by applying an edge filter on the
image. As shown in Figure 1(b) and Figure 2(a), the edge filter strips the noise
in an image by dropping texture and tonal details but leaving behind structural
properties to allow an object to be determined.

The next factor is crucial to the speed and accuracy of our proposal. The
experiments at our test site revealed that the key determinant of an unavailable
park lie in the visibility of the windshields. The windshields are glass surfaces
that reflect light giving off a higher intensity within the parking lot relative to its
environment. Even in dim multi-story parks, this remained the case even after
the image was stripped off its details by the edge detection filter. Our algorithm
uses this key observation, which will be discussed in Section 3.2.

The third human consideration is to look for evidence of a parking lot. In our
case, this factor is built into the algorithm as we deal with a per parking lot basis
during detection. For an image taken, we will predefine the boundary coordinates
for each parking space in the image. In fact, the boundary coordinates defined
an area smaller than the parking lot. In our experiments, we find that this gave
rise to better efficiency and accuracy when the area is concentrate around the
spot(s) where the windshields, i.e., factor (ii), are likely to appear.

The last human observation is by far the most challenging. Car colour and
size, and varying lighting (or weather) conditions can cause false positives (or
negatives) in the detection outcomes. For a dark car, there may be insufficient
light from the windshield to conclude the presence of a car (i.e., false negatives).
Likewise, a small car will give bigger variation in terms of where they can park
within a lot space. And with windshields a key determinant in our algorithm,
over variation in the position of the windshield will increase false negatives.
Interestingly, dealing with lighting conditions was much easier than dealing with
car colour and size. The issue with lighting conditions is mainly constrained to
open parking spaces with natural lighting. As weather conditions (e.g., position
of the sun) vary, the detection accuracy also fluctuates.

On weather conditions, we found rain to be an issue when our test camera
was not properly sheltered. This caused significant problems when we applied
the edge filter leading to false positives. This was easily overcame by mounting
a shelter on the camera. Unlike fixed light sources in sheltered parking lots, the
movement of sunlight throws varying light intensity (i.e., shadows) on the same
parking lot resulting in both false positives and negatives. As Figure 2 showed,
the movement of sunlight caused presence of noise when passing images through
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the edge detection filter. Our approach is to use multiple reference images to
compensate the varying levels of light due to the sun’s movement. Instead of a
single reference image (such as Figure 1(a) taken at time t), we used an array
of reference images taken throughout the day to allow variation in the threshold
thereby minimising the errors. With this intuition, we discuss the algorithm in
the next section.

3.2 Algorithm

Let C = {c1, c2, . . . , cn} be the set of cameras in a car park facility. For any
camera ci, we define a tuple 〈ci,Pi = {p1, p2, . . . , pk}〉 such that p ∈ Pi is
a parking lot monitored by ci. We also define a tuple 〈ci,R〉 such that R =
{r1, r2, . . . , rj} is a set of reference images taken by ci when the lots in P are
unoccupied and r ∈ R is a reference image taken at some time period. For any
p ∈ P , the rectangular detection zone Z(p) = 〈(x1, y1), (x2, y2)〉 marks the area
where the light intensity is measured in R and also the image stream I captured
by ci, which we define as a tuple 〈ci, I = {r′1, r′2, . . . }〉.

In defining Z(p), the coordinates are usually within the boundary defined by
the parking lines and located approximately where the windshields are likely to
appear for a given camera angle. As seen in Figure 3, after edge detection and
binarisation, the edges of the windshields become a means to identify a change
in the intensity reading in the ‘middle’ of the parking lot thus, suggesting the
presence of a car. While it is possible to work on Figure 3(a), we find better accu-
racy after the binarisation filter as the margin of error is significantly increased
– as shown in Figure 3(b).

The detection is made by comparing the intensity reading between r and r′

for a given p ∈ P ∈ 〈ci,P〉 such that the intensity difference in the area defined
by Z(p) on r ∈ R ∈ 〈P ,R〉 and r′ ∈ I ∈ 〈ci, I〉 is above ε. In determining ε, the
light intensity threshold that suggests the presence of a car, some calibration will
be expected. This calibration is made with respect to the site condition and we
believe is acceptable for a system of this nature. At our test site, we set this at a
value of 15%. In other words, if the light intensity measured from the reference
image r on the area determined by Z(p) is 1, then the light intensity measured
from r′ on the same area must be > 1.15 to conclude the presence of a car. The
calculation to achieve this is given in Algorithm 1.

Since our images are grey scales, each pixel carries a value in the range of
0 . . . 255, where 255 is a white that indicates the highest light intensity on the
pixel. For any given Z(p), we are interested in the average intensity of light
defined by Z(p) on Rci and r′ ∈ Ici respectively. We then compute the ratio to
determine if the intensity in r′ is ε higher than r. Equation 1 summarises this
calculation.

ϕ(r, r′) =
1

Z(p)

∑̇r′(x,y)

r(x,y)
=

{
> ε Occupied
� ε Free

(1)
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Algorithm 1. it DetectCars ({〈ci,Pi,Ri, Ii〉, . . . })
for all p ∈ Pi do

r ← σCurrent time window(Ri)
r′ ← σMost recent image(Ii)

F = {Greyscale, Edge Detection, B/W Detection}
r ← ApplyFilter(r,F)
r′ ← ApplyFilter(r′,F)

if ϕ(r, r′) > ε then
print Occupied for ci.p

else
print Free for ci.p

end if
end for

As mentioned and is the case with any threshold, this needs to be adjusted
to suit individual cases. Once camera positions are fixed, reference images may
be taken and the image streams can be used to empirically work out the best
value of ε for a given camera. Once set, any variation in the environment is
compensated using a different r ∈ R instead. Thus R is critical in cancelling
out any noise that may impede accurate detection. We note that this calibration
process is far more efficient than some machine learning approach, where training
and verification can take longer.

We also apply an additional binarisation filter to eliminate pixel noise to
achieve a cleaner wire frame of a car. We find that doing this will improve
accuracy further when pixel values are cleaned up to either a value of 0 or 255.
The challenge of using this filter is the need to provide a threshold �, where a
pixel value > � will result in a white (and black otherwise). It is tempting to
simply go for the mid-value of the intensity range, i.e., setting � = 127. However,
doing so will not allow for varying light intensity in different photos and can,
as our experiments show, result in a poorer detection accuracy. To determine
the right �, we first find the average intensity in the image. Next, we adjust this
mean value by adding 1-standard deviation to the threshold to derive �, which is
the basis for the binarisation filter. We find that by adding 1-standard deviation
to the mean intensity of the image, the results are more accurate as image noise
are removed.

4 Experimental Results

In determining the effectiveness of our approach, we will benchmark our tech-
nique against that reported in [19]. Their proposal uses the SVM, where multiple
classifiers were built to determine the availability of 3 parking lots. Whenever
possible, we replicate the empirical conditions used in [19] so as to give an ac-
curate comparison.
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Approach by [19] Proposed Technique
using 2400 samples (w/o training samples)

against SVM 85% 93%
(3 spaces)

against SVM 93.52% 93%
(3 spaces) + MRF

against SVM 83% 97%
(1 space)

Fig. 4. A comparison of detection accuracy using highest level of training samples
in [19] against the proposed technique, where such training is almost non-existent

In our setup, the same number of samples, i.e., 300, were taken on 3 parking
lots as shown in Figure 1. Like our benchmark, the samples were taken over
a day from the same position accounting for lighting conditions, changes in
the colour intensity, and movement of vehicles in and out of the parking lots.
We also experienced rain conditions that wasn’t in the plan but nevertheless
provided additional consideration in the design of such a parking system. Unlike
the benchmark however, we do not require prior training. Instead, we define
Z(p1), Z(p2) and Z(p3) indicating where the windshields are likely to be.

We also spent another day taking images for R at 4 interval periods: early
morning, late morning, early afternoon and late afternoon. We then recreate the
8-class SVM reported in the benchmark by replicating the training process. In
doing so, the immediate difference is the amount of overheads required in the
preparation of the benchmark method. For 3 parking lots, 2400 patches (300 for
each class) of the image is needed. Acquiring these patches proved a very time
consuming process that is unattractive when scaling up to large parking sites.
Compared to our approach, there is no need to involve the mammoth task of
training, which of course is an immediate benefit.

In [19], a range of classification accuracies were reported using different num-
ber of training samples. In this paper, we work directly with the highest number
of samples so as to yield the most accurate version of their. classifier. We then
compare this accuracy level against our work using the same test images. On our
tests (Figure 4), our approach achieved 93% in classification accuracy for 3 park-
ing spaces and a very high 97% on a single parking space. This is on par with the
reported 93.52% accuracy in [19], when a high level of training samples are used
with the Markov Random Field (MRF) correction (for 3 spaces). When training
samples are dropped, our technique becomes immediately attractive when the
high cost of training is eliminated. In our case, the inaccuracies were a result of
small cars giving rise to a bigger variation of the windshield positions within the
parking lot. In such a situation, the light intensity gathered by our algorithm
were too low to trigger a detection, i.e., false negatives.

In [19], the average conflict rate was also measured. This measure reflects the
error as a result of camera angles capturing the presence of other cars beside the
lot of interest, e.g., Figure 3(b) when camera angle is positioned on the left of the
image. Again on this measure, the benchmark performed better only when there
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False Accept Rate False Reject Rate

against SVM (3 spaces) 4.39% 8.73%

against SVM (3 spaces) + MRF 1.25% 3.56%

against SVM (1 space) 4.85% 8.12%

against proposed technique 3.86% 5.34%

Fig. 5. A comparison of false positives and false negatives using the techniques in [19]
against the proposed technique

are sufficiently high training samples. In many cases, we can improve on this
measure by reconsidering the camera positions. In positions where the overlap
is minimal, we can improve on this measure without changing any part of the
algorithm. We do recognise that this suggestion may increase the cost of the
system but it will really depend on the decision maker to decide the balance to
strike with accuracy on this matter and the costs.

The final measure is on the level of false positives. The challenge of false
positives arise out of changing light conditions. Primarily due to the movement
of sunlight in open spaces and the colour of the car in sheltered parking sites, our
approach has a rate of 3.86% on average. While this is higher than the proposed
SVM and MRF correction method in [19] (1.25%), it performs better than the
benchmark without the MRF correction (4.39%). We intend to improve on this
measure as part of our future work. Instead of just increasing the number of
reference images in R, we will consider similar correction techniques like the
MRF used in the benchmark. On the performance of the false negatives though,
our performance does not seem to differ greatly from the techniques evaluated
(as reported in Figure 5).

We have also included a benchmark on execution performance of our pro-
posal. Our implementation uses C# and the .NET’s built in graphics library
for bitmap manipulation. For the image filters, we used an Open Source library
called AForge.NET (www.aforgenet.com) to allow us to quickly implement the
algorithm to test the viability of our proposal. On this implementation, we found
the execution performance to be acceptable when images captured are reduced
to sizes of 640x480 or below. Any images larger in size, and hence with bigger
number of pixels yield noticeable ’pauses’ in intensity computation between im-
ages. On our implementation using images of different sizes, the time to process
each image is shown in Figure X(a). We also noted that there are no significant
accuracy issues in using the same image but of different sizes as long as ε is
adjusted accordingly to match the number of pixels per image.

5 Conclusion

Despite advances in parking systems, we continue to face frustrations at heavily
utilised parking sites. Current systems fail because drivers have no prior access
to information until arrival. And upon arrival, much of the search for a free park
is ad-hoc based on information from signages and light indicators within the

www.aforgenet.com
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driver’s line of sight. Our proposed system will ease driver frustrations through
a system that integrates Internet-enabled smart phones. In Australia and many
parts of the world, the ubiquitous adoption of such devices has made it feasible
for drivers to access live parking information prior to arrival. When combined
with other technologies, this opened up possibilities of a parking system that
could inform drivers before arrival at site, direct drivers to parking lots, and thus
regulating traffic in the surroundings. Our immediate future work is therefore
to build applications on smart phones to demonstrate these ideas coming off
a “camera-to-server” approach. Critical to achieving this is the development
of a detection mechanism to fit the “camera-to-server” model, which is cost
effective and technically viable. As argued earlier, existing systems and current
experimental projects do not consider aspects of this problem. Our work thus
fills this gap.

The research contribution is a method to enable a “camera-to-server” im-
plementation by balancing the costs against the features needed to deliver the
parking system. Unique characteristics of our approach include the applied in-
sights of human detection (as reported in the psychological test conducted by
Zhao and Nevatia [20]) in our algorithm, and the explicit coding of a detection
behavior based on the learning characteristics of a SVM learner. By explicitly
coding the classification behaviour of a SVM learner, we gain performance. At
the same time, we can eliminate noise that would otherwise be embedded in the
hyperplane through the normal training process. This gives us the improvement
in detection accuracy. The final result is a detection mechanism that supports
the “camera-to-server” approach with high efficiency and accuracy in an envi-
ronment with multiple images streams.
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Abstract. In this paper, an adaptive hypermedia framework is used in the 
design and development of an adaptive personalized e-learning system for Java 
programming. Learners with different learning goals, background and learning 
aptitudes are treated differently by including a model of knowledge and 
preferences in the system. A personalized e-learning framework is developed to 
provide a basic Java programming course that allows students to learn on 
his/her own pace and with adaptive features. The system evaluation shows that 
most students consider the personalized e-learning system useful for learning 
basic Java programming.  
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1   Introduction 

Traditional Web-based leaning systems are based on static contents that are accessed 
by different learners. Such kind of approach may not be effective for learners with 
different backgrounds and abilities. The ability to learn a topic is strongly related to 
an individual’s background, learning aptitude and learning aptitude. For example, the 
courseware for a programming course may include a large number of programming 
examples and demonstrations. However, lengthy treatments of course contents may 
not be suitable for advanced learners who want to master the advanced features for 
the subject matter in a short time. Therefore, it is necessary to design an adaptive 
framework to implemented e-Learning systems that can cope with the differences in 
abilities of the learners in terms of background, preferences, learner aptitude, attitude 
and learner performance with previous activities in the system [2]. In this paper, we 
describe the development of a personalized e-learning system using an adaptive 
hypermedia approach. The Personalized E-learning System (PES) is developed as an 
educational hypermedia system using Semantic Web technologies. It is based on an 
adaptive framework that is capable of retrieving distributed learning repositories. A 
personalized adaptive Java course is adopted as the courseware so that students at 
different educational levels can learn basic Java programming. The initial course level 
is determined by the student’s programming background. The course level of the 
subsequent chapters would be promoted to a more advanced level, or demote to a less 
advanced level depending on the chapter test results. 
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With the rapid development of distance learning and the Web technologies, Web-
based learning has now become an important branch in the education technology. One 
of the benefits for e-learning is that the learning environment can be adapted to the 
individual’s learning process and learning need. In fact, the adaptability and the 
personalization feature of the e-learning environment is one of the research areas that 
draw much attention in the e-learning field. The next generation of Semantic Web 
technologies provides a common framework that allows data to be shared and reused 
across applications, and it is considered to be a promising technology for 
implementing e-learning systems.  

This paper describes the features of an adaptive e-learning system from the 
perspectives of content adaptation and generation based on different user models. 
Personalization and adaption are achieved by implementing an adaptive hypermedia 
architecture, which includes three models: the domain model, the learning models and 
the adaptation model. The implementation details of the adaption and personalization 
features are discussed with reference to the information stored in the domain model, 
the learner model and the adaptation model. The detailed system design aspects are 
described with details on how adaptive contents can be implemented and generated 
using a rules-based reasoning mechanism. Finally, a sample course model “guided 
study” is used to demonstrate the dynamic course sequencing and presentation 
processes. 

2   Literature Review 

2.1   Semantic Web Technology  

The concept of the Semantic Web has emerged with the aim of making web resources 
more understandable by machines. It provides semantic-based access to the Internet, 
and extract information from texts in addition to being used in many applications to 
explicitly declare the knowledge embedded in them [4]. It provides a common 
framework that allows data to be shared and reused across applications, enterprise and 
community boundaries [9]. The main task of the Semantic Web is to “express 
meanings”. In order to achieve this, several layers are needed including the XML 
layer which represents data, the Resource Description Framework (RDF) layer which 
represents the meaning of the data, and the Ontology layer, which represents the 
formal common agreement about the meaning of data, and Logic layer, It also enables 
intelligent reasoning with meaningful data. The effectiveness of the Semantic Web 
will increase drastically as more machine-readable Web content and automated 
services (including other agents) become available. This level of inter-agent 
communication will require the exchange of “proofs”. Two important technologies for 
developing the Semantic Web are already in place: eXtensible Markup Language 
(XML) and the Resource Description Framework (RDF). 

Ontologies are specifications of the conceptualization and corresponding 
vocabulary used to describe a domain [5]. They are well suited for describing 
heterogeneous, distributed and semi-structured information sources that can be found 
on the Web. By defining shared and common domain theories, ontologies help both 
people and machines to communicate concisely, supporting the exchange of 
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semantics and not only syntax. It is therefore important that any semantic for the Web 
is based on an explicitly specified ontology. By this, consumer and producer agents of 
the Semantic Web can reach a shared understanding by exchanging ontologies that 
provide the vocabulary needed for discussion. Ontologies typically consist of 
definitions of concepts relevant for the domain, their relations and axioms about these 
concepts and relationships. Several representation languages and systems are defined, 
but the more recent language, OWL (Web Ontology Language) is developed to 
unified different ontology languages. It is a representation language for describing 
web resources and supporting inference over those resources.  

2.2   Personalization and Adaptive Educational Hypermedia Systems 

Personalization is an important issue which tailors and customizes learning 
experience to individual learners, based on the analysis of the learner’s objectives, 
current status of skills and knowledge, and learning style preferences [3][8]. In a 
personalized e-learning system, the learner’s interaction, information requests, 
problem-solving attempts will be recorded such that the system is able to recommend 
information to the learner or translate the learner’s request into a query and send the 
query to the destination through education web service or other means. 

In the hypermedia or hypertext paradigm, information is interconnected by links; 
different information items can be accessed by navigating through the link structure. 
Adaptive Hypermedia (AH) systems merge hypermedia with the user modeling 
technology, and can be applied in a variety of application area, of which one 
dominating area is education. In the e-learning area, personalization can be 
implemented by using Adaptive Hypermedia. Adaptive Educational Hypermedia 
(AEH) [1] deals with the issue of providing a personalized educational experience. An 
AEH system aims at providing adaptive presentation of multimedia or text according 
to the learner’s needs.  

Adaptive Educational Hypermedia Systems overcome the problem of presenting 
the same content to different users in the same way, regardless of their different 
interests, needs and backgrounds. AH systems provide two general categories of 
adaptation. Adaptive content presentation is presenting the content in different ways, 
according to the domain model (concepts, their relationships, prerequisite 
information, etc) and information from the user model. Adaptive navigation is which 
the system modifies the availability and/or appearance of every link that appears on a 
Web page, in order to show the user whether the link leads to interesting new 
information, to new information the user is not ready for, or to a page that provides no 
new knowledge. Effective adaptive hypermedia systems lead to impactful 
collaboration [10]. 

3   System Architecture 

3.1   Design Overview 

The personalized e-learning System (PES) is designed to use the Semantic Web 
technology to provide personalized e-learning experience for the learners based on a 
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hypermedia adaptive framework. The adaptive framework is based on the Adaptive 
Educational Hypermedia System (AEHS).  

Figure 1 shows the use case diagram of the PES system. In this system, the learner 
is able to view and edit his profile, which contains the learner’s programming 
background and experiences, and other preferences. These data will be used as our 
adaptation parameters. When the learner logs onto the system, a preset course will be 
loaded. The learner can view the table of content of the course, and access any unit 
within the course. In the basic Java programming course, a guided study feature is 
provided for the learners to learn the course sequentially. The sequence of the course 
and the course content display will be adapted according to the learner’s learning 
aptitude and test results. To make this system more user-friendly, the learner can view 
his learning progress and his assessment report.  

 

Fig. 1. Use case diagram for personalized e-learning system 

The teacher can log onto the system and change the course. In the personalized e-
learning ontology-based system, the course change is apparently equivalent to 
changing the ontology file of the course. In the course sequencing, the test results 
scores are used to determine which course content and course level should be 
displayed. These scores are considered as the course margin that can be changed by 
the teacher so as to improve the effectiveness of this adaptive feature. In our proposed 
system, we use the Jess Expert System Shell to realize the adaptive features. The 
knowledge base, which is a set of Jess rules are stored in a text file to be loaded into 
the system during initialization. These rules can be viewed by the teacher.  

3.2   System Architecture 

The system architecture of the personalized e-learning system is shown in Figure 2. It 
provides a framework to express the functionality of adaptive hypermedia systems by 
dividing the storage layer into three parts that specify what should be adapted, 
according to what features should it be adapted, and how should it be adapted. 

Adaptation to the user’s individual characteristics is implemented according to the 
user model. A user model determines the user’s goal, tasks, beliefs and characteristics 
that are important for adaptation. According to Brusilovsky [1], a hypermedia 
application can be adapted to the user’s knowledge, goals, background and experience, 
preferences, interests, individual traits and environment. In addition, the following 
groups of individual user characteristics could be important for the adaptation of  
e-learning systems: personal data (including demographic characteristics such as age,  
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Fig. 2. System Architecture of PES  

culture), psychological, cognitive and physiological parameters such as user’s attention 
(simple and complex reaction time), memory (verbal working memory, long-term 
memory), cognitive abilities (spatial arrangement, etc), user’s internality/externality, 
cognitive and learning styles, and personal decision abilities.  

The storage layer consists of three models, mainly the domain model, learner 
model and the adaptation model. The domain model describes how the information 
content is structured. The user model describes the information about the user. The 
adaptation model contains the adaptation rules that define how the adaptation is 
performed. Each model is interrelated and can be accessed by the user. 

3.2.1   The Domain Model 
The domain model specifies the conceptual design of the adaptive hypermedia 
application, i.e. what will be adapted. The design of the domain model is to design the 
concept hierarchy of the learning objects. In our system, the learning object is the 
Java course provided through the distributed learning resources. There are three levels 
of the Java course, with different emphasis on the detail description of the subject 
depending on the learning preferences and performance of the learner. Each level has 
its own set of questions. The teacher can choose to display only the questions of the 
corresponding level, or display questions of all levels to determine the learner’s 
aptitude of the learned course. The course level that is presented to the student is 
initially determined by the learner’s background. Course level of subsequent chapter 
can be changed according to the learner’s test results. If the learner has chosen to take 
pretest, the pretest result will be taken as the reference, otherwise, the chapter test 
result of the previous chapter will be used as a reference, assuming that if the user has 
fully understand the topic, he/she will get a high score in the chapter test. This result 
is used as a prediction for his future learning. If the learner desires to learn from more 
examples as his learning preference, more examples on the subject will be displayed.  

3.2.2   The Learner Model 
The learner model is designed based on the some general learning scenario of the 
students. In particular, the learner model described the learner’s static information 
related to the following items: 
 

 The name and student ID of the learner 
 The education status, whether he is a high school student, bachelor degree or 

postgraduate level 
 The learning goal, which course he wants to take, 
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 The motivation of the learner, whether he has high, middle or low level of 
motivation to learn the subject 

 The learner’s experience in the chosen subject, whether he has no experience, 
basic, intermediate or advanced level 

 The learning style, whether he prefers principle-oriented or example-oriented. 
 

The learner model also describes the learner’s learning process and behavior 
related to the following item: 

 

 What knowledge has the learner mastered? Has he mastered a certain topic in the 
chosen subject? 

 What knowledge has the learner not mastered? What knowledge has he missed? 
 At which part of the knowledge is the learner weak/strong? 
 What examples were given to the learner? 
 What answers did the learner give to a certain question? 
 What score did the learner get in the test? 
 How many times did the learner try before answering the question correctly? 
 What is the rate of success and failure? 
 How much time did the learner spend on the questions? 
 How well does the learner master the subject? 
 How much time did the learner use to master the subject?  

 

The ontology-based learner model describes static and dynamic information that is 
related to the particular learner. The user preference module describes the static 
information of the learner that is set by the learner upon registration and the user 
knowledge module describes the dynamic information that is generated during the 
learning process. The static information will be created when the learner registered 
with the system. Registered user can log on to the system to edit the learner profile. 
The user knowledge is built as a hybrid of an overlay model and a historic model. The 
key principle of the overlay model is that for each domain model concept, an 
individual user knowledge model stores some data that can estimate the knowledge 
level on this concept. The historic model keeps some information about the learner’s 
visit to individual page. In particular, the dynamic information in the learner model 
includes user visited pages, logged on duration, attempted test, test result, course he 
has completed, etc. 

3.2.3   The Adaptation Model 
The adaptation model specifies the specific adaptation semantics of the system. The 
adaptation model consists of adaptive presentation, adaptive navigation support and 
curriculum sequencing.  

The adaptive presentation includes the optional pretest generation and course 
presentation. The pretest can be generated according to the learner’s preference, 
background and the chapter end test (exit test) result of the previous unit. The 
adaptation rules in the system define the condition that generates the pretest question 
list. If the learner’s programming background is “novice” and he has chosen to take 
pretest, the pretest question list will be the same as the last exit test question list. If the 
learner’s programming background is “expert”, the pretest questions will consist of 
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both the last exit test questions and the coming chapter end test questions, assuming 
that the learner may know the subject from other means. The adaptive presentation is 
also responsible for presenting relevant information to the learner to ensure that he 
can understand and learn the subject according to his preference and ability. In our 
system, one of the three different levels of the course will be displayed to the learner 
according to his learning progress. The default course view level will be set by the 
learner’s background and programming experience. However, this level can be 
changed according to the learning progress. This level change can be determined by 
the chapter end test (exit test) result and if pretest is available, by the pretest result. 
The Jess rule defines the course view level to be displayed according to the learner’s 
pretest result. If the pretest results of a particular document, which represents a unit or 
a subunit of a course, is higher than the course margin that has been set by the teacher, 
the system will promote the level of the document to be displayed. If the learner has 
chosen “no pretest” as his learning preference, the course level change will be 
determined by the result of the exit test. The system will present the next document 
only if the learner has passed the exit test.  

The adaptive navigation support guides the learner towards the relevant, interesting 
information related to the learning topic. In our system, we provide additional 
examples and references hyperlinks to the learner on the particular topic. The learner 
can increase their knowledge on the particular topic through these additional links.  
The system will determine the additional links according to the viewed topic and the 
learner’s preference. The adaptive navigation includes a set of recommendation rules 
to suggest the learners which topic is suitable. These recommendations are also used 
in the course sequencing. The system will use the prerequisite of a particular concept 
to determine if the related document should be recommended to the learner. If a 
document with concept has been visited, and there exists where the concept is a 
prerequisite for another concept, the document with this other concept will be 
recommended When the learner has finished viewing the selected topic, the system 
will generate the exit test for the learner to make sure that he has understood the topic. 
The results will be recorded and updated in the learner’s profile. The assessment item 
type of our system contains multiple choice questions only. The learner can set his 
exit test condition to either “no passing grade” or “pass at 50%”. If the learner has 
failed the exit test, the system will suggest the learner to revisit the topic, assuming 
that he has not fully understand the topic. The idea of course sequencing is to generate 
an individualized course for each learner by dynamically selecting the most optimal 
teaching operation, which includes course content presentation, examples, questions 
or problems, at any moment of the learning process. In our curriculum module, we 
use the above recommendation to represent the chosen course sequence. The adaptive 
features of the personalized e-learning system are based on the learner model. The 
features include: 

 
1. Adaptive Pretest Generation – the system generates a set of pretest questions 

according to the learner’s preference. Research in the field of educational 
psychology demonstrates that students’ prior knowledge in a key factor 
contributing to the learning process. 
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2. Adaptive Content Presentation – for a course with different presentation level 
(level 1: basic – detailed description of the topic with graphs, examples and other 
illustrations, level 2: intermediate – relatively fewer examples and illustrations, 
level 3: advanced – summary of the topic), the system can display the appropriate 
level to the learner. 

3. Adaptive Course Sequencing – the system can guide the learner to the next 
appropriate page according to the student’s learning progress and test results. 

4. Adaptive Link Annotation – the system can recommend the student to pages that 
according to the pretest result, chapter end test result or the pages that the learner 
has covered or “visited”. 

4   Detailed System Design 

The personalized e-learning system uses the Model-View Controller (MVC) 
architecture to separate application logic and page presentation as shown in Figure 3. 

 

Fig. 3. The MVC Model 

With this model, the servlets control the flow of the web application and delegate 
the business logic to the JavaBeans while the JSP pages generate the HTML for the 
web browsers. 

In the PES system, the system data consists of the text file that stored the Jess rules 
and initial Jess facts and an OWL ontology file for each student describing the 
learner’s profile and his learning progress. Figure 4 shows the model view of the PES 
system. For each application session, the session object contains both the course bean 
and the student bean such that the Java Server Pages will handle the presentation logic 
and process the Java Beans to generate dynamic presentation code. The course bean 
contains the LearnerJessInfo object that stores the Rete object from Jess’s Java API 
[6]. The Rete object stores the initial Jess facts and Jess rules from the text file and 
Jess facts generated at runtime. The course bean also contains the LearnerOWLInfo 
object that stores the JenaOWLModel object from the Protégé-OWL API [7]. The 
JenaOWLModel object stores the learner and course content of the ontology.   
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Fig. 4. The Model View of the PES system 

5   Rule-Based Reasoning 

In the PES personalized e-learning system, we use the Java Expert System Shell 
(Jess) [6] as our adaptation rule parser. The Jess architecture is shown in figure 5. It is 
designed as a library that can be embedded into many applications. It has an extensive 
Java API to interact with Jess. The core of the Jess library is the jess.Rete class. An 
instance of jess.Rete is an instance of Jess. Every jess.Rete object has its own 
independent working memory, list of rules and set of functions. The jess.Rete class 
exports methods for adding, finding, and removing facts, rules, functions, and other 
constructs. The Rete class is a façade for the Jess library.   

 

Fig. 5. The Java Expert System Shell 

The following code extract creates the jess.Rete object when the personalized e-
learning system starts. When the system starts, jess.Rete object will be created. By 
calling the executeCommand() to run the command “batch rules.txt”, the rules file 
“rules.txt” will be read into the system. The file “rules.txt” contains the initial Jess 
facts and Jess rules of the system. Calling the reset() command will reinitialize the 
working memory of the Jess’s rule engine. After reinitializing the working memory, 
all activated rules in the rule base will be fired by calling the function run(). Jess’s 
Java API reports errors by throwing instances of jess.JessException. Therefore, it is 
necessary to catch this exception when working with Jess in Java.  
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import jess.*; 
try { 
 rulesFile = “rules.txt”; 
 Rete engine = new Rete(); 
     engine.executeCommand("(batch \"" + rulesFile + "\")"); 
     engine.reset();   
 engine.run(); 
} catch (JessException e) { 
}  

In the PES system, we use the forward-chaining rules in Jess. The Jess rules will be 
fired when the ‘if’ statement is matched. The new facts will be stored in the Rete object. 
Calling the runQuery() method can retrieve the facts, thus displayed on the web pages. 
During the learning process, additional Jess facts will be asserted into the working 
memory and the Jess rules will be executed accordingly. These Jess facts include 
learner’s visited pages and test results. The inference rules and inference processes are 
implemented according to the OPAL system implemented by Cheung et al. [3]. 

6   The Core Ontologies 

Figure 6 shows the relationship between the ontologies used in the system. In the 
personalized e-learning system, the ‘doc.owl’ is a domain OWL ontology that 
contains the relation between the documents and concepts. The ‘qti.owl’ contains the 
relation between the test and questions. The ‘java.owl’ contains the ontology 
description of the Java course, which includes document relations and questions 
relations described in ‘doc.owl’ and ‘qti.owl’. In our system, we have created two sets 
of basic Java course, one uses the Sun Java Online Tutorial to learn Java, and the 
ontology instance is found in ‘java1.owl’. We further develop another basic Java 
course that has different course levels. The ontology instance is described in 
‘java2.owl’.  

 

Fig. 6. The Relationship between the Ontologies in PES 

The ‘papi.owl’ contains the semantic description of the learner based on the learner 
standard IEEE PAPI, whereas the ‘lips.owl’ contains the semantic description 
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according to IMS LIPS. The OWL ontology file ‘learner.owl’ describes the learner’s 
profile based using these two descriptions.  

The ‘student.owl’ describes the learner who learns Java based on the ‘learner.owl’ 
and ‘java1.owl’ or ‘java2.owl’. In our system, we can interchange the two Java 
courses in the teacher’s mode. Each learner has his own ontology instance. If the 
learner’s ID is “studA”, the learner’s ontology instance will be ‘studA.owl’. When a 
learner logged in to the system, the system will check if there exists the learner’s 
ontology instance. If the ontology instance does not exists, the system will generate an 
instance file according to the learner’s ID.  

  
Fig. 7. The Core Ontologies 

Figure 7 shows the relationship between the ontology ‘student.owl’ and the student 
Java package. All ontologies are created using Protégé [7], which is a free, open 
source ontology editor. In our proposed system, we use the Protégé-OWL editor, 
which is an extension of Protégé that supports the Web Ontology Language (OWL) to 
create OWL ontologies. The Protégé-OWL editor has an open-source Java API for the 
development of custom-tailored user interface components. It also comes with a code 
generator that is able to generate Java interfaces and implementation of OWL 
ontologies classes. In the student.owl described above, it is composed of the domain 
OWL ontologies and the learner OWL ontologies. The code generator converted the 
ontology classes into corresponding Java classes. The code generator also creates a 
Factory class so that it becomes easy to create, modify and query the ontological 
resources using standard library classes. 

private Learner getAllLearner(String uriStr) { 
 JenaOWLModel owlModel=ProtegeOWL.createJenaOWLModelFromURI(uriStr);
 MyFactory myFact = new MyFactory(owlModel); 
 Learner learner = (Learner)myFact.getAllLearnerInstances(); 
 return learner; 
}  

As an example, the sample function getAllLearner() can get all the learner 
instances from the OWL ontology file, with filename “uriStr”. 
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7   Course Sequencing and Presentation 

Figure 8 shows the flowchart for the main logic for course sequencing in the system. 
The “Guided Study” is an adaptive course sequencing feature for the learner to learn 
the course unit according to their past interactions. When the learner presses “Guided 
Study” in the course page, the system will find the latest course level and the current 
unit from the learner’s ontology instance. The initial course level is determined by the 
learner’s background and programming experience shown in table 1. The initial 
current unit will be the first unit of the course. If the learner has started the course, the 
latest course level and the current unit that has been stored in his last visit will be 
retrieved from the learner’s ontology instance. Each unit has a unit type. If the unit 
type is a pretest, the pretest will be displayed. The learner will be requested to answer 
the questions before he can proceed with the course content. This pretest is optional, 
and is set in the learner’s profile. The pretest result will be used to determine if the 
course level has to be promoted or demoted. When the learner has finished the pretest, 
the system will display the course unit content with the course level either determined 
by the learner’s profile, or the previous results. The system will also display the 
course content when the view type of the current unit is “lecture”, too. When the 
course unit content is displayed, the system will update the learner “visited” pages, 
assuming that the learner will read the content of the unit displayed. Upon completion 
of the course unit content, the learner can press “Next” to proceed to the next page. If 
the learner prefers “more examples” in his learner profile, an example page will be 
displayed to further explain the course unit content to the learner. Again, the system 
can display this page when the learner press “Guided Study” and the current unit view 
type happens to be an “example”. When the learner press “Next” again, the course 
unit end test will be displayed. The test questions can be either contains a single level 
of questions that is coherent with the course level, or a mixture of different levels. The 
test questions will be determined by the teacher. In the teacher’s page, the teacher can 
choose between “same”, which is the same level of question as that of the course 
level, or “mix”, which is a mixture of different levels of questions. In this way, the 
teacher can change the test questions to meet the needs of different learner group. 

When the learner has completed the chapter end test questions, the system will 
check the results, and will determine the course unit and course level according to the 
learner’s result. There are four possibilities. If the learner has failed the test (rp), the 
system will demote the course level; if the learner has passed the course, but the score 
is lower than the demote score (du), the system will increase the course unit and 
demote the course level; if the result is above the demote score but under the promote 
score (ru), the system will increase the course unit only. If the learner test score is 
beyond the promote score (pu), the system will increase the course unit and promote 
the course level. The system has assumed that if the learner has a high score in the 
test, the learner understands the subject well and there is a high probability that the 
learner is able to learn faster by displaying course content that has less illustrations 
and examples. This means that the learner will be able to view the next unit in a 
higher level.  
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Fig. 8. Flow Chart for “Guided Study” 

Table 1. The Initial Course Level  

Programming 
background 

Programming 
experience 

Initial course level 

Novice Novice Basic (1) 
Novice Intermediate Basic (1) 
Novice Expert Intermediate (2) 
Intermediate Novice Intermediate (2) 
Intermediate Intermediate Intermediate (2) 
Intermediate Expert Intermediate (2) 
Advanced Novice Intermediate (2) 
Advanced Intermediate Advanced (3) 
Advanced Expert Advanced (3) 

 
The content presenter is responsible for presenting information to the learner or the 

teacher according to the user login. If the user is logged in as a learner, the learning 
environment will be displayed. If he is a teacher, the authoring environment will be 
displayed. Figure 9 shows an example of a course page in PES, with the details of the 
pre-tests and exit-test for the learner. 
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Fig. 9. A User Content Page in PES 

8   Conclusion 

Using an adaptive hypermedia framework, we describe the development of a 
personalized e-learning system (PES) for students to learn basic Java programming, 
with adaptive features according to students’ learning preference and performance. In 
particular, we have developed a 3-level Java course to enable course content level 
promotion and demotion to help the student to learn the subject in different levels. 
The PES system also gives suggestions to the students by system recommendations.  

Through the system, students can learn the basic Java course with adaptive features 
according to their chapter end test results. The course level promotion and demotion 
is able to present different course content level according to their test results. The 
results of the system evaluation have shown positive results on this approach. 
However, it has also shown that this system is not welcomed by high school students 
who do not have online learning experience. This is because our target audiences are 
those learners who have online learning experience, but want to improve their 
learning process and effectiveness through a learning platform that can be adapted to 
their needs. 

In the PES system, we used the overlay user modeling approach to provide 
personalized learning. The personalization is based on both the static and dynamic 
information about the user model. The personalized courseware is initially based on the 
static information set by the learner. As the learner interacts with the system, the 
learner’s interaction with the system and learning performance will constantly update 
the user model, thus provided course level changes according to this dynamic 
information. We used the rule-based shell approach so that the knowledge base of the 
system can be encoded as rules in a clear and logic-like way. This approach also allows 
the teacher to edit the adaptation rules and manage the adaptation behavior of the 
system according to different needs. The ontology-based approach is used to describe 
the domain model and the learner model. This approach provides an easy way to 
improve the course content, create more questions format and add in different courses 
using the same domain ontology. It also demonstrates that it is a flexible and easy way 
to manage distributed learning resource with a single learning model for the user. 
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Abstract. A recent paradigm shift has broadly impacted the evolution of 
electronic government: Gov 2.0. This shift represents a massive change from a 
static web presence for the delivery of information and services to using 
collaborative web technologies to engage citizens, foster co-production, and 
encourage transparency in government. Social media are creating new pathways 
between citizens and government to access information and services. The 
author argues that by applying Diffusion of Innovation, Social Influence, and 
Collective Intelligence theories, one can better understand how Gov 2.0 
technologies and applications are adopted and may enable transformative 
changes in the delivery of online government information and services. U.S. 
federal government initiatives adopting social media are examined. These 
observations demonstrate how interactions between citizens and government 
are changing and creating entirely new online communities that defy traditional 
communication reach and organizational boundaries. Challenges and barriers to 
achieving open government initiatives are presented. Recommendations are 
offered.  

Keywords: social media, eGovernment, Web 2.0, Gov 2.0, transparency, 
participation, collaboration. 

1   Introduction 

Gov 2.0, like Web 2.0, is an umbrella term used to refer to a new era of Web-enabled 
applications and tools such as blogs, micro blogs, podcasts, Really Simple 
Syndication (RSS), social networking sites, video sharing, web chat, and wikis used 
to encourage citizen participation, collaboration and transparency. Like Web 2.0, Gov 
2.0 does not refer to a new software version, but rather to a new, i.e. second, phase of 
the evolving and extended Internet use in government. It is more than a mere set of 
technologies. Gov 2.0 uses web-based technologies; has a social dimension built 
around communities and social networks; is based on user-generated and control of 
content; emphasizes providing and remixing of data from multiple sources; uses 
increased simplicity in design, and features participatory, decentralized models and 
processes [23, p. 276].  

The paradigm shift enabled by Gov 2.0 technologies is from end-users consuming 
information and data to producing and controlling information and remixing data for 
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new purposes to facilitate interaction and collaborative work. According to O’Reilly 
2010, “Gov 2.0 is not a new kind of government; . . . [it] is the use of technology—
especially the collaborative technologies at the heart of Web 2.0—to better solve 
collective problems at city, state, national and international levels” [17]. O’Reilly 
regards Gov 2.0 as an open platform that allows people inside and outside of 
government to innovate and has the potential to change the relationships among all 
stakeholders with government [17]. 

A primary driver for implementing Gov 2.0 in the U.S. federal government is 
outlined in the presidential Memorandum on Transparency and Open Government 
issued on January 21, 2009. The goal of the presidential directive was to create a level 
of openness in government by establishing a system of transparency, participation, 
and collaboration [16].  To achieve this broad initiative federal government agencies 
are employing social media to integrate technology, social interaction, and content 
creation. Consequently, the use of social media in government is creating entirely new 
online communities that defy traditional communication reach and organizational 
boundaries. 

This author: 1) Examines theoretical approaches to explain the adoption of social 
media in government; 2) Explores the relationship among social media and 
participation, collaboration and transparency; 3) Reviews initiatives of social media 
use in U.S. federal government agencies; 4) Identifies challenges and obstacles for 
implementing social media in government.  

In addressing these four points, this paper first presents a three-pronged theoretical 
overview describing broad, overarching theories: Diffusion of Innovations, Social 
Influence and Collective Intelligence.  These theories provide an appropriate 
theoretical background to explain the characteristics as well as variables that affect 
the adoption and the use of social media. Next, the methodology employed for this 
study is presented. Then definitions of the social media to be examined and their 
relationship with participation, collaboration and transparency are described. A 
review of U.S. federal agencies initiatives presents a picture of prevalent uses of 
social media to achieve transparency, participation and collaboration. In addition a 
framework for how to assess these tools to determine the effectiveness and efficiency 
for the delivery of public online services is provided. It is argued that understanding 
these developments highlights how public administrators can harness the potential of 
social media for open government. 

2   Theoretical Overview 

Three theoretical approaches, Diffusion of Innovations, Social Influence, and 
Collective Intelligence theories offer insights into the characteristics and variables for 
why and how these new information and communication technologies (ICT) play an 
important role and are adopted in public organizations.  

The first theory applicable to understanding the adoption of social media is 
Diffusion of Innovations. This theory explains how and why new ideas and 
technologies spread through certain channels among members of a social system. In 
order for an individual or organization to decide to adopt an innovation, there is a four 
stage decision-making process.  
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•  Knowledge – awareness of an innovation,  
•  Persuasion – a favorable or unfavorable attitude toward the innovation,  
•  Decision – deciding to adopt or reject the innovation, and  
• Confirmation – seeking reinforcement for the decision [20, p. 103]. 
 

Five characteristics of the technology explain the rate of adoption, i.e. the speed by 
which members of a social system adopt an innovation:  

 

• Relative advantage – amount of improvement over existing technology,  
• Compatibility – ability to incorporate the technology into an individual’s life,  
• Complexity – how difficult will it be to adopt,  
• Trialability – how easy is it to experiment with the technology on a limited 

basis, and  
• Observability – how visible is the technology to other users [20, p. 22].  

 

Once an individual or an organization proceeds through the decision-making 
process, recognizes the value added, the ease and degree of complexity of adoption as 
well as easily experimenting with the technology, and observing how visible the 
technology is to others will determine how quickly the technology is adopted. Five 
adopter categories are described:  

 

• Innovators – first individuals to adopt, including risk takers and opinion 
leaders,  

• Early adopters – second group to adopt and individuals have a high degree 
of influence on later adopters (e.g., opinion leaders),  

• Early majority – cautious and slower participants in the adoption process,  
• Late majority – adoption occurs after the majority of the group has already 

adopted the innovation, and individuals are skeptical, and  
• Laggards – last ones to adopt an innovation and individuals appear to have 

an aversion to change in general [20, p. 182-184]. 
 

These four stages of decision making, five characteristics of the technology, and 
five categories of adopters certainly create a foundation to understand and explain 
how and why social media are adopted by public organizations. For example, public 
organizations at all levels have knowledge, i.e. awareness of these ICT, and at some 
levels have not only a favorable opinion of social media, but have been persuaded to 
decide to use for either a specific task or for a specific audience. Moreover, the rate of 
adoption in public organizations is probably tempered by the improvement over 
existing technologies to build relationships with a targeted audience, its high 
compatibility with an agency and/or individual’s environment. It is relatively easy to 
experiment with and these ICT are highly visible to others which can also spur its 
adoption. At this point in time it seems reasonable that all governmental agencies 
experimenting with social media may be regarded as early adopters. 

Social Influence Theory postulates that individuals’ thoughts or actions are 
affected by other people. Three categories of social influence are identified:  

 

•  Compliance – individuals appear to agree with others, but disagree privately, 
•  Identification – individuals are influenced by a respected person, and 
•  Internalization – individuals accept a belief or behavior [14, p. 51]. 
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Informational influence can be defined as the desire to accept information from 
others as evidence of supporting their own beliefs [8]. In online environments social 
influence also is depicted by: 

 

• Liking – people are persuaded by others they respect or like, and  
• Social proof – people will engage in activities that they observe others doing 

[6, p. 76].  
 

Interpersonal attraction, the familiarity with a respected individual, who is either in 
close proximity or only “a mere exposure” may increase an individuals’ attraction to 
an idea or information and lead them to share this information with others in their 

3   Methodology 

In exploring the relationships between social media and collaboration, participation, 
and transparency in government, this study used a multi-pronged, iterative design 
strategy that involved conducting a literature review, content analysis of documents, 
and the analysis of web sites. The literature review informed the author about 
previous studies conducted to measure the relationship between the use of social 
media and collaboration, participation and transparency as well as surveys about 
citizens’ usage of social media to contact government. The reviews revealed specific 
initiatives, methods of assessment, as well as challenges and barriers for 
implementation. The content analysis of government documents such as legislation, 
government directives, project reports, best practices guidelines provided the 
background for establishing policies and appropriate metrics for the deployment of 
social media in government. Finally an analysis of web sites, specifically of the 25 
federal agencies identified in the Open Government Flagship Initiatives, provided a 
basis for assessing the progress of using social media to achieve the goals of 
collaboration, participation, and transparency. This multi-pronged approach provided 
a broad array of perspectives of the use of social media by government agencies.  

4   Social Media and Open Government 

U.S. federal agencies are using a wide variety of social media: Blogs, micro blogs, 
RSS feeds, wikis, video and photo sharing, podcasting, social networking sites, social 
bookmarking sites, mashups, widgets and virtual worlds. Through these social media, 
people or groups can create, organize, edit, comment on, combine, and share content. 
These social media tools use the "wisdom of crowds" concept to collaboratively 
connect online information [10].  

There are two primary reasons for adopting social media in government. The first 
is the uptake of the use of social media by citizens, businesses and non-profit 
organizations. For the past five years public and private organizations have been 
adopting Web 2.0 ICT incorporating social media. Consequently, U.S. citizens have 
increased their daily online Internet activities. By December 2009 the number of 
adults in the U.S. using the Internet was 74 percent, up from 63 percent reported in  
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2003 [19]. The types of online activities U.S. citizens are engaged in vary widely: 
From using e-mail (89%), buying products (75%), searching for news or information 
about politics or upcoming campaigns (60 %), visiting government web sites (59%), 
using social networking sites such as MySpace, Facebook or LinkedIn.com (47%), 
reading blogs (32%), sharing user generated content (30 %), and using Twitter or 
other status-update service (19%) [19]. Similarly, U.S. citizens who access 
government information and services (31% of online adults) are moving beyond 
government web sites and using new online platforms such as blogs, micro blogs, 
social networking sites, email, online video, and text messaging [21]. Consequently, 
U.S. citizens are moving online in their private lives and using multiple channels 
including social media to access government information and services as well.  

The second reason for government taking a more aggressive approach to using 
social media is the presidential directive for open government [16]. This directive 
stipulates that government should be:  

 

• Transparent -- providing citizens with information about what their 
government is doing; in a rapid and timely fashion in accordance with laws; 
and in easy to search and usable formats.  

• Participatory -- provide citizens with increased opportunities to participate in 
policymaking and to provide their government with the benefits of their 
collective expertise and information. 

• Collaborative – engage citizens in the work of their government, and to 
encourage executive departments and agencies to use innovative tools, 
methods, and systems to cooperate among themselves, across all levels of 
government, with nonprofit organizations, businesses and individuals in the 
public sector. Additionally, all departments and agencies were directed to 
solicit public feedback to assess and improve their collaborative initiatives 
[16, p. 1].  

 

Consequently, U.S. federal government agencies are adopting social to encounter 
citizens in their online world; to increase the range of communication and 
dissemination of information to diverse and targeted audiences; to facilitate 
interactive communication and community; to put a human face on government and 
to put a human face on government [10].. Government can leverage the unique 
characteristics of social media to achieve the goals of the open government directive 
[5, 18]. This study examines the most widely used social media by federal 
government agencies to ascertain their relationship with the three tenants of open 
government. 

5   Types of Social Media 

Before examining the relationship among these tools with the goals of open 
government, it is important to describe each as well as potential uses in government. 
The fundamental Gov 2.0 tools/technologies selected are: Blogs, microblogs, 
mashups, podcasts, RSS feeds, social networking sites, video sharing, and wikis. 
These eight tools were selected because each demonstrates one or more of the basic 
concepts of Gov 2.0: Enhancing user generated content, extending the reach of 
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communications to new audiences, building relationships via social networks, 
creating collaborative environments with internal and external stakeholders, 
increasing stakeholder engagement, and combining content from multiple sources for 
integrated purposes.  

The following provides a description of each tool and its use in government [10, 5, 
p. 11]: 

 

• Blogs: Chronological journal entries made on a web site about a particular 
topic. Blogs are primarily text and images, and are an historical archive of the 
topic. Used to disseminate information quickly, particularly through (RSS); 
increases outreach; places a human face on the organizations. 

• Micro blogs are another form of blogging, but created in a short text message 
style. Twitter is a prime example of a popular micro-blog service (with a limit 
of 140 characters). Micro blog sites include: Twitter.com, Jaiku.com, 
Tumblr.com, and Plurk.com. Short conversations enable information sharing; 
provides a means to engage a community; extend outreach; broadcast 
emergencies; post key events, update content (via hashtags); track flow of 
information as well as reactions to issues and situations. 

• Mashups: A web application combining data from multiple sources to be 
integrated into a single integrated service. The data from either source were 
created for different purposes. Examples using mapping data are Microsoft 
Virtual Earth, Google Earth, and Google Maps. 

• Podcasts: A way for publishing MP3 audio files downloaded to computers 
and mobile devices. Podcasts are an efficient means for the user to receive up-
to-date information on topics of interest.  

• Really Simple Syndication (RSS): A web content format (XML) that 
enables the owner of a web site to alert users to new information.  RSS feeds 
are usually used for updating blogs, news headlines, or podcasts to users. 
Subscribers to RSS feeds can gather information from their favorite web sites 
in one location without browsing and searching for it manually. This is a fast 
way to disseminate updated content from multiple sources to end-users. It 
increases awareness of government information; improves communication. 

• Social Networking sites: Web sites designed to connect people in online 
communities. Participants are registered users who are allowed to interact 
with other users for social or professional purposes. Examples of social 
networking sites are MySpace, Facebook, and LinkedIn. All of these social 
networking sites enable users to create networks of contacts. Used to promote 
government services and information, for recruitment, and announce events. 

• Video Sharing: Use videos, images and audio libraries to share information 
by enhancing communication with on-line audiences.  YouTube is a prime 
example of this social media tool. Used for education and training, public 
outreach to new audiences, improves service delivery, and is a compelling 
channel to disseminate content. Government agencies are adding audio and 
video files to existing text as a way to enhance the message and increase 
awareness of the information 
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• Wikis: Collaborative publishing technology enabling multiple users to work 
on and publish documents online. Participants from different locations can 
contribute and modify existing documents (usually with editorial control). 
Documents are archived at a central location and users can access the 
documents by using hyperlinks. Used for knowledge sharing, cross boundary 
cooperation, engagement of contributors, increases transparency, increases 
project and time management, archives discussions and serves as a 
community repository. 

6   Social Media and Open Government 

The social media described above have been adopted widely by U.S. federal 
government agencies to achieve the goal of the open government directive. In 
addition, a progress report was issued in December 2009 outlining many of the 
initiatives undertaken by various agencies to achieve transparency, participation and 
collaboration [22]. For transparency, i.e. providing citizens with open data and 
information about what government is doing, this report lists the following efforts: 
For stimulus spending (Recovery.gov); general expenditures general 
(usaspending.gov); federal dashboard of information technology (IT) budgets 
(it.usaspending.gov); and entrepreneurship.gov and business.gov provide information 
on job creation and businesses. The primary purpose of Data.gov is to provide citizens 
usable data sets from various agencies that can be used in a variety of ways. In only 
one year data.gov has made available 272,677 datasets, 236 new applications have 
been created from Data.gov datasets, and eight cities and eight states have developed 
their own data sites [7]. Many agencies such as Department of Agriculture, Center for 
Disease Control, Department of Transportation provide high value data to improve 
the lives of citizens and each of these agencies use a variety of social media to share 
government data and information [22, p. 3]. Through a partnership with outside 
entities, the Federal Register, which records and archives the legislation and rules and 
procedures of government, is now available for download in a machine readable 
format. Fedthread.org is a web site that enables citizens to annotate the Federal 
Register and GovPulse (http://govpulse.us/) enables one to search by topic or location 
[22]. All of these web sites enable people to access government information and data 
and to use it for their own purposes.  

To encourage participation, government agencies are launching blogs, Twitter, 
social networking sites, RSS, podcasts and videos through which citizens can leave 
comments and raise issues and provide feedback. A major initiative, IdeaScale, was 
launched by 23 agencies to solicit online public feedback on their open government 
plans. This feedback tool was open from February 6 to March 19, 2010 and recorded 
more than 1,400 ideas, 3,200 comments, and 32,000 votes from more than 6,400 users 
[1]. To see the results of these dialogues one can visit OpenGov Tracker at 
http://www.opengovtracker.com/ and the Open Government Data and Reports available 
at http://www.usa.gov/webcontent/reqs_bestpractices/open/data_reports.shtml provides 
the raw data generated for each report. Other examples of engaging citizens and 
employees to participate are reflected by Open for Questions which allowed U.S. citizens 
the opportunity to ask questions about the economy and the Health IT Online Forum 
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enabled health care stakeholders to provide suggestions on improving health care through 
IT.  Some agencies are launching competitions and contests to engage citizens and to 
disseminate information. 

If participation efforts are designed to engage citizens and employees, then 
collaboration focuses on solving problems by engaging people to work together to 
offer solutions. Examples include the Department of Health and Human Services 
campaign to reach teens about the H1N1 flu by hosting video contests for the best 
H1N1 rap song. The National Lab Day effort created collaboration between 
government agencies and private and professional organizations to build communities 
of support for science, technology, engineering and math teachers [22]. Some 
examples of government agencies using wikis for internal collaborative work are: 
Intellipedia (U.S. intelligence community), Diplopedia (U.S. foreign affairs agencies 
within the State Department), OMB MAX Federal Community (Executive Branch 
personnel to collaborate on budget issues), and USGSA’s USA Services 
Intergovernmental Collaborative Work Environment (incubator space for 20 
intergovernmental communities). The OMB established a public Wiki (OMB 
USAspending.Gov) for the public to comment on the Federal Funding and 
Transparency Act. The U.S. Court of Appeals for the 7th Circuit, Practitioner’s 
Handbook is a wiki that can be viewed by the public, but only edited by members of 
the bar. Wikis are seen as useful for government agencies to increase knowledge 
sharing, crossing boundaries within and across agencies as well as geographical 
boundaries, to engage more people in the process, transparency, and for more efficient 
project management. It is regarded as a very flexible channel for fostering 
collaborative work within government and with the community [11, 13]. As indicated 
by these multiple examples of using social media for transparency, participation, and 
collaboration, it becomes apparent that one size does not fit all and that each 
organization should select social media designed to be aligned with their mission and 
goals [15] and citizens’ needs. Now that the uses of social media in Gov 2.0have been 
examined the next step is to identify challenges and obstacles for implementing social 
media in government.  

7   Are We There Yet? Challenges and Obstacles of Social Media 

No, but significant, first steps have been taken to begin to change the perspective of 
government employees about the relationships between government and stakeholders. 
In 2008 the Federal Web Managers Council published a whitepaper on the perceived 
and real barriers to implementing social media in government and to propose 
solutions [12]. One of the primary barriers at that time was that agencies perceived the 
use of social media as a technology issue and not as a communication tool that could 
extend the communication reach of organizations to new, targeted audiences. Other 
concerns centered around legal issues with third party vendors such as Twitter, 
Facebook, advertising, procurement, privacy, surveys, access, and administrative 
requirements for how agencies can communicate with the public during rulemaking 
[12]. Also in 2008 The Federal Web Managers Council published a whitepaper 
“Putting Citizens First: Transforming Online Government” that outlined six strategies 
to reform how the U.S. government delivers online services and information: 
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• Establish web communication as a core government business function, 
• Help the public complete common government tasks efficiently, 
• Clean up irrelevant and outdated content so people can find what they need 

online, 
• Engage the public in a dialogue to improve customer service, 
• Deliver the same answer from every service channel, 
• Ensure underserved population can access critical information online [3]. 
 

The 2010 annual report by the Federal Web Managers Council recognized 
numerous accomplishments over the past two years, but more importantly that 
progress was made toward achieving its top priority of helping the public complete 
their top task easily. In addition, the Council noted that it supported participatory 
government by assisting 24 agencies to open online dialogues engage citizens to share 
ideas and to help shape an agency’s open government plan. Although progress has 
been made, the Council noted several obstacles to achieving its goals: 

 

• Web communications is still not managed as core business function, 
• Top tasks are still difficult to complete, 
• Web sites are still too cluttered, 
• Public dialogues are not used to improve customer service, 
• Consistent answers are not provided through all channels, 
• Underserved populations are not a priority, 
• Performance measurement is not consistent, and 
• Need for resources to support open government [4, pp. 2-3]. 

 

While the Federal Web Managers Council is committed to overcoming these 
barriers, its top priority for the coming year is to improve government communication 
through all channels by delivering content that is clearly written, understandable, and 
engaging. This should help government agencies to send consistent messages through 
all channels and help the public to be able to complete their top tasks [4, p.3]. The 
Council is also committed to enable citizen participation, and to institutionalize the 
concepts of transparency and accountability,  

One of the most striking aspects of the Council’s plan is the focus on the needs of 
the end-user to be able to complete its top tasks. End-users, particularly online adults, 
are beginning to use digital channels to gather government information. A Pew 
Internet survey reported that 31 percent of Internet users did one of the following 
online activities in the last 12 months:  

 

• 15% watched a government video, 
• 15% signed up for received e-mail alerts, 
• 13% read a government agency or official blog, 
• 5% became a fan of a government agency or official, 
• 4% of cell phone users received text messages from a government agency or 

official, and 
• 2% followed a government agency or official on Twitter [21, p. 26]. 
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Moreover, these government social media users reported that they used a broad 
array of online and offline platforms to accomplish their tasks. While 95% of these 
government social media users visited one or more web sites, 66% of these same 
respondents also contacted a government agency by phone, in person, or letter [21, p. 
27]. Also these online government users, i.e. those whovisited one or more 
government web sites, reported that they are more likely to use other social media 
tools to gather information. The most frequently used tool was video (31%), followed 
by email alerts (27%), and government blogs (25%) [21, p. 27]. These findings may 
indicate that more frequent government web site visitors are exposed to different 
platforms for communicating with government. When asked about their attitudes 
toward online government services, the respondents reported that providing general 
information (67%), contacting public officials via web sites (62%), and completing 
tasks online (62%) were most important. Posting information on social networking 
sites or alerts via Twitter were less important [21, p. 34]. The survey also measured 
respondents’ attitudes of government using social media to engage citizens. Seventy-
nine percent reported that having the ability via social media to follow and 
communicate online with government helps people be more informed about what 
government is doing (transparency). Seventy-four percent felt that social media made 
government agencies and officials more accessible. Internet users perceived using 
social media for engagement more favorably than non-users [21, p. 37]. 

The findings from the Pew Internet survey seem to be consistent with the goals of 
the Federal Web Content Managers Council. The Council emphasizes clear, 
consistent, understandable communication via all channels, and the survey finds that 
even frequent government online users also use multiple channels to contact 
government. Secondly, government online users want to gather information and 
complete tasks online, and web content managers realize that online government 
information is still too cluttered and that it is still difficult to complete a task. Finally, 
the emphasis on using social media for engagement and transparency seems to be 
perceived favorably by Internet users which support the continuation of these efforts. 

8   Conclusions 

Gov 2.0 applications and social media have signaled a paradigm shift in the evolution 
of e-government services. Collaborative technologies are being used to engage 
citizens, to foster co-production and encourage transparency in government. Social 
media may be forging new relationships between government and stakeholders. For 
government agencies the focus is shifting from the collector and repository of 
information and data to sharing and collaborating with end-users to solve problems at 
all levels of government. To understand this shift in perspective, the theoretical 
background detailed above helps to explain the adoption and use of social media by 
government and citizens. First, from the Diffusion of Innovations theory one 
recognizes that as knowledge and awareness of social media expand, then the 
willingness to use these digital tools increases. This is supported by the Pew Internet 
survey findings that the more exposure to online Internet government information and 
services by the public, the more favorable are the public’s attitudes toward using other 
social media. Moreover, the more favorable attitudes Internet users have toward social 
media, the more likely they are to decide to use the medium and seek confirmation for 
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their decision. The rate of adoption both by government and citizens can be explained 
that social media tools provide an improvement over existing technologies and are 
relatively inexpensive to achieve communication goals and the goals of open 
government of transparency, participation and collaboration. In addition, social tools 
are easy to adopt and are compatible with existing technologies. Both government 
agencies and citizens can experiment with these technologies and the use of them is 
easily observable by others. Some government agencies may be considered early 
adopters, i.e. opinion leaders, while others are more cautious and fall into the category 
of early majority. In the online environment, both citizens and government agencies 
have been influenced by others they respect and who are engaging with social media 
successfully. Finally, a primary component of social media is the use for collaborative 
work which builds on collective intelligence to enable cooperation. Government 
agencies are using social media, both internally and externally, to solve problems.  

After reviewing social media use in government, one finds that social media are 
indeed being used extensively for transparency, participation, and collaboration. Social 
media are being used to build relationships with stakeholders by engaging them in 
conversations and soliciting their ideas on issues and projects. By making public data 
readily available and usable, citizens can have a clearer picture of what their 
government is doing and this impacts their perception of transparency. Moreover, 
through collaborative projects, citizens and government employees can impact 
government policies. The roles of social media in government will develop as usage 
increases and expectations of end-users increases as their familiarity with the 
technologies evolve. Social media become platforms for interacting with citizens. Most 
importantly, it is not about the collaborative technologies, it is about the communication 
and relationships with the stakeholders that is at the heart of this paradigm shift. 
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Abstract. Many recent works aim at developing methods and tools for the 
processing of semantic Web services. In order to be properly tested, these tools 
must be applied to an appropriate benchmark, taking the form of a collection of 
semantic WS descriptions. However, all of the existing publicly available 
collections are limited by their size or their realism (use of randomly generated 
or resampled descriptions). Larger and realistic syntactic (WSDL) collections 
exist, but their semantic annotation requires a certain level of automation, due 
to the number of operations to be processed. In this article, we propose a fully 
automatic method to semantically annotate such large WS collections. Our 
approach is multimodal, in the sense it takes advantage of the latent semantics 
present not only in the parameter names, but also in the type names and 
structures. Concept-to-word association is performed by using Sigma, a 
mapping of WordNet to the SUMO ontology. After having described in details 
our annotation method, we apply it to the larger collection of real-world 
syntactic WS descriptions we could find, and assess its efficiency. 

Keywords: Web Service, Semantic Web, Semantic Annotation, Ontology, 
WSDL, OWL-S. 

1   Introduction 

The semantic Web encompasses technologies which can make possible the generation 
of the kind of intelligent documents imagined ten years ago [1]. It proposes to 
associate semantic metadata taking the form of concepts with Web resources. The 
goal is to give a formal representation of the meaning of these resources, in order to 
allow their automatic processing. The process of defining such associations is known 
as semantic annotation (or annotation for short), and generally relies on libraries of 
concepts collectively described and structured under the form of ontologies. The 
result is Web documents with machine interpretable mark-up that provide the source 
material for software agents to operate. The annotation of Web resources is obviously 
fundamental to the building of the semantic Web. 

According to Nagarajan and Uren et al., in order to properly treat documents, 
annotating systems must follow a generic process [2] and meet seven different 
requirements [3]. The annotation process is composed of three primary steps that are 
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the identification of the entity to be annotated, its possible disambiguation and its 
association to a concept. The requirements are as follow. The first one is to use 
standard formats (R1). Indeed, they provide a bridging mechanism that allows the 
access to heterogeneous resources and collaborating users and organizations to share 
annotations. The second one is to provide a single point of entry interface (R2), so 
that the environment in which users annotate documents is integrated with the one in 
which they create, read, share and edit them. The third one is to support multiple 
ontologies and to cope with changes made to ontologies (R3). This last point ensures 
consistency between ontologies and annotations with respect to ontology changes. 
The fourth and the fifth requirements are related to the document to be annotated. An 
annotating system must support heterogeneous input formats (R4), and be able to 
manage the annotation consistency when the document evolves (R5). The sixth 
requirement is about the annotation storage (R6), for which two models are proposed: 
the annotations can be stored separately from the original document or as an integral 
part of the document. Seventh, and finally, as manual semantic annotation leads to a 
knowledge acquisition bottleneck, the last requirement deals with the automation of 
the annotating process (R7). Automated annotation provides the scalability needed to 
annotate existing documents on the Web, and reduces the burden of annotating new 
documents. 

Besides static Web content such as textual or multimedia documents, semantic 
annotation also concerns dynamic content, and more particularly Web Services (WS). 
WS are non-static in nature; they allow carrying out some task with effects on the 
Web or the real-world, such as the purchase of a product. The semantic Web should 
enable users and agents to discover, use, compose, and monitor them automatically. 
As Web resources, classic WS descriptions such as WSDL files can be semantically 
enhanced using the annotation principle we previously described, i.e. by the 
association of various ontological concepts. However, due to the particular structure 
of WS descriptions, these associations must comply with very specific constraints, 
which are different from those encountered for other kinds of Web resources such as 
Web pages. [2]. Indeed, the semantics associated with WS need to be formulated in a 
way that makes them useful to the application of WS. Sheth presents four types of 
semantics for the complete life cycle of a Web process: data, functional, non-
functional and execution [4]. Data semantics is related to the formal definition of data 
input and output messages. Functional semantics is related to the formal definition of 
WS capabilities. Non-functional semantics is related to the formal definition  
of constraints like QoS. Execution semantics is related to the formal definition of 
execution flows at the level of a process or within a WS. Semantically annotating a 
WS implies describing the exact semantics of the WS data and functionality elements, 
which are crucial for the use of the WS, as well as its non-functional and execution 
elements.  

Efforts for WS annotation include WS semantic languages as well as tools to 
annotate legacy WSDL files. The most prominent semantic languages are OWL-S [5], 
WSMO [6], WSDL-S [7] and SAWSDL [8]. While OWL-S and WSMO define their 
own rich semantic models for WS, WSDL-S and SAWSDL work in a bottom-up 
fashion by preserving the information already present in WSDL. Those description 
languages are used in many research projects focusing on various semantic-related 
applications like automatic discovery and composition. In order to test these 
applications, one needs a benchmark, i.e. a large collection of annotated WS [9]. Such 
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collections exist, but are limited in terms of size, realism, and representativity. These 
limitations are due to the fact the annotation process is generally performed manually, 
and is therefore costly. The use of an appropriate annotation tool can help decrease 
this cost, especially if it is automated. However, because of the specific structure of 
this kind of document, automatically annotating a WS description is much different, 
from the natural language processing perspective, than annotating other Web 
documents such as plain text. It consequently requires to perform a particular form of 
text mining, leading to dedicated tools such as ASSAM [10] or MWSAF [11]. But 
those tools also have their own limitations, the main one being they are only partially 
automated and require human intervention, which is a problem when annotating a 
large collection of WS descriptions. 

In this paper we present the first version of MATAWS (Multimodal Automatic 
Tool for the Annotation of WS), a new semantic WS annotator, whose purpose is to 
solve some of these limitations. MATAWS was designed with the objective of batch 
annotating a large collection of syntactic descriptions and generating a benchmark 
usable to test semantic-related approaches. It focuses on data semantics (i.e. the 
annotation of input and output parameters) contained in WSDL files, and currently 
generates OWL-S files (other output formats will shortly be included). Our main 
contributions are: 1) a full automation of the annotation process and 2) the use of a 
multimodal approach. We consider not only the parameter names, but also the names 
present in the XSD types used in the WSDL descriptions: type names, and names of 
the fields defined in complex types. 

The rest of this paper is organized as follows. Section 2 presents both existing 
ways of retrieving a collection of semantic WS descriptions: recover a publicly 
available collection and annotate a syntactic collection using one of the existing 
annotation tools. In section 3, we introduce MATAWS and describe our multimodal 
approach. In section 4 we apply MATAWS to the annotation of a publicly available 
collection of syntactic WS descriptions. Finally, in section 5 we discuss the 
limitations of our tool and explain how we plan to solve them. 

2   Solutions to Access an Annotated Collection 

When looking for a collection of semantic WS descriptions, one can consider two 
possibilities: either using a predefined collection, or creating his own one. In this 
section, we first review the main existing collections and their properties. The 
creation of a collection can be performed either by using a random model to generate 
artificial descriptions, or by semantically annotating a collection of real-world 
syntactical descriptions. The usual goal when looking for a semantic collection is to 
test WS-related tools on realistic data. To our opinion, the WS collections properties 
are not known well enough to allow the definition of a realistic generative model, 
which is why we favor the second solution. For this reason, in the second part of this 
section, we also review the main tools allowing to annotate WS descriptions. 

2.1   Collections of Semantic Descriptions 

The main publicly available collections of semantic WS are those provided by the 
ASSAM WSDL Annotator project, SemWebCentral and OPOSSum. Their major 
features are gathered in Table 1.  
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The ASSAM WSDL Annotator project (Automated Semantic Service Annotation 
with Machine learning) [12] includes two collections of WS descriptions named Full 
Dataset and Dataset2. Full Dataset is a collection of categorized WSDL files, which 
contains 816 WSDL files describing real-world WS. Dataset2 is a collection of OWL-
S files, obtained by annotating a subset of the WSDL files using the ASSAM 
Annotator (cf. section 2.2). 164 descriptions were fully labeled, assigning ontology 
references to the WS itself, its operations and their inputs and outputs.  

Table 1. Collections of semantic WS descriptions: main features 

Name Dataset2 OWLS-TC3 SAWSDL-TC SWS-TC 
Source ASSAM project SemWeb Central SemWeb Central SemWeb Central 
Type Real-world 

descriptions 
Real-world 
descriptions, 
partially resampled 

Real-world 
descriptions, 
partially resampled 

N/A 

Language OWL-S OWL-S SAWSDL OWL-S 
Annotated 
Type 

Data, 
Functional 

Data Data Data 

Size 164 1007 894 241 
Particular 
features 

Processed using 
Assam 
annotator 

Single interface, 
one operation per 
service 

Single interface, 
one operation per 
service 

N/A 

 
SemWebCentral [13] is a community whose purpose is to gather efforts from 

people working in the semantic Web area. Three semantic collections are available: 
OWLS-TC (OWL-S Test Collection), SAWSDL-TC (SAWSDL Test Collection) and 
SWS-TC (Semantic WS Test Collection). OWLS-TC3 is the third version of this test 
collection. It provides 1007 semantic descriptions written in OWL-S from seven 
different domains. Part of the descriptions were retrieved from public IBM UDDI 
registries, and semi-automatically transformed from WSDL to OWL-S. SAWSDL-TC 
originates in the OWLS-TC collection. It was subsequently resampled to increase its 
size, and converted to SAWSDL. The collection provides 894 semantic WS 
descriptions. The descriptions are distributed over the same seven thematic domains 
than OWLS-TC. SWS-TC is a collection of 241 OWL-S descriptions. There is not 
much information about this collection. 

OPOSSum (Online POrtal for Semantic Services) [14] is a joint community 
initiative for developing a large collection of real-world WS with semantic 
descriptions. Its aim is to create a suitable test bed for semantically enabled WS 
technologies. OPOSSum gathered the three semantic collections of SemWebCentral, 
plus the Jena Geography Dataset collection, explicitly collected within OPOSSum. 
The collection contains 201 real-world WS descriptions retrieved from public. All the 
described WS belong to the domains of geography and geocoding. Unfortunately, for 
now, no semantic descriptions are available for the services of the Jena Geography 
Dataset, which is why this collection is absent from Table 1. 

These collections have been widely used in semantic WS-related works [15, 16]. 
As shown in Table 1, they all focus on the annotation of the data elements, which 
corresponds to our objective. However, one can notice some limitations. SWS-TC 
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description is insufficient, it is not even clear if the WS descriptions are real-world. 
Dataset2 contains only real-world WS descriptions but it is very small, which can 
raise questions about its representativity. On the contrary, OWLS-TC3 and 
SAWSDL-TC contain a substantial number of descriptions. Nevertheless, these have 
been partially resampled in an undocumented way, which raises important questions 
concerning their realism. 

2.2   Annotation Tools 

From our point of view, WS annotation is considered as a one-time task, aiming at 
annotating legacy WS, which are described only syntactically. Newly created or 
modified WS should be (re)annotated manually by their authors, which is much 
preferable in terms of quality than any automatic processing. For this reason, and due 
to the specific nature of WS annotation, we are not concerned by all the 7 
requirements stated by Uren et al. [3] for general annotation tools. It is of course 
necessary to use standard formats for input and output (R1). A polyvalent 
environment is not necessary, since we do not want to modify existing descriptions or 
create any new ones (R2). The support of multiple or changing ontologies is relevant 
(R3), but it is not the most important point, so we chose to ignore it in this first work. 
The input format is constrained to WSDL (R4), since it is the de facto standard for 
syntactical WS description. As stated before, we do not plan to maintain annotations 
if WS are modified (R5). The model of annotation storage (R6) is constrained by the 
output format: separate form for OWL-S and integrated for WSDL-S and SAWSDL. 
Finally, the level of automation is of great interest to us, given our context (R7). 

Only a few publicly available tools exist to semantically annotate WS descriptions. 
Table 2 presents the main ones and summarizes their properties. They all take a set of 
WSDL files as input (R1 and R4), but differ on several properties such as their level 
of automation (R7) and the language used to output the semantic descriptions (R1). 
The tools are described in details in the rest of this subsection. 

Radiant is an open source tool created at the Georgia University [17]. It takes the 
form of an Eclipse plug-in and can output both SAWSDL and WSDL-S files. It 
provides a GUI which presents the elements constituting the WS description and 
allows to select the concepts one wants to associate to parameters or operations, by 
browsing in the selected ontologies. This interface makes the annotation process 
easier, but the annotation is nevertheless fully manual.  

ASSAM is an open source Java program developed at the University College 
Dublin [12], able to output OWL-S files. It provides assistance during the annotation 
process. First, the user starts manually annotating parameters and/or operations using 
an existing ontology. Meanwhile, ASSAM identifies the most appropriate concepts 
using machine learning methods. After enough information has been provided, the 
software is able to propose a few selected and supposedly relevant concepts when the 
user annotates a new WS.  

MWSAF is another open source Java tool created at the Georgia University [11]. It 
outputs WSDL-S files, and like ASSAM it has a machine learning capability allowing 
it to assist the user during the annotation process. It is able to annotate not only 
parameters and operations, but also non-functional elements. 
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WSMO Studio is an Eclipse plug-in initially designed to edit semantic WS based 
on the WSMO model. An extension allows annotating WS parameters and operations, 
and outputting the result under the form of SAWSDL files [18]. However, the tool 
does not provide any assistance to the user and the process is fully manual. 

Table 2. WS Semantic annotation tools and their properties 

Name Output Format Annotated Type Automation Last Update 
Radiant SAWSDL, 

WSDL-S 
Data, Functional Fully manual May 2007 

ASSAM OWL-S Data, Functional Assisted May 2005 
MWSAF WSDL-S Data, Functional, 

Non-Functional 
Assisted July 2004 

WSMO Studio SAWSDL Data, Functional Fully manual Sept. 2007 

 
Besides these annotation tools, several softwares allow to convert WSDL files to 

OWL-S files, but without performing any semantic annotation: they only apply a 
syntactic transformation and present the information contained in the original WSDL 
file under a form compatible with the OWL-S recommendation. WSDL2OWLS is an 
open source Java application created at the Carnegie Mellon University [19]. OWL-S 
Editor is a plug-in for Protégé (itself an ontology development environment) created 
at SRI [20]. Another software performing the same task is also called OWL-S Editor, 
but was developed at Malta University [21]. 

From this review, we can conclude the existing annotation tools present various 
limitations relatively to our goals. First, from a practical perspective, some of these 
tools are old and not supported anymore, which can cause installation and/or use 
problems. For instance, Radiant and ASAM are not compatible anymore with the 
current versions of some of the Eclipse plug-ins, libraries or API they rely on; 
meanwhile MWSAF installs and runs fine, but generates files without any of the 
annotations defined by the user. More importantly, these tools require important 
human intervention: Radiant and WSMO Studio are fully manual, whereas ASSAM 
and MWSAF only assist the user, after a compulsory learning phase. This justifies the 
development of our own tool, which we present in the next section. 

3   Proposed Annotation Method 

The absence of an existing solution fulfilling our needs compelled us to develop our 
own tool to semantically annotate WS descriptions. The main differences with the 
other annotation tools are the exploitation of several sources of information and the 
automation of the annotation process. In this section, we first describe the general 
architecture of our tool, which is made up of several independent components. We 
then focus separately on the components of interest, explaining their design and 
functioning. 
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3.1   General Architecture 

MATAWS takes a collection of WSDL files as input and generates a collection of 
OWL-S files as output. Fig. 1 gives an insight of its modular structure, which includes 
five different components. Among these components, two are using external APIs 
(Associator and Output Component), whereas the three remaining ones were 
developed by us in Java. The Input and Output components are not of great interest 
with regards to the topic of this article, which is why we describe them shortly here. 
The other components are described in details in the following subsections. 

 

Fig. 1. Architecture of MATAWS 

The Input Component is in charge for extracting the set of all operation parameters 
defined in the considered collection of WSDL files. We designed a parser able 
(among other things) to retrieve the parameter names, type names and type structures 
(in the case of complex types) [22]. The Output Component is used after the 
annotation process to generate a collection of OWL-S files corresponding to 
annotated versions of the input WSDL files. For this purpose, we selected the Java 
OWL-S API, which provides a programmatic read/write access to OWL-S service 
descriptions [5]. Note we plan to add support for WSDL-S and SAWSDL by using 
other appropriate APIs. 

The three remaining components correspond to the core of the annotation process. 
After the input component has parsed the WSDL files, it fetches parameters 
information to the Preprocessor. This one originally focuses on the parameter names, 
decomposing, normalizing and cleaning them so that they can be treated by the 
Associator. This component is based on the inference engine Sigma [23], whose role 
is to associate an ontological concept to a word. If Sigma is successful and manages 
to return a concept, this one is associated to the considered parameter. After all the 
parameters of a WS have been annotated, the Output Component is used to generate 
an OWL-S file with both the information contained in the original WSDL file and the 
selected concepts. However, for various reason explained later, it is not always 
possible for Sigma to find a suitable concept for every parameter. In this case, the 
Type Explorer accesses some properties related to the parameter data type, to obtain 
what we call subparameters. These are then fetched to the Preprocessor and the core 
processing starts again. In case of repeated annotation failure, this process can be 
repeated recursively until success or lack of subparameters. 

Input 
Component

Preprocessor Associator Output 
Component 

Type Explorer 

WSDL Collection OWL-S Collection 

Parameters Words Annotations

Subparameters Syntactic 
Descriptions 

Data Types Semantic 
Descriptions 
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3.2   Preprocessor 

In order to work properly and propose a suitable concept, the Associator needs to 
process clear and normalized words. However, the names defined in real-world WS 
certainly do not meet this criterion. First, the meaning of an operation, parameter or 
type can hardly be described using a single word. For this reason, most names are 
made up of several concatenated words, separated either by alternating upper and 
lower cases or by using special characters such as dots, underscores, hyphens, etc. 
Second, sometimes the result is too long and abbreviations are used instead of the 
complete words. Finally, an analysis of any collection quickly shows different 
additional characters such as digits or seemingly useless separators can also appear. 

Of course, there is no way to define an exhaustive list of the various forms a name 
can take in a WS description, but WS programmers actually follow only a few 
conventions, which allows performing very efficient preprocessing by applying a set 
of simple transformations to break a name into usable words. We distinguish three 
steps during name preprocessing: decomposition, normalization and filtering. 

Table 3. Preprocessing examples 

Transformation Original Name Extracted Words 
Decomposition WhiteMovesNext White, Moves, Next 
Decomposition Number3Format Number, Format  
Decomposition AUsername Username 
Decomposition User_name User, name 
Normalization no number 
Normalization Password password 
Filtering Parameter - 
Filtering Body - 

 
The decomposition consists in taking advantage of the different types of 

concatenations we identified to break a name into several parts. It also involves some 
cleaning, in the sense all characters which are not letters are removed and diacritical 
marks are deleted. Table 3 shows some examples involving case alternation, and digit 
and underscore used as separators. 

The normalization role is first to provide the Associator a clean version of the 
word, typographically speaking, by setting each word to lower case. Moreover, the 
normalization handles abbreviations, by replacing them with the corresponding full-
length words. Table 3 gives an example of the name no being replaced by the word 
number. However, this last task is very context-dependent, because some strings are 
both full words and common abbreviations. For instance, no could simply mean the 
opposite of “yes”, used to negate the following concatenated word, e.g. no_limit. 
For this reason, human intervention can be necessary to set up this preprocessing, and 
adapt it to the considered collection. We chose to allow the user to define a list of 
common abbreviations. 

Finally, we added a filtering step to deal with stop-words, i.e. words with no 
particular semantic information relatively to their context. For instance, the string 
parameter commonly appears in parameter names, without bringing any significant 
information, since the syntax of the WSDL file already allows to know if a certain 
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name points out at a parameter. For this reason, it can be considered as noise and 
ignored.  Even more than before, the nature of the stop-words is closely linked to the 
domain of application, and requires human intervention to adapt the list of stop-words 
we defined. 

Let us consider as an example the preprocessing of the name ASessionId_02. 
First it will be broken down to the words A, Session and Id while the numeric end of 
the name (02) will be ignored. The normalization step will transform them in a, 
session (lowercase) and identity (replacing an abbreviation). Finally, the filter will 
remove the article a, because it is a stop-word. Eventually, for this name 
ASessionId_02, the Preprocessor will output the two words session and identity. 

3.3   Associator 

As mentioned before, we use an existing tool called Sigma to associate a concept to a 
word. It is written in Java and allows to create, test, modify and infer ontologies [23]. 
It is provided with the Suggested Upper Merged Ontology (SUMO), which (unlike its 
name suggests) contains also mid-level and domain ontologies [24]. SUMO is free, 
covers a wide range of fields, and it has been mapped to the whole WordNet lexicon 
[25]. It was initially defined using the SUO-KIF language [26], and it is currently 
being converted in OWL [27]. 

Table 4. Concept association examples 

Word SUMO Concept associated by Sigma 
buffalo HoofedMammal 
school EducationalProcess 
talk Communication 

Although its main purpose is to work on ontologies, Sigma also offers a 
programmatic access to this mapping under the form of a method taking an English 
word as input and outputting a SUMO concept. Table 4 gives a few examples of such 
associations. The names we processed are most of the time not plain English words, 
which justifies our preprocessing.  

3.4   Type Explorer 

Although our focus is primarily on parameter names, we described the two previous 
components in general terms, because they can be applied to any kind of names. 
Indeed, different difficulties can arise, making it impossible to associate a concept to a 
parameter name. First, the Preprocessor might fail to break the name down to relevant 
words, hence fetching the Associator strings it cannot map to appropriate concepts. 
Second, the Preprocessor might filter all the words resulting from the name 
decomposition, meaning it will not be able to provide the Associator any word to 
process. This can be the case, for instance, when a name is composed of a single stop-
word or several concatenated ones (e.g.: SomeParameter_08). Third, even if at least 
one correct English word can be fetched to the Associator, it is possible this one 
simply does not find any associated concept. 
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All three cases, or any combination of these three cases, result in the fact no 
concept could be associated to the considered parameter. To overcome this problem, 
we propose a multimodal approach taking advantage of latent semantics contained in 
the data type information available through WSDL files. First, in real-world WS, a 
large proportion of types have a user-defined name, whose meaning can be considered 
as complementary to the parameter name. Additionally, many of these custom types 
are complex in the XSD sense, i.e. they can be compared to the structured data types 
used in programming languages. A parameter whose type is complex is made up of 
several subparameters, which can recursively be composed themselves of other 
subparameters, if they have a complex type too. Therefore, by taking advantage of the 
data types, one can access the semantic information implicitly contained in the type 
names and subparameter names and types. 

 

 

Fig. 2. Excerpt from a real-world WSDL file: parameter with a complex XSD type 

Fig. 2 gives an example of a complex type extracted from a real-world WSDL file. 
A parameter named category has a complex type called categoryDetail, defined 
as a sequence of two strings: a singer and a composer. If we suppose the word 
category is a stop-word, the Associator will not be able to provide any concept for 
this parameter. However, considering the words singer and composer gives access to 
additional information usable by the Associator. 

The principle of our Type Explorer component is as follows. It is activated when 
the processing of the parameter name could not be used to successfully identify any 
concept. We start with the type name: if it is custom, we process it exactly like the 
parameter name, going through the preprocessing and association steps. In case of 
failure to associate any concept, we go further and consider the type structure. If it is 
complex, we access the first level of subparameters. For now, we only consider XSD 
sequences, because these are the most widespread, however the same approach can be 
extended to the other kinds of XSD types. We first focus on the subparameter names, 
and if the association is inconclusive, on their type names. In case of failure, the 
process recursively goes on by analyzing the structure of the subparameter types to 
access the second level of subparameters. The recursion stops when there is no more 
level to process (permanent failure) or as soon as concept can be associated (success). 

<message name="GetCategories"> 
    <part name="category" type="categoryDetail" /> 
</message> 
...

<complexType name="categoryDetail"> 
    <sequence> 
        <element name="singer" type="xsd:string" /> 
        <element name="composer" type="xsd:string" />
    </sequence> 
</complexType> 

... 

... 
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4   Application to Real-World Descriptions 

To assess its performance, we applied MATAWS to a collection of syntactic WS 
descriptions. We wanted to use a large collection of real-world descriptions, in order 
to avoid specific cases and to get consistent results. Given these criteria, the best 
collection we could found is the Full Dataset collection from the ASSAM project 
[12], previously mentioned in our review of WS descriptions collections (section 2.1). 
It contains 7877 operation distributed over 816 real-world WS descriptions. In this 
section, we present the results we obtained on this collection. First we adopt a 
quantitative point of view and distinguish parameters only in terms of annotated or 
non-annotated. Second, we analyze the results qualitatively and discuss the relevance 
of the concept associated to the parameters.  

4.1   Quantitative Aspect 

We first focus on the proportion of parameters from the Full Dataset collection which 
could be automatically annotated by MATAWS. In this section, we consider a 
parameter to be successfully annotated if our tool was able to associate it to at least 
one concept. Table 5 displays several values, corresponding to the progressive use of 
the different components described in section 3. Each row represents the performance 
obtained when using simultaneously the specified functionality and those mentioned 
in the previous rows. 

The first line corresponds to the direct application of the Associator, with no 
significant preprocessing. The only transformation consists in setting parameter 
names to lowercase, which is compulsory to apply Sigma. Under these conditions, 
MATAWS can propose a concept for 39.63% of the parameters. This means close to 
40% of the parameters names are single words, which can be retrieved directly in 
WordNet. The rest needs more preprocessing to be successfully annotated. 

The second row corresponds to the introduction of the decomposition step. The 
small improvement in the success rate (around +2%) allows us to think compound 
names do not contain directly recognizable words. By adding the normalization step, 
the improvement is extremely large (almost +48%). Further analysis shows this is 
only marginally caused by the replacement of abbreviations by full words. Among the 
remaining 10%, one can found specific parameter forms we plan to introduce in our 
preprocessing, and word variations such as plural forms, also easily integrable in our 
approach. 

Table 5. Success rates obtained by using the different functionalities of MATAWS 

Added Modification Proportion of Annotated Parameters 
No preprocessing 39,63% 
Decomposition 41,94% 
Normalization 90,01% 
Filtering 69,06% 
Type Explorer 72,04% 
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A strong decrease (–21%) can be observed when introducing the filtering step. 
This means that, among the associated words, many correspond to stop-words, or 
concatenations of stop-words. In this case, the Annotator might be able to retrieve a 
concept, but this one is useless in this context (e.g. parameter). The introduction of the 
Type Explorer allows improving slightly our success rate (+3%), but its effect is not 
as strong as we expected. This can be justified by the fact most parameters with a 
custom type where annotated using only their names. Moreover, the type structure is 
difficult to exploit in this collection, because some types defined as complex 
surprisingly do not actually have any content (i.e. no subparameters at all). 

4.2   Qualitative Aspect 

The quantitative analysis reflects the fact a large proportion of parameters could be 
associated to a concept. The question is now to know if these associations, which 
were automatically retrieved, are relevant relatively to the context.  For this matter, 
we isolated all the words detected in the whole set of parameters, thanks to our 
Preprocessor and Type Explorer. Table 6 shows the first most frequent words with 
their associated concept.  

Overall, most of the annotated words are associated to relevant concepts, leading to 
an approximate success rate of 83%. Words like computer, month, numeric, 
password, customer are perfectly recognized, but this is not the case of several 
widespread words such as name, user, address or value.  

Irrelevant concepts are due to the fact some words have several meanings and can 
therefore be associated to several concepts. Such ambiguity can be raised directly 
when the considered word has most probably a unique meaning in the context of WS. 
For instance, when the word user is submitted to Sigma, it outputs three concepts, 
including the one expected in this case, i.e. “someone employing something”. 
However, the top result corresponds to “someone who does drugs”, which explains 
the associated concept (DiseaseOrSyndrome). Similarly, the appropriate concept for 
name is among the concepts returned by Sigma, but the top result correspond to its 
meaning in the expression “in the name of the law”, hence the concept 
(HoldsRight). The quality of the annotation could be improved for such common 
words by simply selecting a priori the appropriate concepts, like we defined lists of 
stop-words and abbreviations.  

The selection of an accurate concept can also be context dependent, which makes it 
impossible or difficult to perform it a priori. For instance, the word value corresponds 
to many concepts equally likely to appear in a WS description: quantity, monetary 
value, time duration, etc. Regarding this problem, the quality of the automatic 
annotation can be improved by deriving concepts from several words, when they are 
available. For instance, if the parameter name is value01 and its type is 
myCurrencyType, then we have enough information to infer the most relevant 
concept. This can be done, for example, by taking advantage of the WordNet textual 
definitions. 
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Table 6. List of the most frequent words, with their associated concept. Bold rows represent 
semantically irrelevant concepts 

Word Occurrences Associated Concept 
identity 1255 TraitAttribute 
key 548 Key 
name 470 HoldsRight 
user 424 DiseaseOrSyndrome 
code 295 Procedure 
number 294 Object 
address 258 SubjectiveAssessmentAttribute 
date 203 DateFruit 
city 168 City 
amount 135 ConstantQuantity 
administrator 128 Position 
message 115 Text 
value 106 ColorAttribute 
password 98 LinguisticExpression 
pass  70  ContestAttribute 
customer  52  Customer 
company  51  Corporation 
phone  41  Device 
electronic  35  ElectricDevice 
computer  33  Computer 
mailing  33  Transfer 
month  32  Month  
numeric  32  Number  

 

5   Conclusion 

In this article, we presented our tool MATAWS, which implements a new method to 
semantically annotate WS descriptions. It focuses on WS parameters, i.e. on the Data 
semantics [4], and implements most of the requirements defined by Uren et al. [3] and 
relevant to our context: it processes WSDL files and produces OWL-S files (R1 & 
R4), and is fully automated (R7). This automation level is enforced through the use of 
both an ontological mapping of the WordNet lexicon, and a multimodal approach 
consisting in using not only parameter names, but also data type names and structures 
to identify appropriate ontological concepts. When compared to existing annotation 
tools such as ASSAM [12] and MWSAF [11], it is important to notice that MATAWS 
is much less flexible, because it does not include any machine learning abilities. This 
is due to the fact our goal is different: we want to batch annotate a large collection of 
WS descriptions without any human intervention, whereas the cited works aim at 
helping human users to annotate individual WS descriptions. Moreover, we tested 
MATAWS on a large collection of syntactic real-world WS descriptions, and despite 
its simplicity, it obtained very promising results, with 72% of the parameters 
annotated.  

The version presented in this article constitutes a first step in the development of 
our tool. Although some parameters could not be associated with relevant concepts, it 
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is clear that we reduced the manual labor required for the annotation of WS. 
However, for now this reduction is not important enough to spare human intervention, 
which is needed at least to control the result of the annotation process. To get around 
this limitation, we plan to improve our tool on several points. First, in order to lower 
the proportion of parameters we failed to annotate, we can use other sources of latent 
semantics present in the WSDL descriptions: natural language descriptions and names 
of messages and operations. Second, the association step can be improved in two 
ways. We can complete the Associator by including more tools able to map a lexicon 
to an ontology, such as DBPedia [28]. This would complete and enhance the results 
already obtained through Sigma. Also, by taking advantage of our multimodal 
approach, we can retrieve all the words related to a given parameter through its data 
type, in order to compare them with concept definitions expressed in natural language 
(as found in a dictionary). 

Acknowledgments. The authors would like to thank Koray Mançuhan, who 
participated in the development of MATAWS. 

References 

1. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web. Scientific American (2001) 
2. Nagarajan, M.: Semantic Annotations in Web Services. Semantic Web Services, Processes 

and Applications 3, 35–61 (2006) 
3. Uren, V., Cimiano, P., Iria, J., Handschuh, S., Vargas-Vera, M., Motta, E., Ciravegna, F.: 

Semantic Annotation for Knowledge Management: Requirements and a Survey of the 
State of the Art. Journal of Web Semantics 4, 14–28 (2006) 

4. Sheth, A.P.: Semantic Web Process Lifecycle: Role of Semantics in Annotation, 
Discovery, Composition and Orchestration. In: Workshop on E-Services and the Semantic 
Web (2003) 

5. Martin, D., Burstein, M., Hobbs, J., Lassila, O., McDermott, D., McIlraith, S., Narayanan, 
S., Paolucci, M., Parsia, B., Payne, T., Sirin, E., Srinivasan, N., Sycara, K.: Owl-S: 
Semantic Markup for Web Services, http://www.w3.org/Submission/OWL-S/ 

6. de Bruijn, J., Bussler, C., Domingue, J., Fensel, D., Hepp, M., Keller, U., Kifer, M., 
König-Ries, B., Kopecky, J., Lara, R., Lausen, H., Oren, E., Polleres, A., Roman, D., 
Scicluna, J., Stollberg, M.: Web Service Modeling Ontology,  
http://www.w3.org/Submission/WSMO/ 

7. Akkiraju, R., Farrell, J., Miller, J., Nagarajan, M., Schmidt, M.T., Sheth, A., Verma, K.: 
Web Service Semantics - Wsdl-S, http://www.w3.org/Submission/WSDL-S/ 

8. Farrell, J., Lausen, H.: Semantic Annotations for Wsdl and Xml Schema,  
http://www.w3.org/TR/sawsdl/ 

9. Küster, U., König-Ries, B., Krug, A.: Opossum - an Online Portal to Collect and Share 
Sws Descriptions. In: International Conference on Semantic Computing, pp. 480–481 
(2008) 

10. Hess, A., Johnston, E., Kushmerick, N.: Assam: A Tool for Semi-Automatically 
Annotating Semantic Web Services. In: International Semantic Web Conference (2004) 

11. Patil, A., Oundhakar, S., Sheth, A., Verma, K.: Meteor-S Web Service Annotation 
Framework. In: International Conference on the World Wide Web (2004) 



 MATAWS: A Multimodal Approach for Automatic WS Semantic Annotation 333 

 

12. Hess, A.: Assam (Automated Semantic Service Annotation with Machine Learning) Wsdl 
Annotator,  
http://www.andreas-hess.info/projects/annotator/index.html 

13. InfoEther, BBN Technologies: Semwebcentral.Org,  
http://wwwprojects.semwebcentral.org/ 

14. Küster, U., König-Ries, B., Krug, A.: Opossum Online Portal for Semantic Services,  
http://hnsp.inf-bb.uni-jena.de/opossum/ 
index.php?action=dataguide 

15. Skoutas, D.N., Sacharidis, D., Kantere, V., Sellis, T.K.: Efficient Semantic Web Service 
Discovery in Centralized and P2P Environments. In: Sheth, A.P., Staab, S., Dean, M., 
Paolucci, M., Maynard, D., Finin, T., Thirunarayan, K. (eds.) ISWC 2008. LNCS, 
vol. 5318, pp. 583–598. Springer, Heidelberg (2008) 

16. Ma, J., Zhang, Y., He, J.: Web Services Discovery Based on Latent Semantic Approach. 
In: ICWS (2008) 

17. Gomadam, K., Verma, K., Brewer, D., Sheth, A., Miller, J.: Radiant: A Tool for Semantic 
Annotation of Web Services. In: International Semantic Web Conference (2005) 

18. Dimitrov, M., Simov, A., Momtchev, V., Konstantinov, M.: WSMO studio – A semantic 
web services modelling environment for WSMO. In: Franconi, E., Kifer, M., May, W. 
(eds.) ESWC 2007. LNCS, vol. 4519, pp. 749–758. Springer, Heidelberg (2007) 

19. Srinivasan, N.: Wsdl2owl-S,  
http://www.semwebcentral.org/projects/wsdl2owl-s/ 

20. Elenius, D., Denker, G.: Owl-S Editor,  
http://owlseditor.semwebcentral.org/index.shtml 

21. Scicluna, J., Abela, C., Montebello, M.: Visual Modelling of Owl-S Services. In: IADIS 
International Conference WWW/Internet, Madrid, ES (2004) 

22. Cherifi, C., Rivierre, Y., Santucci, J.-F.: Ws-Next, a Web Services Network Extractor 
Toolkit. In: 5th International Conference on Information Technology (2011) 

23. Pease, A.: Sigma Knowledge Engineering Environment,  
http://sigmakee.sourceforge.net/ 

24. Niles, I., Pease, A.: Towards a Standard Upper Ontology. In: International Conference on 
Formal Ontology in Information Systems, Ogunquit, US-ME (2001) 

25. Pease, A., Niles, I.: Linking Lexicons and Ontologies: Mapping Wordnet to the Suggested 
Upper Merged Ontology. In: IEEE International Conference on Information and 
Knowledge Engineering, pp. 412–416 (2003) 

26. IEEE: Suo-Kif (Standard Upper Ontology Knowledge Interchange Format),  
http://suo.ieee.org/SUO/KIF/suo-kif.html 

27. McGuinness, D.L., Harmelen, F.: Owl Web Ontology Language,  
http://www.w3.org/TR/owl-features/ 

28. Universität Leipzig, Freie Universität Berlin, OpenLink: Dbpedia.Org,  
http://wiki.dbpedia.org 

 



S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 334–344, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Meshing Semantic Web and Web2.0 Technologies to 
Construct Profiles: Case Study of Academia Europea 

Members 

Petra Korica-Pehserl1 and Atif Latif2 

1 Institute for Information Systems and Computer Media 
2 Institute for Knowledge Management  

1,2 Graz University of Technology, 
Infeldgasse, 8010Graz, Austria 

pkorica@sbox.tugraz.at, 
atif.latif@student.tugraz.at 

Abstract. Web is gaining a huge amount of data with every passed second. It is 
often claimed that information is doubling tenfold as fast as knowledge. This 
outburst of data posed the real challenges of searching and information 
management. A naive web user today struggles to find their piece of 
information at one place e.g. if user looks for information on some topic he or 
she is likely to find many links to a site containing some information on the 
topic, but it is the user who then has to wade through many snippets in 
consolidating them into one coherent piece of information to get the answer. 
The idea of obtaining consolidated information is still an unsolved problem. 
Traditional search approaches are failing to generate a consolidated and 
aggregated view on data due to meaningless state of the most data. Meanwhile 
Semantic Web with structured, interlinked, machine-readable databases is 
gaining on relevance and opening new gateways for data betterment. The goal 
of this paper is to describe an approach which encompasses Web 2.0 and 
Semantic Web technologies to locate and aggregate person’s relevant 
information into one user profile. In this study we experimented with our 
approaches on scientists of Academia Europaea for their consolidated 
information. We propose an application where this found information can be 
consolidated and presented in coherent / perceivable way. We also proposed a 
tool which can assist editors in selecting and gather pieces of related 
information from different sites by following aggregated links without 
infringing copyright. We hope that the combination of Web 2.0 and Linked 
Data technologies can resulted in better management of Information and our 
proposed application can help users to have better view about the person 
information which in other cases dispersed on the Web. 

Keywords: Web 2.0, Semantic Web, Linked Data, User Profiles. 

1   Introduction 

The Era of Web 2.0 brought revolutions in the way we manage and share information 
on today’s Web, giving more access, flexibility and control about the content. Many 
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Web 2.0 services like blogs, wikis, communities, comments and tags emerged on the 
scene changing stateless Web to participatory one. The ease of use offered by these 
services brought the flood of information along with them, in consequence lot of 
unmanaged information piled up in pre data stock. The bulk of information available 
on today Web is clearly very fragmented, diverse and hard for common user to search 
in, for their desired information. To cater to the problem of finding relevant 
information on the Web search engines offer their services to the users. Search 
engines provide the facility to search on the basis of some keywords which they map 
to the description of the page and rank them on the hit value. Some of the popular 
search engines are Google, Yahoo and Bing. Due to an innovative page rank 
algorithm and very large indexed corpus Google currently leads the search engine 
market. However, since its launch mid-year 2009 Bing has gained a relevant market 
share [1]. Search engines return different types of information (Web pages, pictures 
etc.) on the basis of entered keywords. Still, every day, it is getting harder to find the 
information we are actually looking for. This is perhaps one of the biggest problems 
of search engines. They have a problem coping with the amount of information and 
services available, particularly since so many similar pieces of information occur in 
different places. Thus there is a need of a robust aggregation and consolidated 
mechanism returning fewer but more reliable results [2].  

More specifically if we talk about person’s data search on the Web. Normally, a 
search engine returns just a bulk of non-clustered links of mixed quality, like the Web 
page of person, CV or multimedia content, and users have to dig down further by 
following the links to find intended information. So the first logical step would be the 
aggregation of the results. These aggregation services should be able to gather all the 
possible information about a person crafted from Web in order to offer users a unique 
and coherent view. As we will see in the related work section, such aggregation 
engines are getting increasingly popular. However the aggregation services still return 
links according to statistical computation how well a search term matches a document 
on the Web. But would it not be great if a machine could understand which website, 
person, recent tweet, Flickr photo, or Facebook message we are currently looking for? 
Then we could get much better and more relevant search results in shorter time. 
However, currently, this is not yet quite possible because machines lack the semantic 
understanding and common sense to build bridges between information. In order to 
accomplish this, machines need access to knowledge databases and a common query 
language for extracting the information from the databases. Under the term of 
Semantic Web some techniques and linked databases emerged which could help us 
accomplish this [3][4]. 

In this paper we concentrated on two streams of World Wide Web i.e. Web 2.0 and 
Semantic Web, as they offer certain advantages in their respective usage. On the one 
hand Web 2.0 provides more variety of authoritative data in more unstructured and 
machine un-friendly way by API services which need certain heuristics and machine 
learning algorithms for knowledge exploration, on the other hand Semantic Web 
techniques (Linked Data) provide limited datasets but in more structured form, which 
can easily be located and disambiguated. Taking these facts into account, the goal of 
the paper is to develop an approach which encompasses information retrieved from 
both Web 2.0 and Semantic Web technologies together to locate and aggregate 
person’s relevant information into one user profile. We want to show that combining 
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search engines API’s along with intelligent use of semantic technologies and datasets 
related information can be located, disambiguated and delivered to the user. Further 
we propose an application where the information found can be aggregated and 
presented in a coherent way as well as proving that Semantic Web technologies and 
Conventional Web applications assist each other in better information management. 

2   Related Work 

Important information about a company or a person is now-a-days not only stored on 
a traditional Web page but also in the Web 2.0 services like blogs, forums, Facebook, 
etc. Because the bulk of information is found online, having consolidated results is of 
great importance for both companies and people. While traditional search approaches 
like searching for the name return a bulk of unsorted information, search services 
specialized for searching people or company data like Zoominfo [6], 123people [7], 
Pipl [8], Intelius [9] are getting increasingly popular today. These services adopted 
conventional crawling, indexing and parsing of Web pages to retrieve and cluster the 
information. For example Zoominfo currently crawls and indexes 45million people 
and nearly 5 million companies from the open Web to locate details of individual 
people and companies and then constructs profiles using artificial intelligence 
techniques (see [10]). Some other search machines like Intelius or Zabasearch [11] 
use publicly available government records and commercial sources [12] in addition. 

For example when a user searches for the person, in this case a scientist "Hermann 
Maurer" his personal information, served universities, invited speakers talks, awards, 
attended events, his co-authors and other relevant pieces of information need to be 
presented to the users. This kind of services will certainly help out users to find 
information in a more easy way and in a clustered form. 

Furthermore it is important to conduct the search for the “right” person in case of 
two or more persons having the same name (note: this is usually not the case with 
companies due to market laws). The disambiguation of the person’s name is always a 
challenging task due to invariabilities and similarities we found in names of the 
persons belonging to similar or different disciplines. In the future we want to solve 
this by using different heuristics inspired by popular approaches in disambiguation 
used by popular search services like presenting list of all possible people with similar 
name, using metadata for clustering of similar interest people and analysis of social 
networks. By analysis it is clear that the usage of metadata or additional information 
can help to be more domain-specific and can cut down the search results. 

Meanwhile Semantic Web with structured, interlinked, machine-readable databases 
is gaining on relevance. Our approach differs from standard people search engines 
mentioned above (for example Zabasearch, Zoominfo, …) by using a search engine 
API (currently Bing Search API [13]), which results we streamline using heuristics 
and cluster similar to people search engines, in combination with Semantic Web 
databases like Linked Open Data to enrich already found resources. This means we 
try to combine Semantic Web (e.g. Linked Open Data) and Conventional Web (Web 
services, Datasets especially Web2.0) to find information of a person, integrate it and 
present it to the user. To authors’ best knowledge there are no similar concepts and 
frameworks currently. We envision that the use of this additional data which is very 
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well linked to other semantic resources can help us provide a more detailed, dynamic 
and interlinked user profile.  

Semantic Web (Linked open Data) offers various machine readable structured 
datasets which could be read by so called software agents to “understand” the content 
and the relationships between the entities in and outside of the datasets. One of the 
core projects which have recently played a vital part in enlightening the idea of 
Semantic Web is known as Linked Open Data [5]. This project was initiated by 
Semantic Web Education and Outreach (SWEO) Interest Group in October 2007 and 
provides semantically rich metadata datasets in more structured way by use of well-
established semantic technologies (RDF [23], RDFa [24], N3 [25]) and ontologies. 
The Linked Data Cloud continues to grow rapidly and currently there are about 13.1 
billion RDF triples which came cross from different practical, social, business and 
research domains. These well-structured, openly available datasets along with extra 
added utility of query languages (SPARQL) can be explored for knowledge discovery 
and creating cross-references between relevant resources at more ease.  

A dataset worth mentioning is DBpedia, a semantic flip of Wikipedia. DBpedia is 
considered one of the most promising knowledge bases, having a complete ontology 
along with Yago classification [14]. It currently describes more than 2.9 million 
things, including at least 282,000 persons, 339,000 places etc. [15]. The knowledge 
base consists of 479 million pieces of information (RDF triples). The openly available 
RDF dumps make DBpedia an interesting subject of study. Its heavy interlinking 
within the Linked Data cloud makes it a perfect resource to search URIs. For current 
study, we concentrated on the part of DBpedia that encompasses data about persons 
due to its large indexing of personal data. The availability of datasets containing 
information about persons (DBpedia [26], FOAF [27], SIOC [28], DBLP [29]) 
provides a test ground to make applications that can locate, discover, aggregate and 
link personal information on the fly in various contexts. 

Various studies have been conducted to highlight the potential benefits in use of 
these Linked Data person datasets, for example a recent study by Stankovic [16] has 
shown the certain benefits and drawback of using Linked data Open datasets for the 
profiling and expert systems. Set of crafted heuristics introduced in this study showed 
that Linked Data semantically enriched datasets has on a very good chance to be 
exploited as a playground to find certain interlinked information about the person on 
focus i.e. FOAF profile, publication list, authored books, video talks , blogs and 
Wikipedia articles. This chunks of interlinked information can be further explored by 
the Query languages (SPARQL) to get more hidden facts by issuing a queries on this 
information (considered as a single database) resulting in a knowledge discovery.  

We have already proposed and implemented a system highlighting the certain 
benefits which developer and end user can have by use of semantic technologies and 
linked data datasets.[17] This system is named as CAF-SIAL (Concept Aggregation 
Framework for Structuring Informational Aspects of Linked Open Data) [18]. CAF-
SIAL is a proof of concept application to discover and present informational aspect of 
resource (Person) from Linked Data. CAF-SIAL is based on a methodology for 
harvesting person's relevant information from the gigantic Linked Open Data cloud. 
The methodology is based on combination of information: identification, extraction, 
integration and presentation. Relevant information is identified by using a set of 
heuristics. The identified information resource is extracted by employing an 
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intelligent URI discovery technique. The extracted information is further integrated 
with the help of a Concept Aggregation Framework. Then the information is 
presented to end users in logical informational aspects. This system is recently tested 
on authors of an Open Digital Journal named as “Journal of Universal Computer 
Science”. Further information about this system can be referred at [19]. 

In this paper we concentrate on one group of persons – on scientists. Motivated 
from these related systems in Web 2.0 and Semantic Web domains we planned to 
experiment in our test application with the test set Academia Europaea on similar 
grounds. Our objective of this study is to combine both unstructured Web 2.0 
information and structured Semantic Web information by using Concept Aggregation 
Framework in one single system to find and present the information about member of 
Academia Europea. 

3   Test Set 

In this paper we want to explain our approach using a simple set of scientists of 
Academia Europaea. The Academia Europaea is a European (located in London), 
non-governmental non-profit association acting as an Academy. The Academy was 
founded in 1988, and has over 2000 members from thirty five European countries and 
eight non-European countries. The Academy is divided into 19 Academic Sections, 
each representing an independent scientific discipline. The Sections are ruled by 
Section chairs and their committees. The membership includes leading experts from 
the physical sciences and technology, biological sciences and medicine, mathematics, 
the letters and humanities, social and cognitive sciences, economics and the law. The 
members are scientists and scholars who collectively aim to promote learning, 
education and research. Membership is by invitation only, following a peer review 
selection process. The Academy has over 40 Nobel laureats in different disciplines 
[20]. With the set of persons chosen, we ran into two difficulties: 

First, since the selection process for Academia Europea is demanding, the average 
age of members is high, hence less computer savvy than would happen with a 
younger group. Thus, finding information on scientists from Academia Europaea on 
the Web is a challenging task. After all, search services of course can only find data 
which is stored somewhere on the Internet. This can be a problem when dealing with 
person search for elderly people as their profiles and work records (for example 
publications from Academy members) are normally not directly available or on their 
own sites (many do not have one), but can often (if at all) found indirectly via Web 
pages from their universities or through reports on their achievements.  

Second, the AE has three main groups: humanities, natural science and 
medical/biological sciences. Of those a high percentage of members of the humanities 
are less likely to use computers and the Web than members form the other groups. 

Third, Academy members come from over 40 different countries. Information is 
therefore found in many different languages. Multilanguage websites can pose a 
problem for semi-automatic detection of information about the scientist. Ideally the 
heuristics form extracting the right information should be done in many different 
languages, and after detecting the language of the website some translation software 
or some other heuristics should be used. 
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Thus, looking at the situation in hand sight it is clear that our techniques would 
produce still better results for e.g. a group of young scientists in natural sciences using 
a common language. However, this does make our modest success even more 
significant. 

4   Approach 

As described above we tested our application on the members of Academia Europaea 
test set. There were 2,249 test scientists from different fields of research for example 
molecular biology, economics, physics, astronomy, history, computer science and 
other scientific fields. As search query we automatically inserted full name of the 
scientist from the Academia Europaea member database into our application. 

4.1   Conventional Web Search Approach 

In the first experiment we used the search application for searching for images of 
Academy members on the Web. As mentioned above we wrote this application in C# 
using Bing version 2 API from Microsoft [13]. Bing Search API is used for querying 
the name of the searched person and it can return different types of results like Web 
pages, images, videos etc. The API returns various response fields for each result, see 
[21], amongst others it returns the ImageResult.Title Property. This property 
represents the so called “ALT” tag which represents the alternative text for the picture 
and usually gets displayed when user drives with the mouse over the picture or when 
the picture cannot be displayed on a web page. Given this, the ALT tag normally 
contains a quite good representation of what is shown by the picture. In this 
experiment we parse the ALT tag for the name of the scientist in the query and we 
only return images where ALT tag contains at least one part of his or hers name. After 
the query is finished, we display ten best images to the user. Each thumbnail leads the 
user to the web page containing the image so that he or she can then have the last 
decision whether the displayed result is correct.  

The same approach can of course be used for various usages, for example also for 
text or video retrieval. A different part of our applications does this. Given the same 
query (= name of the searched person) for the image search our application starts 
various Web search queries using different metadata. It simultaneously performs a 
web search for Wikipedia pages, curriculum vitae, publication list, awards (for 
example there are over 40 Nobel prize winners in the Academy!), talks, special 
celebrations (for example celebration of 60th or 70th birthday), interviews, etc. A 
search for publications on the Web is also performed. In this case we parse the 
returned results’ URLs and return only results where the URL contains at least one 
part of the name given in the query in order to get high quality results. The results are 
then clustered in four parts – Wikipedia, Homepage, Curriculum Vitae and 
Publications – which are displayed in separate frames. The described parts of the 
application are depicted in Figure 1 below. 
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Fig. 1. Results for image and Web (Wikipedia, homepage, CV and publications) search for 
Prof. Hermann Maurer, a member of Academia Europaea 

Table 1 below shows the example results for our first experiment with image 
search for Academia Europaea test set. 

Table 1. This table shows some of the example results for image search 

Academia Europea test set Image Search 
Number of subjects 
Returned images without heuristic 
Returned images with heuristic 

2.249 
19.068 
13.349 

 
As we can see from the results of Table 1 this simple heuristic already helps in 

reducing the amount of false results. Note that just parsing URLs does not yet solve 
the disambiguation of the names. For example James Black is a name of a member of 
Academy but as this is a common name the probability is high that the Internet is full 
of URLs and images containing “James Black”. Even Wikipedia returns 23 results for 
“James Black” [22] and among them is our searched person James W. Black a British 
doctor and the winner of Nobel prize. One possible solution for this problem is adding 
some additional metadata to the query text like “Nobel” in this case, however this 
means that user has to have some knowledge about the domain of the searched 
person. In addition by restricting this application to search about various information 
concerning Academia Europaea scientists, or scientists in general, one could also 
profit of having a consistent domain-related metadata basis (e.g. scientific metadata) 
and therefore also better results. 

4.2   Linked Data Search Approach 

In our Linked Data (Semantic Web) approach, we used DBpedia and DBLP as our 
focused source to find URI of the Academia Europea members. DBLP dataset is used 
to specifically have the publication list to add more variety in the anticipated profile 
of the Person. In Linked Data a specific and unique URI is used to represent an entity 



 Meshing Semantic Web and Web2.0 Technologies to Construct Profiles 341 

(Person, Place etc.), so locating a URI is considered as an important task. This URI is 
then further de-referenced to find additional information. We construct an algorithm 
which uses semantic technologies (ARC2, SPARQL) to locate the URI from DBpedia 
and DBLP. After applying this algorithm on the 2,249 members, we are able to locate 
1,171 DBpedia URI and 505 DBLP URI. Further to nullify the ambiguous and wrong 
URI we passed it through set of heuristics. In the end we able to find 334 Valid 
DBpedia URI and 505 DBLP URI of the members as listed in Table 2. 

Table 2. Result returned in Linked data search 

Academia Europea test set Linked Data Search 
Number of subjects 
DBpedia URI of the AEMembers  
DBLP URI of the AE Members 

2.249 
1171 
505 

Authenticated DBpedia URIs  334 

 
For example if we continued with our example of Hermann Maurer that we 

searched in conventional web previously, has successfully located his DBpedia URI 
and DBLP URI. After dereferencing these URI, in DBpedia we have found properties 
describing his biography, professional details as well as we got handful of his recent 
and old publications indexed by DBLP. 

In concluding our two approaches, for future we envision organizing this 
information and presenting the results as shown in Figure 2 below: here we have 
aggregated the images, CV, Wikipedia links found by Bing search and Linked data 
retrieved information (biography and DBLP indexed publications) in one profile. We 
hope that this proposed system will give user a coherent and detail view of the 
information at one place. Still this initial aggregation returns a large set of links and 
documents and we believe that some sort of editorial process is needed due to sort out 
and consolidate this information. 

The editorial process is also needed due to copyright issues it is important to think 
about how the consolidated information will be saved and presented to the user. It is 
not just possible to gather all the information from different sites and copy it to a 
consolidation server. This means we need to create a possibility to consolidate and 
display relevant data without infringing copyright. Instead of the trivial approach 
which would be to verify whether found pictures, videos and other multimedia 
content may be used, here we propose a tool where an editor can easily prepare steps 
necessary to gather and consolidate the information wanted and display it on-the-fly 
when user requests the information.  

Our suggested approach is to gather a first version of consolidated information for 
a person with all relevant and unique links offered by the combination of Web 2.0 and 
Semantic Web. In the second step we ask a team of editors to go through the links, 
check them and annotate them. For example this editorial team first looks at the links 
and thinks about how to display relevant links and data on the server without 
infringing copyright. Then an editor uses a special plugin which records all necessary 
steps how the data of the interest is to be handled and displayed. For example Nobel 
Foundation has a copyright on all the pictures on their Web site. So if we take a 
picture of a Nobel prize winner as an example then the automatic part of our approach 
returns a link to a picture of this person on, among other image search result pages, 
the Nobel Foundation site. In order to be able to use this picture, editors start a plugin. 
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Fig. 2. Future Application Interface  

This kind of plugin takes a group of parameters describing what to do in this case, 
for example do a screen dump, scroll to a part of page and cut out the picture using 
given coordinates, the date of link retrieve etc. These parameters would be added in as 
simple as possible manner – for example like recording a screen using Camtasia [30] 
and marking the relevant content on a screen dump. This plugin could be 
implemented as a server based application module that does not require the 
installation of any software on the user’s PC or workstation. It can therefore be used 
by anyone independent of hardware and operation system, as long as a Web browser 
is available. First author described a similar approach in [31] by developing a 
presentation tool called SIP which is able to avoid the violation of copyrights, allow 
access to data that may not be available to all and assure that the sources are always 
quoted properly. Our new plugin could also be installed on a publicly accessible 
server, in our case on the new Web Site of Academia Europaea which is currently 
programmed at our institute using JSP-Wiki Server [32]. 

We believe in using semi-automated approach for information retrieval in our 
application where firstly given query results from picture, video, audio and Web 
searches are combined into person’s profile and secondly a team of editors checks this 
profile for relevance of the results and copyright issues. 

5   Conclusions and Future Work 

We discussed an approach for combining results from Web 2.0 and Semantic Web 
into a structured person profile. In the future this approach could also be used for 
aggregation of results for objects like for example a famous city, university and other 
objects of interest.  
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A big advantage of using Web 2.0 in combination with Semantic Web is that 
currently more data (especially user generated content) can be found in the Web 2.0 
giving extra edge in searching as compared to Semantic Web. Regarding Web 2.0 part 
of the application we want to develop more robust heuristics which can deal with 
multi-language environment of the Web - as for example our test data the members of 
Academia Europaea come from many different countries and therefore have lots of 
Web resources on different languages.  

Currently an important advantage of our application is the semi-automatic search 
approach. As we already know, the areas where humans and machines excel are 
different. Therefore our software combines the best features from both perspectives 
and let the computer do the “hard” work of automatically searching the Web and 
presenting the results to the human, for example to an editor. Editors can easily 
understand the context of a given result and decide whether this it is relevant or not. 
Editors will also deal with the copyright issue by starting the plug-in described above 
and helping the machine to display the results correctly and without copyright 
violations. We believe that the idea of a plug-in for on the fly passing information to 
the user (i.e. using the server as client) to avoid copyright issues will gain even more 
importance in the future. 

References 

1. http://www.zdnet.de/news/digitale_wirtschaft_internet_ebusin
ess_comscore_bing_baut_marktanteil_in_den_usa_weiter_aus_sto
ry-39002364-41528722-1.htm (last visited May 16, 2010) 

2. Alexander Korth, A.: The Web of Data: Creating Machine-Accessible Information, Read 
Write Web (April 18, 2009),  
http://www.readwriteweb.com/archives/web_of_data_machine_acc
essible_information.php (last visited May 30, 2010) 

3. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web – A new form of Web content 
that is meaningful to computers will unleash a revolution of new possibilities. Scientific 
American Online Edition (May 17, 2001),  
http://www.ryerson.ca/~dgrimsha/courses/cps720_02/resources/
Scientific%20American%20The%20Semantic%20Web.htm  
(last visited May 16, 2001) 

4. Dbpedia.org (last visited May 16, 2010) 
5. Bizer, C., Heath, T., Ayers, D., Raimond, Y.: Interlinking Open Data on the Web. In: 

Demonstrations Track at the 4th European Semantic Web Conference, Innsbruck, Austria 
(May 2007) 

6. Zoominfo, http://www.zoominfo.com/ (last visited May 30, 2010) 
7. 123people, http://www.123people.at/ (last visited May 30, 2010) 
8. Pipl, http://pipl.com/ (last visited May 30, 2010) 
9. Intelius, http://www.intellus.com (May 30, 2010) 

10. http://www.zoominfo.com/About/company/technology.aspx  
 (May 30, 2010) 

11. http://www.zabasearch.com (last visited May 30, 2010) 
 



344 P. Korica-Pehserl and A. Latif 

12. Ramasastry, A.: Can We Stop Zabasearch – and Similar Personal Information Search 
Engines?: When Data Democratization Verges on Privacy Invasion,  
http://writ.news.findlaw.com/ramasastry/20050512.html  
(last visited May 30, 2010) 

13. Bing, API, Version 2,  
http://msdn.microsoft.com/en-us/library/dd251056.aspx  
(last visited May 30, 2010) 

14. YAGO: A Core of Knowledge,  
http://www.mpiinf.mpg.de/yago-naga/yago/  
(last visited May 30, 2010) 

15. Auer, S., Bizer, C., Kobilarov, G., Lehmann, J., Cyganiak, R., Ives, Z., Bpeddia, D.: A 
Nucleus for a Web of Open Data. In: Proceedings of the 6th International Semantic Web 
Conference, Busan, Korea. Springer, Heidelberg (2007) 

16. Stankovic, M., Wagner, C., Jovanovic, J., Laublet, P.: Looking for Experts? What can 
Linked Data do for You? In: Proceedings of the Linked Data on the Web Workshop 
(LDOW 2010), Raleigh, North Carolina, USA, April 27 (2010) 

17. Latif, A., Afzal, M.T., Ussaeed, A., Hoefler, P., Tochtermann, K.: CAF-SIAL: Concept 
aggregation framework for structuring informational aspects of linked open data. In: 
Proceedings of International Conference on Networked Digital Technologies, Ostrava, 
Czech Republic, July 28-31, pp. 100–105 (2009) 

18. Latif, A., Afzal, M.T., Ussaeed, A., Hoefler, P., Tochtermann, K.: Harvesting Pertinent 
Resources from Linked Data. Accepted in Journal of Digital Information Management 

19. Latif, A., Afzal, M.T., Helic, D., Tochtermann, K., Maurer, H.: Discovery and 
Construction of Authors’ Profile from Linked Data (A case study for Open Digital 
Journal). In: Proceedings of the Linked Data on the Web Workshop (LDOW 2010), 
Raleigh, North Carolina, USA (April 27, 2010) 

20. http://acadeuro.org/index.php?id=6 (last visited May 30, 2010) 
21. http://msdn.microsoft.com/en-us/library/dd250942.aspx  

(last visited April 18, 2010) 
22. http://en.wikipedia.org/wiki/James_Black  

(last visited April 24, 2010) 
23. http://www.w3.org/TR/rdf-primer/  

(last visited June 15, 2010) 
24. http://www.w3.org/TR/xhtml-rdfa-primer/  

(last visited June 15, 2010) 
25. http://www.w3.org/DesignIssues/Notation3.html  

(last visited June 15, 2010) 
26. http://dbpedia.org (last visited June 15, 2010) 
27. http://www.foaf-project.org/ (last visited June 15, 2010) 
28. http://sioc-project.org/ (last visited June 15, 2010) 
29. http://dblp.l3s.de/d2r/ (last visited June 15, 2010) 
30. Camtasia – a screen recording tool,  

http://www.techsmith.com/camtasia.asp (last visited June 17, 2010) 
31. Trattner, C., Helic, D., Korica-Pehserl, P., Maurer, H.: Click, Click– and an Educational 

Presentation is Available on the Web. Accepted in ED-MEDIA 2010  
32. JSPWiki - A feature-rich and extensible WikiWiki engine built around the standard J2EE 

components,  
http://www.jspwiki.org (last visited June 19, 2010) 



S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 345–356, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Towards Ontology-Based Collaboration Framework 
Based on Messaging System  

Gridaphat Sriharee 

Department of Computer and Information Science 
King Mongkut’s University of Technology North Bangkok 

1518 Piboolsongkram, Bangsue, Bangkok 10800 
gridaphat@kmutnb.ac.th 

Abstract. This paper proposes a collaboration framework to support the 
participants to realise the workflow of business process transaction regarding 
the message exchange. The collaboration framework is implemented into 
functional management layers: business process, ontology and technical layer. 
In ontology management layer, a collaboration ontology is created and used for 
realising the collaboration messages. The sequence diagram and state diagram 
are designed according the requirement of business process management to 
model the collaboration flow. In technical management layer, the framework is 
implemented on the JMS messaging platform. A scenario of logistics 
collaboration is demonstrated and it shows that effective collaboration can be 
achieved. In addition, a discussion of job tracking is presented to suggest how 
the system benefits from the ontology-based collaboration description.  

Keywords: Collaboration, Messaging System, Ontology. 

1   Introduction 

Organisations use collaboration as a method to exchange information inside and 
across their boundaries. A collaboration framework is designed to help the 
participants in a (business) community to achieve clearly defined outcomes. The 
collaboration framework enables integration and automation of business processes. 
Good collaboration can reduce transaction costs. Therefore, organisations that 
collaborate efficiently have greater revenues than their competitors. Organisations can 
create various business models that will be offered to customers.  The business model 
combines a set of services while the collaboration framework provides a collaboration 
process to support such a model.    

A simplified mechanism for collaboration can be implemented through a 
messaging system. The messaging system supports collaboration within and across 
organisations. Basic messaging models are point-to-point and publish-subscribe 
messaging models. The message exchanging is implemented by an asynchronous 
communication protocol. The messaging system provides a means for collaboration 
by allowing the actors (collaboration applications) to post events and react to the 
events posted by other actors. The messages posted are sent to message queues in the 
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messaging system. The message queues are implemented by database and/or file. The 
recorded messages in the message queues represent states of the collaboration and 
that information can be used for job tracking.  

The collaboration framework is a framework that supports business process 
management. The business process has its business workflow (e.g. described by 
BPEL) which may require collaboration across manual or automated tasks during 
business process transactions. Such business process is typically of long duration and 
some of the exchanging messages are routed to the collaboration framework that 
works with the intention to achieve effective communication across various business 
applications and delivery channels. The collaboration framework gives information to 
detect the progress of business process execution and guarantees delivery of the 
messages which lead to a collaborative business process.  

This paper proposes a collaboration framework from technical perspective that is 
realisable by three functional logic of management layers: business process layer, 
ontology layer and technical layer, as follows: 

 

• Business process layer focuses on the function to realise the business 
operations through collaboration message concerning collaboration in the 
transacted business process. Modeling the collaboration message is realised 
by the UML sequence diagram and the UML state diagram.  

• Ontology layer focuses on the formal semantics of the collaboration 
message. A collaboration ontology is proposed as a shared knowledge of the 
collaboration message exchanging in the collaboration. Also, the ontology-
based collaboration description is created and represented by OWL [1]. The 
collaboration ontology is realised in both the business process and technical 
layers.  

• Technical layer focuses on the architecture of the collaboration framework 
that is developed on JMS messaging platform [2]. In this layer, the 
collaboration tracking component is introduced. It uses the ontology-based 
collaboration description for event tracking relating to the collaboration.  

A collaborative logistics is demonstrated to present how the collaboration is 
realised according to the mentioned management layers. The rest of this paper is laid 
out as follows.  Section 2 introduces the need of collaboration with an example of 
logistics delivery process. Section 3 presents a collaboration framework with the 
functional management in the business process layer, ontology layer and technical 
layer. Section 4 discusses the use of ontology-based collaboration description for job 
tracking purposes. The requirements of message tracking and some examples of 
tracking are given. Section 5 discusses some related works and section 6 presents a 
conclusion and discusses future work. 

2   A Scenario of Logistics Delivery Process 

This section presents an example of collaboration required in the logistics. 
Collaborative logistics is an important process to reduce the cost of cooperation 
management within and between organisations. It enables the delivery process to be 
conducted with high performance that meets the requirements of the customers. Thus, 
the efficient collaboration is required in the logistics organisations. 
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Fig. 1 depicts a simple scenario of a logistics business process for goods delivery 
analysed by [3]. A logistics company provides a value chain business with four main 
sections: customer service, operation, warehouse and distribution sections. These 
sections use telephone and email communication for collaboration. Each section may 
have its own particular logistics application used to support its operation and each 
such application may link to one or more applications belonging to the other sections. 
Note that the automated collaboration framework executed by software application is 
not yet addressed in this scenario. Collaboration in the logistics delivery process is 
initiated by a customer who sends an email to customer services requesting goods 
delivery. The customer service section coordinates with the operation section to 
prepare goods delivery through supporting applications. Later, the operation section 
sends e-mails to the warehouse and distribution section for preparing the cargo release 
of goods with D/O (Delivery Order) lists requested by the customer. The warehouse 
prepares goods packages following the D/O lists for shipment.  The distributions 
section issues a D/O ticket that is used for picking goods from the warehouse and later 
transports the goods to the customer. To enable collaborative logistics, software 
integration is required. A messaging system is one of the technologies that can be 
considered for enterprise application integration [4], and this can be implemented for 
collaboration.   

 

Fig. 1. An interaction among the participants in the delivery process of a logistics company 

3   The Collaboration Framework 

Fig. 2 depicts an overview of the proposed collaboration framework and is logically 
classified into business process, ontology and technical layers.  

In the business process layer, the collaboration manager creates the collaboration 
specifications: a UML sequence diagram and a state diagram which represent the 
collaboration. These diagrams are analysed according to the business process 
specification created by the business process manager. The sequence diagram presents 
the interactions among the actors in the collaboration. The state diagram presents the 
states of the collaboration messages of a particular business function. The BPM model 
is a standard for capturing business processes at the level of domain analysis [5]. In 
this research, the BMP model is addressed as a foundation of the collaboration 
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specifications.  Here, the collaboration specifications represent business operations 
from a technical perspective rather from the high-level business process prospective. 

In the ontology layer, the collaboration manager interacts with the collaboration 
information manager, a component for generating ontology-based collaboration 
description that is compatible with collaboration specifications. The collaboration 
information manager is presented as a tool that is capable of transforming UML state 
diagram schema (e.g. XMI [6]) to ontology-based schema i.e. OWL schema. This will 
be developed by providing the mapping parser.  The ontology-based collaboration 
description is created by using the definitions of collaboration messages defined in the 
collaboration ontology (created by the collaboration manager).  

The messaging system supports asynchronous communication protocol with 
reliable delivery.  In this research, collaboration is realised by the ontology-based 
messaging system in the technical layer. It is a messaging system developed on a JMS 
platform [2] and is enhanced by using ontology-based collaboration description for 
job tracking purposes. The participants (customer service, operation, warehouse and 
distribution sections) can query particular events of interest using such ontology-
based collaboration description.  

 

Fig. 2. The collaboration framework 

3.1   Business Process Layer 

This layer focuses on how to describe the collaboration and collaboration message 
between the actors participating in the collaboration. The interaction between the 
actors is thus considered according to the sequence of sending/receiving messages in 
the collaboration.  

Fig. 3 depicts a UML sequence diagram that represents the collaboration in a 
logistics delivery process according to the collaboration mentioned in Section 2. The 
actors are collaboration applications: customer service, operation, warehouse, 
distribution and system applications. The system application is introduced to the 
model for message synchronisation and administration purposes.  Fig. 4 depicts a 
UML state diagram of the collaboration. The collaboration message is represented by 
some states according to analysed sequence diagram (Fig. 3). A state has its 
transition. A state changes to another state when there is a call for sending a message.  
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A transition has a sender and a receiver actor (indicated by parenthesis); the state is 
owned by the sender, so for example NewTask is the state of the operation actor. A 
particular collaboration message is hence defined according to a series of states 
occurring in the various actors and that indicates about a whole activity chain of a 
particular process. Note that each actor also has its own states to complete its 
individual task. For example the operation actor is in the waiting state before it 
changes into the NewTask state.  

 

Fig. 3. Sequence diagram of the collaboration 

 

Fig. 4. State diagram of the collaboration 
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3.2   Ontology Layer 

Ontology is a shared model to represent the conceptualisation of things in a particular 
domain [7]. Ontology is also used as an agreement to achieve a common 
understanding of information use between the participants in a community. Regarding 
the business process, ontology is created to represent a high level description of the 
information used in the system; such a description is easily understandable by humans 
and is available for the machine to query.    

The collaboration ontology is created for describing the collaboration messages 
(represented by states) and relevant properties according to the collaboration.  The 
collaboration is represented in terms of state machine model with reference to the 
state diagram analysed in the business process layer. The state associates to the 
messaging information that is described by some attributes such as message id, send 
date, receive date, job number and additional detail. The collaboration comprises 
states and collaboration activities with upper concepts depicted in Fig. 5.  The 
collaboration activity concept represents the transition associating to the state. The 
collaboration activity can be an operation activity relating to the messaging function 
and also a manual activity such as phone calling or emailing to the users.   

In this layer, the ontology-based collaboration   description described by OWL is 
created. Such a description is used for a particular collaboration; the example shown 
in Fig. 6 is the collaboration information for the collaboration of the logistics delivery 
process according the state diagram analysed in the previous section.  

 

Fig. 5. A Collaboration Ontology 
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<rdf:RDF
xmlns="http://www.example.com/collaborationonto.owl#"
xml:base="http://www.example.com/collaborationonto.owl"
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:owl="http://www.w3.org/2002/07/owl#">
<CollaborationMessages rdf:ID="LogisticsDeliveryProcess">
  <representedBy
    rdf:resource="#LogisticsDeliveryProcessStateMachine"/>
</CollaborationMessages>
<StateMachine
       rdf:ID="LogisticsDeliveryProcessStateMachine">
       <hasState rdf:resource="#CargoReleaseToWHIssued"/>
       <hasState rdf:resource="#DistributionPrepared"/>
       <hasState rdf:resource="#GoodsOnTruck"/> 
       <hasState rdf:resource="#CargoReleaseToDTIssued"/>
       <hasState rdf:resource="#PickUpPrepared"/> 
       <hasState rdf:resource="#PickUpInProgress"/>
       <hasState rdf:resource="#WarehousePrepared"/>
       <hasState rdf:resource="#InitState"/> 
       <hasState rdf:resource="#GetOrder "/> 
       <hasState rdf:resource="#NewTask"/> 
       <hasState rdf:resource="#ClearAccount"/> 
       <hasState rdf:resource="#CompleteDelivery"/>
    </StateMachine> 
  <State rdf:ID="NewTask"> 
   <transition rdf:resource="#SendCargoReleaseWHDetail"/>
   <transition rdf:resource="#SendCargoReleaseDTDetail"/>
   <predecessor rdf:resource="#GetOrder"/> 
  </State> 
  <OperationActivity rdf:ID="SendCargoReleaseWHDetail">
        <sender rdf:resource="#Operation"/> 
        <receiver rdf:resource="#Warehouse"/> 
  </OperationActivity> 
  <OperationActivity rdf:ID="SendCargoReleaseDTDetail">
        <sender rdf:resource="#Operation"/> 
        <receiver rdf:resource="#Distribution"/> 
  </OperationActivity> 
</rdf>

 

Fig. 6. Part of an ontology-based collaboration description for collaborative logistics 

3.3   Technical Layer 

In this research, the ontology-based messaging system is developed on a JMS 
messaging platform. Fig. 7 depicts the components of an ontology-based messaging 
system. Client applications are developed according to the actors involved in the 
collaboration.  

The message queues are managed for particular actors and each is represented by a 
table in the database. The messages sent and received in the framework are 
represented by states. Their associated messaging information are stored in the table 
of the message queue database. The JMS object (java class) is created for each 
message queue. A collaboration tracking component provides job tracking function to 
the framework. Collaboration manager creates message tracking requirements  
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(discussed in Section 4) which are some events of interest. The message tracking 
requirements are used as inputs of the collaboration tracking component for 
monitoring tasks or assigning automatic tasks in the collaboration. Fig. 8 depicts an 
example of customer service client to issue a new task and to track the delivery 
process according the message exchange. 

 

Fig. 7. The technical layer 

  

 

Fig. 8. Example of client application 

4   The Use of Ontology-Based Collaboration Description 

In the technical layer, the collaboration tracking component is introduced. It requires 
the message tracking requirement as input information. The message tracking 
requirement represents the events of interest specified by the collaboration manager. 



 Towards Ontology-Based Collaboration Framework Based on Messaging System 353 

Such events may relate to a particular actor or the entire collaboration process and 
may relate to some external actors not directly involved in the computing framework 
(e.g. customers). The purposes of tracking vary from simple to complex questions for 
example:  

 
(i) If the goods are not delivered to the customer within 2 days after the 

goods are picked up from the warehouse, then the system must notify the 
distribution manager.  

(ii) If the goods are ready to deliver then customer service should call to the 
customer to confirm the delivery date.  

(iii) If the goods have been delivered to the customer already, then the 
system reports the lists of tasks to history log file. 

(iv) Is the goods delivery finished?  
(v) Where is the current state of the task in the workflow? 
(vi) How is the sequence of states of the collaboration of particular job? 
(vii) What activity must be performed when the goods are ready for delivery? 

 
From the examples mentioned above, it is clear that tracking purposes can be 

considered as belonging to the need to manipulate task and the need to question the 
knowledge of the transacted process during execution time and in general events.  

The implementation of the message tracking is considered from two different 
angles:  how to represent the message tracking requirement? and how to use such  
requirement in execution framework? The latter point of view requires the output 
from the former to be the input of the execution system. Regarding the former point 
of view, there are a number of representation languages that can be used to represent 
the message tracking requirement. Some rule-based languages can be used for 
representation. For example, XML rule-based language (e.g. RuleML [8]), semantic 
rule-based language (e.g. SWRL [9], WRL [10]) and RDF language (e.g. TRIPLE  
[11]). With such representation, humans can understand the description and the 
described description enables the machine to query. For example, the rule that 
satisfies requirement (ii) can be defined as the expression  

 
State(GoodsOnTruck) →   

  CollaborationActivity(CallUserToConfirmDeliveryDate). 
 

This rule states that if the antecedent is true then the consequent must be true.  
Regarding the execution framework, the execution can be manipulated in 

application logic and by querying technique and rule-reasoning. For an execution that 
requires rule reasoning, the rule engine is needed as well as the transformation from 
the rule representation to another rule format that the rule engine can execute (e.g. 
SWRL to Jess). An identifying a suitable implementation depends on some technique 
and the experiences of the developer. For example, the requirement (iv) can be 
implemented by querying technique that is checking whether the collaboration 
message is in the state CompleteDelivery which means that the goods are 
delivered to customer already. Below is an example of the OWL/RDF instance 
description that created from messaging information recorded in the message queue 
database.  
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<MessagingInfo rdf:ID="MsgJob01"> 
 <messageID rdf:datatype="&xsd;int">1    </messageID> 
 <detail rdf:datatype="&xsd;string"> 
      Good delivery is confirmed.        </detail> 
 <jobNumber rdf:datatype="&xsd;int">111  </jobNumber> 
 <receiveDate rdf:datatype="&xsd;dateTime"> 
       2010-09-05T19:37:27               </receiveDate> 
 <associate rdf:resource="#CompleteDelivery"/> 

</MessagingInfo> 
 

The SPARQL [12] query that satisfies the requirement (iv) is specified as follows:  
 

SELECT  ?job  ?date 
WHERE {  

?messageInfo <#associate>  <#CompleteDelivery>. 
?messageInfo <#jobNumber>   ?job. 
?messageInfo <#receiveDate> ?date.   

   } 
With separating the management of the ontology layer from the technical layer, job 

tracking is more flexible. For example, enrichment description relating to tracking 
requirement can be implemented into the collaboration ontology while the 
information stored in the message queue database may contain simple information 
only. Also, various queries can be defined.  

5   Related Works 

There are some related works as follows. [13] presented a collaboration ontology used 
to promote integration among collaborative software tools such as e-mail, chat and 
forum.  [14] discussed an ontology that is developed to represent different aspects of 
workflows for collaborative ontology development. [15] proposed a conceptual model 
for business process collaboration using the process ontology. The process ontology 
represents formal semantics of the process elements (e.g., entities, objects, activities) 
and gives formal understanding of the process model. According to message tracking, 
[16] proposed the message tracking for publish-subscribe messaging middleware 
based on the JMS API and [17] proposed the message attributes and the message 
tracking in web services framework. The message is defined according to the SOAP 
messaging protocol. [18] presented a JMS agent gateway that is responsible for  
message exchange from JMS providers to logistics multi-agent brokers. They used  
ontology as an information model to define a task for message exchange. [19] 
proposed a collaborative network that uses ontology-based information to automate 
the specification of BPMN collaborative processes. 

This research adopts ontology as a shared model for use in the collaboration but 
uses it for a different purpose from [13] and [14]. However, some defined concepts 
are similar in which tracking process relates to state and transition and activity as 
basis information. This work is close to [15] and [19] in which ontology is used to 
represent formal semantics of the collaboration. However, the proposed collaboration 
ontology is created from technical perspective rather from business process 
perspective discussed in [15] and [19].  This research focused on the job tracking; in 



 Towards Ontology-Based Collaboration Framework Based on Messaging System 355 

contrast, work [14] tracks ontology development and work [16] and [17] track the 
message and its routing. In this research, JMS messaging platform is a centralised 
system for providing the knowledge of the collaboration but work [17] tracks the 
message in decentralised manner.   

6   Conclusion  

This research presented a means of developing a collaboration support system using 
an ontology approach. A collaborative logistics is studied and developed in a previous 
work [3].  In this research, the messaging system is enhanced by incorporating 
ontology and ontology-based description for realising the information in the 
collaboration. The proposed collaboration ontology contains some simple concepts 
which represent simple states and transitions, and are used for querying purposes. The 
collaboration is easily realisable regarding the proposed logical functions: business 
process, ontology and technical layer. In this work, message exchange of logistics 
collaboration is implemented based on point-to-point messaging model using 
asynchronous communication protocol and this can be extended to support publish-
subscribe messaging model. With the mapping between semantic information and 
functional logic designed by sequence and state diagram, the participants thus are able 
to realise the workflow during business transaction.  

References 

1. OWL Web Ontology Language, http://www.w3.org/TR/owl-features/ 
2. http://java.sun.com/products/jms/ 
3. Poungphagha, P.: A Development of Collaborative Logistics of Kerry Logistics Co. Ltd. 

Thailand. Master Project, Thai (2010) 
4. Gawlick, D.: Message Queuing for Business Integration. eAi Journal (October 2002) 
5. http://www.bpmi.org/ 
6. XML Metadata Interchange,  

http://www.omg.org/technology/documents/formal/xmi.htm 
7. Gruber, T.R.: A Translation Approach to Portable Ontology Specifications. Knowledge 

Acquisition 5(2), 199–220 (1993) 
8. Rule Markup Initiative, http://ruleml.org/ 
9. SWRL: A Semantic Web Rule Language Combining OWL and RuleML,  

http://www.w3.org/Submission/SWRL/ 
10. Web Rule Language (WRL), http://www.w3.org/Submission/WRL/ 
11. Triple, http://triple.semanticweb.org/ 
12. SPARQL Query Language for RDF,  

http://www.w3.org/TR/rdf-sparql-query/ 
13. Oliveira, F.F., Antunes, J.C.P., Guizzardi, R.S.S.: Towards a Collaboration Ontology. In: 

Anais do 2nd Workshop on Ontologies and Metamodels in Software and Data 
Engineering, João Pessoa/PB (2007) 

14. Sebastian, A., Noy, N.F., Tudorache, T., Musen, M.A.: A Generic Ontology for 
Collaborative Ontology-Development Workflows. In: Gangemi, A., Euzenat, J. (eds.) 
EKAW 2008. LNCS (LNAI), vol. 5268, pp. 318–328. Springer, Heidelberg (2008) 

 



356 G. Sriharee 

15. Gong, R., Li, Q., Ning, K., Chen, Y., O’Sullivan, D.: Business process collaboration using 
semantic interoperability: Review and framework. In: Mizoguchi, R., Shi, Z.-Z., 
Giunchiglia, F. (eds.) ASWC 2006. LNCS, vol. 4185, pp. 191–204. Springer, Heidelberg 
(2006) 

16. Jun, S., Astley, M.: Low-Overhead Message Tracking for Distributed Messaging. In: 
Proceedings of the ACM/IFIP/USENIX 2006, International Conference on Middleware, 
Australia, pp. 363–381 (2006) 

17. Sahai, A., Machiraju, V., Ouyang, J., Wurster, K.: Massage Tracking in SOAP-Based Web 
Services. HPL-2001-199 (2001) 

18. Curry, E., Chambers, D., Lyons, G.: Enterprise Service Facilitation within Agent 
Environment. In: Proceedings of the IASTED Conference on Software Engineering and 
Application, pp. 601–606 (November 9-11, 2004) 

19. Rajsiri, V., Lorré, J., Bénaben, F., Pingaud, H.: Collaborative Process Definition Using An 
Ontology-Based Approach. In: IFIP International Federation for Information Processing, 
vol. 283, pp. 205–212 (2008) 



 

S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 357–363, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A QoS and Consumer Personality Considered Services 
Discovery 

Xiuqin Ma, Norrozila Sulaiman, and Hongwu Qin 

Faculty of Computer Systems and Software Engineering 
Universiti Malaysia Pahang 

Lebuh Raya Tun Razak, Gambang 26300, Kuantan, Malaysia 
xueener@yahoo.com.cn, norrozila@ump.edu.my, qhwump@gmail.com 

Abstract. How to dynamically find web services which best meet the requirement 
of consumers from the massive services is an ongoing research direction. In this 
paper, we propose a Quality of Service (QoS) and Consumer Personality 
Considered services Discovery (QSCPCD) mechanism, which complements the 
existing service discovery. QSCPCD is a consumer-oriented service discovery 
mechanism, which builds at the side of service consumer and is only used by 
consumer himself. Initially, we obtain a variety of related web services by 
calculating similarity, which can improve recall ratio. From previous results, we 
then find services based on consumer’s requirement for QoS, which can improve 
precision ratio. As a result, it can speed up the discovery of services，ensure high 
precision of service discovery, and take into QoS and consumer personality 
consideration. Experiment results demonstrate the contribution of the proposed 
model. 

Keywords: service discovery; QoS ; UDDI; consumer personality. 

1   Introduction 

With the development of distributed computing technology, it is desirable to facilitate 
communication between applications and resource share in geographically distributed 
systems. As a result, the emergences of web services [1] and global computational grids 
[2] bring changes to the traditional paradigm of distributed computing. 

A basic service in a service framework is service discovery: given a description of 
services desired, a service discovery mechanism returns a set of services that match the 
description. Service discovery has been an active research topic in recent years. UDDI 
[3] is a fully centralized service discovery mechanism. To use UDDI, consumers must 
be familiar with the rule of classification. And it can easily cause error due to heavy 
access requests. Based on UDDI, two kinds of related work were done: supplement and 
extension to UDDI. As for supplement, there are UDDIe [4], activeUDDI[5], 
UDDI- TM [6], etc.; as for extension, there are WS-Inspection [7], “my service”[8], etc. 
However, little support is provided for searching for a service based on QoS and 
consumer personality. In this paper, we propose a service discovery model that is 
defined as QoS and Consumer Personality Concerned services Discovery (QSCPCD). 
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The rest of the paper is organized as follows: Section 2 presents a basic QoS and 
Consumer Personality Considered services Discovery framework model. Section 3 
shows the performance of this service discovery framework, using our simulation 
results. Finally, Section 4 concludes this paper. 

2   QoS and Consumer Personality Considered Discovery Model 

2.1   Roles of This Model  

(1) Service Provider: It can provide services, which can be invoked by consumers. 
Service providers can publish service information in Service Registry such as UDDI. 

Service
Provider     

Service
Consumer

Local      
Cache 

FindPublish

Locally Find 

Bind and Invoke 

Service
Registry 

 

Fig. 1. System Model 

(2) Service Consumer: It invokes all kinds of various services which are provided by 
service providers. In this model consumers send the service request to service registry 
and local cache when they need services. Local cache searches services based on 
service request. As a result, we get some service information, in which local cache 
carries out the second search by QoS. If we can find the service meeting the consumer’s 
needs in local cache, we can invoke the service; if there is no applicable service in local 
cache, we have to turn to Service Registry. 
(3)Service Registry: where providers register services and consumers discover 
services. 
(4)Local cache: There is the most frequently-used services information during a given 
time. The consumer can achieve applicable service information by related query 

Bind and Invoke 
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interface. In order to keep the most frequently-used services information in local cache, 
we carry out maintenance of information coherence and service overlay. 

2.2   Operation of This Model  

(1)Publish: Providers publish service information in Service Registry by this operation. 
(2)Find: Consumers search the available service in Service Registry. 
(3)Locally find: Consumers can search service satisfying the needs in local cache by 
this operation which consist of two steps. 
 

The first step of this operation is to discover some service information based on 
similarity between consumer’s service description and services description in local 
cache. Numerical calculation [9] is applied with the propose of getting similarity 
between WC (WC denotes service of consumer request) and WL (WL denotes service 
in local cache). We construct the following similarity function: 
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Where ),( LCname WWS  and ),( LCtext WWS  are similarity functions based on name 

description and text description respectively, which can be achieved by string match 

algorithm. ),( LCname WWS  and ),( LCtext WWS are not of equal importance to 

consumer, who likes to impose weights on his choice parameters. So there is a weight 

ki.. Consumer can set a threshold λ . If ),( LC WWS < λ , WL will be omitted, else WL 

will be kept in service pool which briefly stores high similarity services from local 
cache. 

The second step of this operation is to discover some service information based on 
Quality of Service (QoS) from service pool. Our definitions of QoS attributes are as 
follows: (1) Cost (2) Response-time (3) Availability (4) Accessibility (5) Integrity (6) 
Reliability (7) Reservability (8) Security. There are the larger attribute value and the 
worse QoS for Cost and Response-time, which are defined by cost attribute. While 
there are the larger attribute value and the better QoS for Availability, Accessibility, 
Integrity, Reliability, Reservability and Security, which are described by benefit 
attribute. And differences are large among all kinds of QoS attribute values. In order to 
overcome these problems, all of attribute values are standardized between 0 and 1 and 
ranks in ascending sequence. 

Formula of solving cost attribute: 
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Formula of solving benefit attribute: 

　　　　　　　　　

　　　　　　

　　　　　　　　　　1

minmax
minmax

max

minmax

⎪
⎩

⎪
⎨

⎧

≠
−
−

=

=
jj

jj

ijj

jj

ji
xx

xx

xx

xx

q         (3) 

Where ijx denotes attribute value before standardization, jiq denotes attribute value 

after standardization. 
We can gain the final QoS requirement value: 
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Where km  means importance degree of QoS attribute which is given by the consumer. 
ave
kq  is average of the QoS attribute. 

 

(4) Bind and Invoke: Consumers bind and invoke service, if service requests are 
satisfied. 
(5) Maintenance of local service information which consists of three suboperations. 

①Localization of service information: The consumer can make use of familiar 
languages and terms to record service information and then retrieve service information 
by names, function and keys denominated by himself in local cache. Moreover the 
consumer can design local service discovery interface in the light of own interests and 
custom. 
②Maintenance of information coherence: Service information may changes frequently 
during the whole lifetime of a service in the distributed system. Changed state such as 
service unregistry, service error and so on may lead to failure of service access. After 
service state changes, that the consumer still make use of the old service information 
stored in the local cache causes error or no response. So it is necessary to maintain the 
coherence of service information. Within this framework, we mainly adopt Immediate 
Query, Improved Immediate Query, Periodic Poll, Self-adaptive period poll, 
TTL-based information updating, and Self-adaptive TTL-based information updating 
so on. 
③ service overlay: With the accumulation of service information, the amount of 
service information of local cache will reach saturation due to memory capacity 
limitation of local cache. Beyond this, if new coming service will enter local cache, we 
have to choose a service to be substituted. Overlay strategy within this framework has 
many common characteristics with replacement strategy in the simulated memory 
system, but from the perspective of this framework, we firstly overload invalid service. 
And then we mainly adopt Least Recently Used (LRU) algorithm. However we have to 
take into account users’ desired QoS, we bring forward Highest-Price Substituted 
algorithm, Lowest-Speed Substituted algorithm (LSS) and Lowest-Evaluation 
Substituted algorithm (LES) so on as complementary approaches. 
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3   Experiment Results  

(1)Hitting Rate locally (H)  
H which directly determines speed of discovery is the key parameter in this framework. 
It is influenced by many factors, such as the largest number of services stored locally C, 
the total times of service access Ta during some time, intensive level of service request 
X (This consumer intensively accesses P services W times in C services for some time. 
W divided by P is equal to X), Hitting rate locally H1 when service reservation is 
employed, Hitting rate locally when service reservation is not employed H2 (H1 and H2 
equals H). 

In these experiments, we assume that Ta is equal to 100 and the number of services 
in UDDI is 50.C is an important factor to influence H. It is obvious that the larger C, the 
higher the hitting rate. X is another important factor that influences H. Generally, larger 
X is associated with higher hitting rate. 

 

Fig. 2. We assume that C equals 10. There are four curves which respectively means when P=5, 
P=10, P=20, P=30, the different hitting rate with the increase of service request W. 

 
(2) Speed of Service Discovery 
Now we will discuss some important factors, such as average time to discover a service 

locally lT , average time to discover a service in UDDI rT , time of discovering a 

service without using this mechanism 1T , time of discovering a service using this 

mechanism 2T . What we can see in 2T  is that higher hitting rate locally means higher 

speed of service discovery; meanwhile, the difference of 1T  and 2T  is enormous, too. 

When hitting rate is rather high, the time saved is considerable.  

1T = aT × rT   and  2T = rala THTTHT ×−×+×× )1(                  (5) 

TΔ = 1T - 2T  = )/T1()( rlralra THTTTTHT −×××=−××            (6) 

In a general way, lT  is much less than rT . Consequently, 

TΔ ≈ HTT ra ××                                                    (7) 
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(3) Recall Ratio 
We compare “my service” [5] and this framework in recall ratio illustrated in Fig.3. It is 
seen that recall ratio of “my service” is only 52%, our recall ratio is up to 90%. 
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My Ser vi ce QSCPCD
 

Fig. 3. Recall Ratio 

(4) Precision ratio 
We compare “my service” [5] and this framework in precision ratio illustrated in Fig.4. 
It is seen that precision ratio of “my service” is only 65%, our precision ratio is up to 
93%. 
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Fig. 4. Precision ratio 

4   Conclusion  

Current service discovery systems focus on the distribution and matching of service 
information and queries, with less emphasis on QoS and consumer personality. We 
argue that service discovery should consider QoS and consumer personality. As a 
result, we propose QSCPCD. A large number of services can be found locally, so this 
mechanism can speed up discovery of service. Furthermore it reduces access to remote 
servers. The consumer can make use of familiar languages and terms to record service 
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information and then retrieve service information by names, function and keys 
denominated by himself locally. Consequently it achieves satisfactory accessibility. In 
locally finding, initially we obtain a variety of related wet services by calculating 
similarity, which can improve recall ratio. From previous results, we then find services 
based on consumer’s requirement for QoS, which can improve precision ratio. As a 
result, it can speed up the discovery of services， ensure high precision ratio and recall 
ratio of service discovery, and take into QoS and consumer personality consideration. 

References 

1. Kreger, H.: Web Services Conceptual Architecture (WSCA 1.0) (May 2001) 
2. Tuecke, S., Czaikowski, K., Foster, I.: Grid service specification 
3. http://www.UDDI.org 
4. ShaikhAli, A., Rana, O.F., Al-Ali, R., Walker, D.W.: UDDIe:An Extended Registry for Web 

Services. In: Workshop on Service Oriented Computing:Models, Architectures and 
Applications at SAINT Conference. IEEE Computer Society Press, Los Alamitos (2003) 

5. Jeckle, M., Zengler, B.: Active UDDI-an Extension to UDDI for Dynamic and Fault-Tolerant 
Service Invocation,  
http://www.netobjectdays.org/pdf/02/papers/ws-rsd/1200.pdf 

6. Miles, S., Papay, J., Dialani, V., Luck, M., Decker, K., Payne, T., Moreau, L.: Personalised 
Grid Service Discover. In: Proceedings of 19th Annual UK Performance Engineering 
Workshop, pp. 131–140. University of Warwick, Coventry 

7. Web Services Inspection Language (WSIL) 1.0 
8. Feng, B., Liu, X., Li, W.: A consumer-oriented mechanism of service discovery. Computer 

Research and Development 40(12), 1787–1790 (2003) 
9. Jianqiang, H.: Research on key technology in web services (doctoral thesis) National 

University of Defense Technology (2005) 



S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 364–372, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

User Centric Homogeneity-Based Clustering Approach 
for Intelligence Computation 

Yun Wei Zhao1, Chi-Hung Chi1, and Chen Ding2 

1 School of Software, Tsinghua University, Beijing China 100084 
2 Department of Computer Science, Ryerson University, Toronto, Canada 

chichihung@mail.tsinghua.edu.cn 

Abstract. Clustering is a classic technique widely used in computation 
intelligence to study similarity measure among entities of interest. The output 
measurement of clustering, however, is often computation centric (e.g. number 
of peaks, K) instead of user centric (e.g. quality of the clusters). This creates a 
big gap between the algorithms and the users, in particular when they are 
applied to areas such as software services. To address this issue, we propose to 
use the expected homogeneity degree among entities within a given cluster as 
the input quality requirements specified by the users to drive the data clustering 
process. We evaluate the effectiveness of our proposal by modifying two most 
widely used clustering methods, K-means and hierarchical, according to the 
homogeneity degrees of the clustered output results. 

Keywords: Artificial Intelligence, Data Clustering, Computational Intelligence, 
Homogeneity Measure.  

1   Introduction 

In many analytic domains such as information retrieval and service and business 
intelligence, clustering is one important technique to study the similarity measure 
among entities of interest [11][16]. There have been lots of previous research efforts 
on clustering algorithms, most of which are tailored to different focuses such as 
accuracy and performance.  

In the selection process for an appropriate clustering algorithm, there are usually 
two different approaches. The first approach is to base on the specifications defined 
by a given application domain and algorithm. A good example is the K-means 
clustering used in image processing, where K is predefined by the algorithm. This is 
what most of the clustering algorithms are designed and optimized toward to. The 
second approach is user centric; it is based on the user expectation on the quality of 
the clustering result, independent of neither the algorithm nor the input data.  

With the popularity of the software service provisioning, the second approach is 
getting increasingly attention because, by definition, service is user centric. In 
addition, there is another requirement that complicates the situation. Under a given 
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software service operation environment, the clustering requirements for intelligence 
analytics and decision making on the same data set are diversified, depending on: (i) 
whether it is from the user view or the provider view, and (ii) different needs from 
different providers or different users. These end into two design considerations for 
user-centric clustering algorithms: user perceived quality and real-time performance. 

To provide a better user centric quality requirements specification capacity on the 
clustering algorithms and to support wide variation of clustering needs from different 
users/providers, we propose a new set of clustering algorithms based on user pre-
defined homogeneity expectation. This homogeneity-based clustering algorithm only 
requires user to input his expected homogeneity degree on the clustering result instead 
of the distance or radius among the data entities under study. This is very important 
because from the user viewpoint, he is likely not able to have enough knowledge 
about the intrinsic properties of the given data set. The homogeneity index is a much 
better human’s intuitive measurement concept than distance is, thus giving more 
meanings to non-professional / business users. Moreover, homogeneity is an efficient 
and effective way to describe data distribution, independent of whether the data is 
dispersive or intensive. This gives potentials for progressive clustering according to 
different requirements from different users and providers, which will result in good 
time performance. 

The rest of the paper is organized as follows. Section 2 surveys on existing works 
related to this paper. Section 3 gives definition on the homogeneity index used in this 
paper. Section 4 describes our proposed homogeneity based clustering algorithms. 
Some theoretical analysis is also given in this section. Finally, the paper concludes in 
Section 5.  

2   Related Work 

Clustering techniques play a very important role in the description and visualization 
of the distribution of a given set of data entities. These data entities might come from 
the real-time monitored behaviors of software, systems, and human. They are widely 
used in e-business, image processing [1][2], and data pattern analysis [8].  

As for software services, a lot of intelligence computation models have been 
proposed based on clustering. Usually, they are used in one of these two ways. 
Service providers can identify user and market requirements according to the 
clustering results of service user behavior and instance behavior, and this in turns will 
define the requirements set for future products and services. Service requesters can 
also make use of the clustering results for the selection of the best-fit service provider 
and for the definition of individual service quality requirements set. These are critical 
foundations to support trust [11][12], recommendation[13], and other intelligence 
computation in service intelligence provision system [7]. 

With numerous efforts having been put in clustering research, there are basically 
five main categories of clustering approaches. They are partitioning [14][15], 
hierarchical [6], density-based, model-based, and grid-based methods; each of them 
has its own strengths and weaknesses.  
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Most of clustering algorithms deal with vector data, each item of which is a 
numeric value. There is also a branch of clustering algorithms which specially deal 
with the interval data and/or more general symbolic data. Symbolic data analysis [17] 
is a unique way of analyzing discrete multi-valued data variables. It can handle 
variables of type numerical (traditional single point data), interval, categorical, 
enumeration, and modal.  

Clustering is always based on similarity measure. Some of the most common 
similarity measures include Minkowski distance (absolute distance, Euclidean 
distance, and Chebyshev distance), Lanberra distance, and Mahalanobis distance, 
among which Euclidean distance is the most widely used. However, up to now, there 
is still no satisfactory distance measure defined for two vectors if each element of 
these vectors is a range data (with the possibility of open end) rather than a single 
value data. 

Clustering can also be thought of as an unsupervised process that is different from 
classification because there are no predefined classes or examples that specify what 
kind of relations among the data are desirable. Thus, it needs validity analysis 
[5][9][10] to evaluate clustering algorithm from different aspects, and this helps to 
select an appropriate clustering method. In [10], the evaluation of a specified 
clustering algorithm can be based on Davies-Bouldin index, Dunn’s index, Calinski-
Harabasz index, and a recently developed index I, which imposes an ordering of the 
clusters in terms of its goodness/validity. 

Finally, a lot of work has been concentrated on evaluating the clustering results 
based on homogeneity analysis [3][4][5]. Clustering based on homogeneity is also 
under research, mainly in image processing [1][2]. However, the current clustering 
methods based on homogeneity often require a priori knowledge of data, and the user 
has to input an appropriate variable, such as distance between two vectors or radius of 
the cluster result set [1]. 

3   Definition of Homogeneity 

In this section, we would like to give a precise definition on the homogeneity measure 
used in this paper. Consider a vector data set X = {x1, x2, … , xN} and (xi = <xi1, … , 
xiM>), where N is the number of entities in X and M is the number of attributes of the 
vector data, the definition of the normalization [2] of X is given by: 

x୧୨ᇱ ൌ x୧୨ െ min୪ୀଵ,…,୬൛x୪୨ൟmax୪ୀଵ,…,୬൛x୪୨ൟ െ min୪ୀଵ,…,୬൛x୪୨ൟ, 
Thus, the value of each attribute is normalized to [0, 1]. Our definition of 

homogeneity is based on the variance of the data set. After certain steps of a given 
clustering algorithm are calculated, we have p clusters, each of which is a subset of X. 
The definition of a cluster Ct = {x1’, x2’, … , xNt’}(t = 1, …, p), where Nt is the 
number of entities in Ct and ∑Nt = N, is given by 
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vሺC୲ሻ ൌ ඩ 1N୲ ෍ dଶሺx୧ᇱ, µሻ୒୲
୧ୀଵ    

where d(xi’, μ) is a distance metric between two vectors and μ is the mean of Ct, and 
the attribute of μj (j ={1, 2, … , M}) is given by 

µ୨ ൌ 1N୲ ෍ x୧୨ᇱ୒୲
୧ୀଵ  

Note that particularly when X’ is one-dimensional and d(xi’, μ) is the Euclidean 
distance, v(X) becomes the statistical variance of the data set X’. 

If all the data in one cluster are exactly the same, the variance will reach the 
minimum value 0. If, for each xi’ in Ct, all d(xi

’, μ) is equal to 0.5, the variance will 
reach the maximum value M1/2/2, and we hope the homogeneity will reach the 
minimum value 0%. For example, a cluster contains only two vectors: min(X’) and 
max(X’) (there are also some other cases). That is to say, v(Ct) ∊[0,M1/2/2], where M 
is the number of attributes of the vector. 

Variance is an effective way to describe the dispersion of a data set, but it is harder 
to interpret and less intuitive. So what we propose is to map it to homogeneity. Since 
h(Ct) ∊[0%,100%], we need a monotonically decreasing function f:h(Ct) = f(v(Ct)) , 
which satisfies  

ቐሼhሺC୲ሻ ൌ 100%, when vሺC୲ሻ ൌ 0ሼhሺC୲ሻ ൌ 0%, when vሺC୲ሻ ൌ √M2  

There are three proposals of function f: 

(i) Exponential function  

hሺC୲ሻ ൌ eି୴ሺେ౪ሻஓ , γ ൌ െ √M2ln0.00000001  

(ii) Parabolic function hሺC୲ሻ ൌ avଶሺC୲ሻ , a ൌ െ 4M 

(iii) Linear function hሺC୲ሻ ൌ kvሺC୲ሻ ൅ 1, k ൌ െ 2√M 
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Their function curves with 5 attributes in the data vector are shown in Fig. 1. The 
tendency of decrease of the three functions varies a lot. Exponential function varies 
sharply at first and quickly goes down to nearly zero percent. As a result, the 
homogeneity will be mapped to a very low degree even when two data vectors are 
actually close to each other. Parabolic function varies smoothly at first, thus, it puts 
less restrictions on defining similarity between two data vectors. 

 

 (a) Exponential function (b) Parabolic function (c) Linear function 

Fig. 1. Curves for Three Homogeneity Function when M=5 

4   Homogeneity-Based Clustering  

In this section, we are going to propose our user centric homogeneity based clustering 
algorithms, followed by its theoretical analysis. Two algorithms are proposed. They 
are: sequentially allocated and nearest allocated. 

4.1   Sequentially Allocated Homogeneity-Based Clustering Algorithm  

The idea of the sequentially allocated homogeneity-based clustering algorithms can 
be described as follows. The algorithm is initialized by choosing a vector as the first 
cluster randomly. The next step is to assign the remaining vectors to the already 
formed clusters in turn and calculate the corresponding homogeneity. If the new 
homogeneity is lower than the input homogeneity, the vector to be assigned will be 
deleted from the current cluster assigned to the next cluster. And the vector will form 
a new cluster if the homogeneity of each existing cluster added with the vector to be 
assigned is lower than the given homogeneity. 

Based on the analysis of the characteristics of the mapping function in the 
definition of homogeneity in Section 3, the choice of the mapping function depends 
on the specific application circumstances. In case of the evenly-distributed raw data, 
the linear function will perform the best. However, there might be one extreme case in 
which people still want to make reasonable clustering even if most of the data have 
relatively rather high similarity. On the other extreme case, parabolic is a best choice. 
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Assume X is the normalized vector data set, N is the size of X, M is the number of 
attributes, h is the expected homogeneity, and H(C[i]) is the function of  
mapping variance to homogeneity. The pseudocode of the sequentially allocated 
homogeneity-based clustering algorithm is shown below: 

 
Procedure SEQUENTIALLY-ALLOCATED-HOMOGENEITY-CLUSTER(X,h): 

 

 

The time complexity of calculating the homogeneity of Cluster C[i] in line 9 is 
O(Ni), where Ni is the size of cluster C[i]. And the execution time of the algorithm is 
O(N), where N is the size of the input data set. 

4.2   Nearest Allocated Homogeneity-Based Clustering Algorithm  

The ideas of the nearest allocated homogeneity-based clustering algorithms can  
be described as follows. The algorithm is first initialized by choosing a vector as the 
first cluster randomly. Then the next step is to assign the remaining vectors in turn to 
the nearest cluster of the already formed ones and calculate the corresponding 
homogeneity. If the homogeneity is lower than the input homogeneity, the vector to 
be assigned will be deleted from the current cluster and it will form a new cluster. The 
pseudocode of the nearest allocated homogeneity-based clustering algorithm is given 
below: 
 
 
 
 

1 C[1] CreateNewCluster()
2 addCluster(X[1],C[1])
3 clusterNum 1
4 flag true
5 for i 2 to N 
6 do for j 1 to clusterNum 
7  do addCluster(X[i], C[j]) 
8   flag true
9   h_temp h(C[j])
10 If h_temp<=h 
11    remove(X[i],C[j]) 
12    flag false
13 else
14    break 
15 If flag=false 
16   clusterNum clusterNum+1
17   C[clusterNum] CreateNewCluster()
18   addCluster(X[i],C[clusterNum])  
19 return (C[] and clusterNum) 
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Procedure NEAREST-ALLOCATED-HOMOGENEITY-CLUSTERING(X,h): 
 

 

The time complexities of calculating the centroids of C[i] in line 8 and the 
homogeneity of Cluster C[i] in line 13 are both O(Ni), where Ni is the size of cluster 
C[i]. And the execution time of the algorithm is O(N), where N is the size of the input 
data set. 

4.3   Theoretical Complexity Analysis  

To evaluate the performance of our homogeneity-based algorithms, we would like to 
analyze at them from two different aspects: (i) time complexity, and (ii) 
characteristics of the clustering results. 

Table 1. Complexity Analysis of Clustering Methods 

 

Based on the analysis given in the last section, we can get the time complexity 
comparison shown in Table 1. In our comparison, we also include two most 
commonly used clustering approaches, K-means and hierarchical. Note that as for 
K_Means, the time complexity cost is O(Nt), where t is the number of iterations 
involved. And generally speaking, when the number of clusters is smaller, the 

1 C[1]←CreateNewCluster() 
2 addCluster(X[1],C[1]) 
3 clusterNum←1 
4 flag←true 
5 for i←2 to N 
6 do d←maxNum 
7  for j←1 to clusterNum 
8   do Cen[j] ←getCentroids(C[j]) 
9    dt←getEuclideanDistance(X[i],Cen[j])
10    if dt<d 
11     then min←j 
12 addCluster(X[i], C[min]) 
13 h_temp←h(C[j]) 
14 if h_temp<=h 
15   then remove(X[i],C[j]) 
16   clusterNum←clusterNum+1 
17   C[clusterNum]←CreateNewCluster() 
18   addCluster(X[i],C[clusterNum])  
19 return (C[] and clusterNum) 

 Time Complexity Space Complexity 
K_Means O(N) O(N) 

Hierarchical O(N2) O(N2) 
Sequentially Allocated Homogeneity O(N) O(N) 

Nearest Allocated Homogeneity O(N) O(N) 
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iteration time (or the time cost) is smaller. However, as for homogeneity-based 
clustering, the time cost is slightly larger when the input homogeneity is close to 
100% and slightly smaller when the input the homogeneity is close to 0%.  

Related to the characteristics of the clustering results, the sequentially allocated 
homogeneity-based clustering algorithm tends to generate clusters with relative 
population of the first cluster much greater than those of the other ones. However, this 
does not apply to the nearest allocated homogeneity-based clustering algorithm, of 
which the relative population distribution among different clusters are more similar 

5   Conclusion  

In this paper, we proposed a user centric homogeneity based clustering algorithm. We 
claim that this approach will be more suitable for environment where users care about 
the quality of the output result and they do not have knowledge on the distribution 
properties of the input data set. We also give a theoretical study on the strength and 
weakness of the algorithm by comparing with two other main classes of data 
clustering techniques (namely partitioning and hierarchical). Although our algorithm 
is sensitive to the input order of the raw data (which is similar to K_Means), the 
quality is a lot better. Besides, it can be applied to different circumstances simply by 
changing the mapping function in the definition of homogeneity. As for future work, 
homogeneity as an important criterion to theoretically define the number of clusters 
required in the pre-stage of hierarchical approaches and how to get a reasonable 
clustering results by considering both homogeneity and relative population will be our 
next focus. 
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Abstract. Association rule mining is a popular data mining technique which 
dredges up valuable relationships among different items in a dataset. A variant 
called temporal association rule mining finds relationship between items with 
respect to particular time periods. Databases are frequently updated; therefore 
temporal association rules that we discover should be corresponding to the 
updates in databases. Most of the existing data mining techniques however do 
not cover revising associate rules from the latest updates in the dataset. Some 
form of incremental mining technique is also needed to embrace the fresh 
elements that are updated continuously in the transaction database. In this paper 
we propose a technique that modifies the frequent patterns in pace with changes 
to the database over time. An Incremental Standing method for Segment 
Progressive Filter (ISPF) is proposed. ISPF algorithm is used for supporting the 
temporal association rule mining in transaction database with different 
exhibition periods. Our algorithm is optimized such that scanning of database is 
minimized. Scan reduction technique is applied here to generate all candidate k-
item sets to form 2-candidate item sets directly. Working of the proposed 
algorithm is tested and illustrated with examples and a case study respectively. 

Keywords: Temporal association rules. 

1   Introduction 

Association rule problem is first introduced by R. Agrawal [2] that is designed for 
finding frequent patterns, associations, correlations, or causal structures among sets of 
items or objects in transaction databases, relational databases, and other information 
repositories. Association relationship is useful in selective marketing, decision 
analysis and market basket analysis fields [1]. Several techniques have been 
developed for mining association rules [17] such as FP-Growth algorithm [18], 
mining of generalized and multi-level rules [19], constraint based rule mining and 
mining multi- dimensional rules [20]. 
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Temporal association rule mining is first introduced by Wang, Yang and Muntz in 
years 1999-2001 together with the introduction of the TAR (Temporal Association 
Rule) algorithm [3]. Temporal association rule mining has been introduced in order to 
solve the problem on handling time-series by including time expression into 
association rules [4]. Temporal association helps to find the valuable relationship 
among the different item sets, in temporal database. Temporal association rules are 
largely different from traditional association rules by the fact that temporal 
association rules attempt to model temporal relationships in the data. There are 
different types of temporal association rules defined in the literature such as 
intertransaction rules, episode rules, trend dependencies, sequence association rules 
and calendric association rules. 

In literature [4, 5, 6] most of existing techniques are developed based on temporal 
content analysis. New TAR algorithms that have been presented for general temporal 
association rule mining in database are PPCI algorithm [11], SPF [9], and ITRAM 
[4]. Temporal association rules have various kinds like Calendric Association rule 
[12], Cyclic Association rule [13], Association rule based on partition [14], 
progressive weighted miner [10], incremental temporal association rule [4] and 
periodic temporal association rule [15]. 

Temporal databases are known to be continually being updated or appended. 
Temporal association rule mining must synchronize with these updated transactions, 
without any loss of time granularity. Existing temporal association rule mining 
techniques cannot deal with the upcoming transactions of database as they might 
operate in batches. New rules may get omitted, and we need to address this issue. Let 
n be the number of partitions and m be the number of updates of the database. We 
need to generate the temporal association rules without loss of time granularity. In 
order to solve this problem, the INCREMENTAL STANDING FOR SEGMENT 
PROGRESSIVE FILTER (ISPF) algorithms are proposed. ISPF effectively divide the 
database item set with their common start and end times. It is a common phenomenon 
that items in the real transition database have their dissimilar exhibition periods. 

The rest of paper is organized as follows. Section 2 provides the review of some 
related works. Section 3 describes the proposed algorithm. Performance result is 
shown in section 4. And section 5 gives the conclusion of the paper. 

2   Related Works 

Several algorithms have been proposed for mining the temporal association rules in 
temporal database. Among these algorithms, Tarek et al proposed the ITARM 
algorithm to discover the temporal frequent item set after the temporal transaction 
database has been updated [4]. The basic idea of ITARM algorithm depends on 
previously generated 2-candidate item set with their supports. ITRAM works as it 
checks first the extension of the pervious partition and attempts to find 2-candidate 
item set from the new partition; if it succeeds then it merges the current partition with 
the pervious partition, and from there it finds the 2-candidate item set. This approach 
is basically introduced to facilitate incremental mining techniques over an ever 
updating transaction database. 
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Another approach proposed by C. H. Lee et al, is progressive partition miner 
(PPM) [6]. In PPM the database is first partitioned by the size of time granularity. The 
PPM algorithm is applying with a filtering threshold mechanism on each partition of 
the database to prune out those cumulatively infrequent 2-itemsets. PPM also employs 
database scanning reduction technique. However, the limitation of this technique is its 
ability to deal with problems of incremental mining. 

Cheng. Y. Chang et al proposed an algorithm called segmented progressive filter 
(SPF) [9] that is based on the Segmentation and progressive filtering. The basic idea 
of segmentation is to first divide the database into certain imposed time granularity. 
Then in illumination of exhibition period of each item, it further segments the 
database based on their common starting and ending times. For each part of the 
database it finds the 2-candidate item set with a cumulative filtering threshold. SPF 
applies also scanning reduction technique for generating candidate K-item set. After 
generating all candidates it generates the sub-candidate and counts for the value of 
support. Temporal databases are continuously updated or appended. But SPF does not 
perform any incremental mining technique on the refreshing database. 

Moreover J. M. Ale et al expands the notion of association rule incorporation of the 
time to their frequent item sets [7]. Thus it tries to extend the existing non-temporal 
mining model by introducing the concept of temporal support. Discovery of 
association rule is done in a two-phase process; it first finds the frequent item set 
according to the lifespan of the item set and secondly it uses these frequent item sets 
to generate the rules. These rules are checked based on the confidence. In this 
proposed technique it however does not consider the updates of the database. 

M. Chen et al developed a temporal association rule model to be used in video 
database for video event detection [5]. In this approach it captures the characteristics 
of temporal patterns with respect to the event of interest. M. Chen et al proposed their 
framework based on feature extraction, hierarchical temporal association mining and 
multimodal data mining. Often traditional association rule mining approaches use a 
manually assigned threshold. The advantage of Chen’s model is the use of an adaptive 
mechanism for determining the essential threshold. 

Byon et al proposed an Exponential Smoothing (ES) filter for temporal association 
rule mining [8]. ES filter takes two steps; one is to partition the database and then feed 
them into a Progressive Weighted Miner (PWM). PWM has a weight function that 
gives greater weights to recent data than old data; each is divided by equal period [10]. 

Ru Miao et al presented the idea of Apriori-extended mining periodic temporal 
association rules (MPTAR) [15]. Previously techniques of TAR did not consider the 
individual item exhibition period. MPTAR solved this problem, by including the 
exhibition period of individual item. Again MPTAR is a two-step periodic rule 
mining mechanism. The first step is mining the trend of continues attribute through 
cycle curve and the second step is calculating the period of the attribute. MPTAR did 
not define the cumulative threshold, and it is short of embracing upcoming transaction 
entries in the association rule mining. 

Edi Winarko et al invented a new algorithm called, ARMADA (mining richer 
temporal association rules from interval-based data) [16]. While reading the database 
into memory, it counts the support of each state and generates frequent 1-patterns. By 
using a recursive find-then-index strategy, the algorithm discovers all temporal 
patterns from the in-memory database. 
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3   Temporal Association Rule Mining with ISPF 

There are two major challenges in general temporal association rules methods which 
we will have to overcome. The first major challenge is to tackle the problem of 
updating the association rules while temporal database are continually being updated. 
The second challenge is the exhibition period of the item set in the database that 
should be allowed to differ from one to another. In the light of these challenges, we 
combine ISPF into TAR mining. ISPF consists of three major procedures; one is the 
database updating, the second is database segmentation and the third is candidate 
generation from the segments. 

At each ending interval of the database update, the database is divided based on the 
imposed time granularity. The database is divided in the light of item set’s common 
start and finish period. Then it checks the latest update of the database. By using this 
technique the number of segmentation is minimized and it is small when compared to 
the other previous methods. This feature provides the capability of filtering the 
candidate item set in either the forward or backward direction. After the segmentation 
it generates the 2-candidate item set in each sub database. When all sub databases are 
processed, all theses 2-candidate item set are merged in union. After this, scan 
reduction technique is utilized over these candidate item sets and it generates the k-
item set. As the last step of the algorithm, when all the k-item sets are generated, TIS 
and SIS are computed, and it counts the support for each rule. 

We present the proposed algorithm, ISPF that is to be used for mining incremental 
temporal association rule, in the form of pseudo code as below. The advantage of this 
technique is its ability to deal with the problem of incremental mining techniques in 
mining temporal association rules. 

 

Algorithm: ISPF 

 
Input: transaction database DB, minimum support, time granularity, 

update of database db.  
Output: frequent item sets. 

Step#1: Divide the database based on the imposed time granularity. 
Step#2: Check the update of the database. If the database is updated, 

append this update with pervious database transactions. 
Step#3: Partition (in the light of exhibition period) the database 

based on either common star or end time 
Step#4: Generate the 2candidate item set from each sub database   

Step#4.1: Merge the new and pervious partition frequent 2-
candidate item set. 

Step#4.2 : Count the relative support of each item set. 
Step#4.3: Apply pruning. 
Step#4.4: Proceed to next partition  
Step#4.5: Go to step#4.1. 

Step#5: Generate the k-item set through scan reduction technique. 
Step#6: Count the support and apply pruning. 
Step#7: Generate the sub candidate item. 
Step#8: Count the support. 
Step#9: Prune. 
  

Fig. 1. Proposed Algorithm ISPF 
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4   Case Study Results 

The efficacy of algorithm ISPF is tested by a given case study. Consider the transaction 
database shown in the Table 1. A set of time series in the database indicate the 
transaction records dated from January to March. They are the archival records which 
have already existed. A new portion of transactions that represent the incremental 
update of the database is recorded in the month of April. These transactions are shown 
in the last part of the table. Minimum support 30% and minimum confidence 75% are 
set for the experiment. The scanning direction of partitions 1 and 2 are from left to 
right, whereas the direction of partitions 3 and 4 are from right to left. 

Table 1. Transaction database sample used in the experiment 

Date TID Item set 

TID1 A  F  

TID2 D C F  

TID3 A C F 

P1 

Jan 03 

TID4 A D  

TID5 C D  

TID6 B C D F 

TID7 A B C  

P2 FEB03 

TID8 B

TID9 E F 

TID10 B  C  F 

TID11 A B 

Database

P3 MAR03 

TID12 A E 

TID13 AB

TID14 A B  E 

TID15 E

UPDATE
DATABASE

P4 APR03

TID16 B
 

Table 2 illustrates the start time and end time of the item set. By using this 
information, the database is partitioned based on either the common starting time or 
common ending time which could be optionally chosen by the user. The choice has 
little difference on the results when the sample size is large enough. 

The results of the database partitioning are shown in Table 3. They include the 
partition 1-candidate item sets, their supports and the partition number of each 
candidate item set. The support values of the AD, AF, CF candidate item sets are 
equal to the defined threshold; AC and DF are pruned because their support values are 
lower than the defined threshold. 
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Table 2. The start and finish time of the item sets 

Item Start End

A Jan-02 Apr-02 

B Feb-02 Apr-02 

C Jan-02 Mar-02 

D Jan-02 Feb-02 

E Mar-02 Apr-02 

F Jan-02 Mar-02 

 

Table 3. Partition 1 

P1
C Start Count 
AC 1 1
AD 1 2
AF 1 2
CF 1 2
DF 1 1

 

Table 4 demonstrates the partition 1 frequent candidate item sets and partition 2 
candidate item sets. Their support and partition values of the candidate item set are 
shown. The supports of the CF, BC, BD and CD candidate item sets are equal to or 
higher than the defined threshold; other item set are pruned because their support are 
less than the defined threshold. 

Table 4. Partition P2+P3 

P1+P2
C Start Count 
AD 1 2
AF 1 2
CF 1 3
AB 2 1
BC 2 2
BD 2 2
BF 2 1
CD 2 2

 

Table 5 illustrates the partition 4 frequent candidate item sets, as well as their 
support and partition values. AB is the only candidate item set that is qualified by the 
given minimum support; other item set are pruned because of their low support values. 
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Table 5. Partition 4 candidate item set 1 

P4
C Start Count 
AB 4 2
AE 4 1
BE 4 1

 

Table 6 shows the partition frequent candidate item set of 4 & 3 candidate item 
sets, the support values and partition numbers of the candidate item set. AB and EF 
are the only candidate item sets that meet the defined threshold, other item sets are 
pruned away because their supports are less than the defined threshold. 

After the scanning through all the sub databases, the resulting frequent candidate 
sets are AB BC BD CD CF and EF. Using scan reduction technique it generates k-
item set. BCD and CDF are generated as a result.  

Table 6. Partition 4 & 3 candidate item sets 

P3+P4
C Start Count 
AB 4 3
AF 3 1
BF 3 1
CE 3 1
CF 3 1 

EF 3 2 
 

The problem of mining temporal association rules basically consists of two steps. 
Firstly it generates all frequent maximal temporal item sets called TIS, and the 
corresponding temporal sub-item sets namely SIS. SIS are generated based on these 
TIS. Both TIS and SIS item sets carry relative supports that would have to be greater 
than the predefined minimum value. The subsequent step is to derive all the frequent 
general temporal association rules that are frequent enough to meet the minimum 
required confidence value. Generating the frequent general temporal association rules 
is simple when the frequent TIS and SIS and their corresponding support values are 
known by scanning the whole database once. 

In our experiment, a list of SIS and TIS candidate item sets are generated and their 
support values are shown in Table 7. We can observe that SIS are subset of the 
frequent item sets TIS. The qualified SIS candidates are A(2,4), B(2,3), B(2,2), 
B(2,4), C(1,2), C(1,3), C(2,2), D(2,2), C(2,3), D(1,2) and TIS candidate item sets are 
AB(2,4), BC(2,3), BD(2,2), CD(2,4), CF(1,3), EF(3,3), BCD(2,2). 
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Table 7. SIS and TIS 

Candidate item set count
A(2,4) 4
B(2,3) 5
B(2,2) 4
B(2,4) 6
C(1,2) 5
C(1,3) 6
C(2,2) 3
C(2,3) 4
D(1,2) 4

SIS

D(2,2) 2
AB(2,4) 3
BC(2,3) 2
BD(2,2) 2
CD(2,4) 2
CF(1,3) 4
EF(3,3) 1

TIS

BCD(2,2) 2
 

The following table shows the information about the final frequent candidate item 
sets. The support values of both SIS and TIS, and their start and end partition 
information are shown. They are the ingredients for temporal association rule mining. 

Table 8. Temporal item sets 

Item set S E S E TI’S
AB A B

1 4 2 4 AB(2,4) 
B C

BC 2 4 1 3 BC(2,3) 
B D

BD 2 4 1 2 BD(2,2) 
C D

CD 1 3 1 2 CD(2,4) 
C F

CF 1 3 1 3 CF(1,3) 
E F

EF 3 4 1 3 EF(3,3) 
B C           

D   
BCD 2 4 1 3 1 2 BCD(2,2) 
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Temporal association rule mining techniques are generating the rules based on the 
temporal information of transactions. The process is the same as the existing 
technique that was already published in previous research papers. In our case, the 
database is continuously being updated; the updates result in a number of useful new 
rules that can potentially be extracted, but they are neglected by the existing 
techniques of temporal association rules. To alleviate this issue, our proposed ISPF 
algorithm is used. The results from our experiment demonstrate the significance of the 
proposed work. For instance, in the case study, P4 contains the updated transactions 
of the database. The existing techniques would have generated the rules based on the 
database partitions P1, P2 and P3. These techniques however do not cater for the P4 
(which holds the updated transactions of database). When the latest part of the 
database transactions is omitted, intuitively the resulting rules would miss out the 
elements of the latest information; therefore it is losing their timeliness and appeal in 
the knowledge discovery process. Our proposed algorithm generates rules covering all 
parts of the database, from P1 to P4. The tables above show that the proposed 
algorithm generated the most updated rules. These updated rules may contribute to 
effective and complete decision-making. 

5   Conclusion and Future Work 

Temporal association rules mining is a technique that incorporates the temporal 
characteristics in the association rule mining process over the frequent item sets. 
Temporal databases are known to be continually updated in reality. Existing temporal 
association rules mining techniques have not covered the most recently updated part 
of the data and hence the temporal association rules miss out the latest information 
elements. In this paper we explored the problem of incremental mining problem in 
general. In particular, we proposed the INCREMENTAL STANDING FOR 
SEGMENT PROGRESSIVE FILTER (ISPF) algorithm in order to align the updating 
of the database and the temporal association rules mining. ISPF first divides the 
database according to the common start and end times of the item sets, and it 
considers the updates of the temporal association rules. The case study results show 
the significance of the ISPF which performs better than the existing techniques and 
overcome the existing problem. 

Our new method called ISPF theoretically should work with other variants of 
temporal association mining, as an add-on process rather than a revolutionary 
replacement. More complex examples would be tested in the future, as well as 
investigating the possibility of integrating ISPF into other mining algorithms. 

As a future work, we opt to automate the proposed algorithm for real world 
applications domains, such as finance, marketing, medical, and security monitoring 
where real-time information streaming is typical and results of temporal association 
rules are critical. The other direction is to enhance the current user-interface of the 
temporal association mining program which facilitates the end-user to obtain temporal 
patterns and rules from relational temporal databases easily with a press of button. 
The temporal elements of the rules should be automatically evaluated and visualized 
for easy referencing. 
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Abstract. Classification of real time multicast data using payload-based 
analysis is becoming increasingly difficult with many applications that a 
network supports. In this paper, we set our goal to identify the recurrent patterns 
and classification of transport layer data, as an effective measure of anomaly-
based intrusion detection. These patterns are identified by using association 
rules techniques such as Apriori and clustering algorithms. A simulation 
experiment was configured to verify the efficacy of the algorithms. We are able 
to find an association between flow parameters for network traffic from the 
simulated data. This paper contributes a possible approach of analyzing 
behavior patterns for building a network traffic intrusion detection system and 
firewall at Transport layer, by using unsupervised association rule mining and 
clustering techniques. 

Keywords: Clustering, association rules, real-time multicast, network security. 

1   Introduction 

A large variety of malicious attacks against computer network communication can be 
generally categorized into three aspects [1]: attacks against confidentiality, attack 
against integrity and attack against availability. The last two aspects of attacks 
(against confidentiality and against integrity) can be protected by manipulating the 
data with secrecy such as data encryption and data digestion methods; whereas attacks 
against the availability of a vulnerable computer network can be detected through the 
use of intrusion detection systems. Intrusion detection systems mainly function by 
two approaches on recognizing the users’ behaviors, such as misuse detection and 
anomaly detection. Misuse detection tries to detect previously known attacks and flag 
the matching patterns. It assumes history of the attack is already known. In anomaly 
detection it checks on the network traffic behavior and measures how much it deviates 
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away from the normal network behavior. Anomaly detection is useful at detecting 
abnormal usage and it requires no prior knowledge on this new attack. 

Multi-way Association Clustering Analysis on Adaptive Real-Time Multicast Data 
(MACAA) is an anomaly-based intrusion detection system (IDS) that uses a 
combination of association rules and clustering methods to identify malicious 
computer network activity from the traffic data. There are number of association rules 
techniques available in literature; e.g. they are Apriori, filtered associations and 
predictive Apriori, and clustering techniques are K-means, Y-means, DBSCAN etc. 

Several techniques have been used in the past to classify network traffic flow. 
Jeffrey Erman et al. [2] classified network traffic by inspecting a list of Transport 
layer characteristics through the implementation of unsupervised approach such as 
clustering. The variables of Transport layer characteristics consist of duration of 
connection, total number of packets sent, size of packets and number of bytes sent. 
For network traffic classification (segmentation), K-Means and DBSCAN clustering 
algorithms are used in this paper. The results of these two algorithms are also 
compared with those by another clustering algorithm AutoClass. The performance of 
these three algorithms are studied together for identifying the pros and cons. Accuracy 
wise AutoClass algorithm performs very well, better than the other two clustering 
algorithms. K-Means and DBSCAN algorithms run quicker than AutoClass. As 
observed from the results of this performance evaluation, for network traffic 
classification K-Means algorithm seems to be more suitable other than the other two 
algorithms because its accuracy is relative high and its model building time is 
efficient. It takes approximately only one minute for model building where as 
DBSCAN takes approximately three minute and AutoClass takes approximately four 
and half hours in our experiments. 

2   Background 

There are a number of various techniques used to detect the anomalies in network 
traffic. According to Animesh Patcha et al. [4] mainly there are three types of 
techniques: statistical techniques, data-mining based methods, and machine learning 
based techniques. They are summarized in Fig 1. 

 

Fig. 1. Anomaly detection techniques  
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In statistical techniques, statistical measurements are used to reveal anomalies. 
Some well-known statistical anomaly detection techniques are Haystack [5], NIDES 
[6], Staniford et al. [7], and Ye et al. [8]. Data mining-based anomaly detection 
systems are largely built upon the following categories of techniques: Classification-
based Clustering plus outlier detection and association rule discovery. Some examples 
of data mining-based anomaly detection systems are MINDS [9], ADAM [10] and 
FIRE [11] etc. Machine Learning category can be further branched into four sub-
categories which are system-call based, anomaly detection, Bayesian networks, and 
Markove model and principle component analysis. Some machine learning based 
anomaly detection techniques are PHAD [12], ALAD [13] and Valdes et al. [14] etc. 

In [1], Umang et al. proposed a network flow classification framework that 
performs two main tasks. First, it performs classification of network traffic, and 
second, it conducts the application behaviors profiling. Supported network traffic 
types by this framework include TCP, UDP and ICMP for wired or wireless data 
classification that was enabled by unsupervised clustering algorithms. This machine 
learning classification model contains three processes. They are Clustering, 
Transductive Classification technique and Association Rule Classification. These 
machine learning processes accept the flow data as input and perform the clustering 
on input flow data using K-Means and Modeling based clustering algorithms. After 
the clustering process is done, the next process Transductive Classification technique 
follows. The labels of the clusters are assigned. Then Association Rule Classification 
is applied for each cluster, then it proceeds to the final classification of given data 
flow as output. In this process Association Rule algorithm such as Apriori is applied. 
Under this framework, performance comparison between K-Means and Model based 
clustering algorithms with association rule techniques was model. The comparison 
shows that performance of K-Means is inefficient while Model based clustering 
performs efficiently and it also supports detection of new network traffic patterns. 

The study exposed some short-comings of K-Means clustering algorithm which are 
the dependency and degeneracy of the number of required clusters. These two short 
comings are overcome in the work of Yu Guan et al [3]. Yu Guan et al proposed an 
intrusion detection clustering algorithm called Y-Means. The following steps describe 
the functional flow of Y-Means algorithm: partition the input data of total size n into k 
clusters where k lies between 1<k<n. After that, check a condition whether there is 
any empty cluster or not. If there are empty clusters then replace them out with newly 
created clusters. This process is repeated until there is no empty cluster remains. At 
the end the clusters are labeled according to the ratio of the instances. If the ratio is 
above a predefined threshold value, then these instances are labeled as normal; 
otherwise they are intrusive. Two major advantages can be found in Y-Means 
clustering algorithm; first is that it creates automatically an appropriate number of 
clusters, and second is raw log data can be used directly as training data without the 
need of labeling. 

Founded on the Y-Means algorithm and its merits, Yu Liu et al proposed a hybrid 
technique which is used to detect the node based anomaly for ad-hoc communication 
networks [15]. This anomaly detection is considered as a hybrid approach that 
combines two data mining techniques. Associations rule mining techniques and cross-
feature mining techniques are used together in action. This hybrid method takes two 
feature sets which are direct feature set and statistical feature set of MAC layer data 
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and network layer data respectively. Direct feature set targets on short-term node 
behavior profiling and statistical feature set targets on long-term node behavior 
profiling. For short-term profiling, this method applies associations rule mining 
techniques and for long-term profiling it uses cross-feature mining techniques. Fig 2 
shows the feature set taxonomy according to this paper [15]. 

Feature Set 

Direct Feature 

Short-Term

Profiling 

Cross Feature Mining Association Rule Mining 

Long-Term

Profiling 

Statistical Feature Set 

 

Fig. 2. Feature set taxonomy 

Direct feature set of MAC layer is used to locate the source of attack within one 
hop perimeter. In that paper, multiple attack sources are evaluated through the 
Bayesian networks. The result analysis of both data mining techniques proves that the 
proposed IDS are effective because association rule provides precise detection 
performance whereas cross-feature approach is energy-efficient and effective in 
monitoring the network behavior. 

Some classification based anomaly detection methods used the network traffic to 
detect the anomaly [11, 16, 17]. J. E. Dickerson et al. uses fuzzy logic to detect the 
malicious activity on network traffic such as TCP, UDP and ICMP data [11]. This 
technique is anomaly based intrusion detection system which is called Fuzzy Intrusion 
Recognition Engine (FIRE). This technique uses network input data features as fuzzy 
sets. These sets are used to define fuzzy rules. So, these rules can help to detect the 
individual attacks. 

Several machine learning techniques are also used for anomaly detection in 
network traffic. Nong Ye proposed an anomaly diction technique which is used 
Markov chain model to detect intrusions attempting to hack into network systems. 
This technique represents the normal profile of temporal behavior. Probability is used 
to infer the normal behaviors and anomalous behaviors. If the probability is low then 
it implies the pattern is of anomalous behavior otherwise it is normal. 

Another machine learning technique is used for host based anomaly intrusion 
detection. It processes sequences of system calls which form a multi layer intrusion 
detection model [18]. Their results indicate that this approach performs better in terms 
of accuracy and response time to detecting anomalous behavior of the software 
programs. This method is thus suitable for online intrusion detection. 
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For evaluation purposes we have used two protocols, one is Adaptive Smooth 
Multicast Protocol (ASMP) and second one is Packet-pair receiver-driven cumulative 
Layered Multicast (PLM). These protocols are multicast congestion control protocols 
and which are commonly applied over the transport layer. The trace files of these 
protocols were collected for analysis. Some descriptions of these protocols are 
defined below. 

3   Multicast Congestion Control Protocols 

Congestion control protocols play a pivoted role in reliable transfer of data in 
computer network. There are number of multicast congestion control protocols. We 
have selected two multicast congestion control protocols for simulation. We shall 
elaborate both of them briefly. 

3.1   Adaptive Smooth Multicast Protocol (ASMP) 

ASMP was initially coined by [19]. It is a single-rate multicast transport protocol 
which is used for multimedia data transmission. It runs on top of UDP/RTP/RTCP 
protocols. In ASMP, sender and receiver share current information about network 
conditions through the use of RTCP sender and receiver’s reports. In sender driven 
congestion control protocols, sender adjusts its transmission rate. ASMP is the sender 
driven protocol, so ASMP sender adjusts its sending rate according to the receiver’s 
feedback reports. Receiver’s feedback reports contain the receiving rate, as described 
in [20] which is calculated at each receiver according to the TCP analytical model. 

Each receiver measures the following values such as packet loss rate, Round Trip 
Time, Delay Jitter and Congestion Indicators (CI), using the early congestion 
indication algorithm before the calculation of new TCP-friendly transmission rate. 
After calculating the current transmission rate, each receiver sends it to the sender by 
using the RTP/RTCP extensions. So, the sender receives the newly calculated 
receiving rate through receiver’s feedback report and then it adjusts the sending rate 
keeping in consideration to the slowest receivers in the session. The main features of 
this protocol are: Smooth transmission rates, TCP-friendly behavior, and High 
bandwidth utilization. An advantage of this protocol is that it does not require any 
additional support from the routers or the underlying IP-multicast protocols. A 
disadvantage of this protocol is that, it does not show a very responsive behavior in 
varying network conditions because the gap between two successive RTCP feedback 
reports is very long. 

3.2   Packet-Pair Receiver-Driven Cumulative Layered Multicast (PLM) 

Packet-pair receiver-driven cumulative Layered Multicast (PLM) was proposed by 
[21]. It is meant to address some deficiencies of Receiver Driven Layered Congestion 
Control multicast protocol (RLC). It is the multirate multicast congestion control 
protocol which is used for multimedia data transmission, such as, live audio/video. It 
runs on top of UDP/RTP protocols. In receiver driven congestion control protocols, 
the receiver is responsible for adapting the video transmission rate by subscribing and 
unsubscribing through various protocol layers. Therefore Receiver has an active role 
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while the sender has a passive role in adapting receiver based rate control. PLM is the 
receiver based congestion control mechanism, so the congestion control algorithm is 
implemented at the receiver side. Whereas at the sender side data is transmitted via 
cumulative layers and each layer packets are sent out in pairs. PLM defines two basic 
mechanisms: Receiver-side Packet-pair Probe (PP) and Fair Queuing (FQ). 

Receiver-side Packet-pair Probe (PP) mechanism is used to estimate the currently 
available bandwidth and Fair Queuing (FQ) mechanism is used at each router. PLM 
assumes fair scheduler network and deploys a fair queuing mechanism at routers. It 
relies on a fair scheduler to ensure fairness, including intra-protocol fairness, inter-
protocol fairness and TCP friendliness. PLM has some advantages over RLM and 
RLC. RLM and RLC produce losses at joint attempts, whereas PLM does not suffer 
any loss in discovering the available bandwidth. It has a fast convergence for rate 
adaptation. 

4   Performance Evaluation 

The input log files that are to be used in the performance evaluation experiments are 
generated by a simulation program NS2. The simulation is configured with multicast 
congestion protocols ASMP and PLM. 

4.1   Simulation Setup and Topology 

For the sake of the simulation-based experiments, ns simulator version 2.33 was used 
and integrated with the available code of PLM (built-in) and ASMP (asmp V1.1). 
Simulation topology was created in the NsWorkBench (nsBench v1.0) environment. 

Fig. 3 shows the topology which was designed for checking the fairness and 
responsiveness of these two protocols. The bottleneck link from R1 to R2 has 
bandwidth of 600 Kbps and time delay of 8ms. Interior links from R2 to R3, R2 to R4 
and R2 to R5 have 10Mbps bandwidth and delay of 8ms each. All exterior links have 
10Mbps bandwidth and delay of 8ms. Each simulation trial was run for 250 seconds. 
Data rate of TCP and UDP connection is set at 500Kbps. Initially data rate for 
multicast protocol is 500Kbps. There is one multicast session (ASMP/PLM) and three 
TCP/UDP connections in total. 

 

Fig. 3. Simulation Topology 
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4.2   Feature of Interest 

Transport layer data is rich in a variety of intrinsic features. Interested features from 
the perspective of the experiment are extracted from the Transport layer protocols 
which are used to multicast the multimedia data such as Adaptive Smooth Multicast 
Protocol (ASMP) and Packet-pair receiver-driven cumulative Layered Multicast 
(PLM) which are run over the UDP protocol. In PLM/ASMP trace file, there are three 
packet types such as data, prune and graft. Data packet contains the multimedia data. 
The proposed feature set and its value space is illustrated in Table 1. 

Table 1. Feature Set 

Feature Feature Value

Flow Direction Send, Receive, Drop 

Source Address (SA) One/many 

Destination Address (DS) One/many 

Traffic Type 
CBR/UDP,
RTP/UDP,TCP

Packet Type DATA, Prune, Graft 

Sending Rate Bytes 

Packet Id Number

Sequence # Number

Time Seconds
 

Simulation experiment yields trace file of large number of recordset. Data mining 
community is well aware of the fact that piles of data are prone to yield useful 
information. However in order to extract useful patterns, it is a mandatory 
requirement to perform data preprocessing activity. Researchers have argued that 
preprocessing activity normally consumes much of the time of overall experiment and 
the same was true in our case. The trace files essentially contain records of data 
packets that traversed across the specific links in the network topology and the 
patterns of these accesses are shaped by the specified protocols along those links. This 
processed trace file/log file is used as input to the data mining process unit in which 
the data mining algorithms are implemented.  

Fig. 4 outlines the flow of data mining process model. It consists of multilevel 
association rule mining and clustering technique. Association rule is a supervised 
learning technique while clustering is a unsupervised learning technique. Association 
rule mining discovers the hidden relationships among the data which are sometimes 
known as casual relations. Multilevel association rule mining unit is driven by Apriori 
algorithm. The data mining unit reads in the input trace files and creates a number of 
association rules by using Apriori algorithm. Data of the features of interest that 
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occurred frequently together in the access records are sorted out. This sorted data is 
identified as association rules. 

The next step is extracting the association rules from the trace files; the process 
classifies these extracted rules into groups according to their semantic meanings by 
applying K-Means clustering algorithm. This unsupervised clustering technique 
groups together association rules with the criteria of similar characteristics. 

Data Mining 

Process 

Clustering Output results 

Multi-level

Association 

Rules 
Processed log 

files 

 

Fig. 4. Data Mining Process Model 

5   Multilevel Association Rules 

Multilevel association rule mining is aimed towards discovering the relations between 
data items at multiple levels in a given dataset. The data is subjected to normalization 
process with formats of RTP, UDP and TCP protocols. Multilevel association rules 
have the provision to recognize the pattern of computer network traffic while building 
a set of heuristic rules for prediction. According to the features of interest given in 
table 1, a transaction record is an artificially synthetic instantiation of the following 
feature set: 
 

{Flow direction, SA, DA, traffic type, packet type, sending rate, pktid, seq#, time} 
 

The rules shown in the table 2 have been generated using the orange tool. 
Where SA, DA stands for Sender Address and Destination Address 

 
An example association rule looks like this:  
 
HEAD (rec=multicast)    BODY (Type=cbr, packetsize=500, fid=1)  
 
For cbr, packet is received on the multicast address. This packet size is of 500 units 

so is quantified as 500 only. cbr packet type and flow id is 1 with support of 18 and 
confidence of cbr packet type and flow id is 1 with support of 18 and confidence of 
1.0. When we track back this rule, we are accurately able to classify this rule as the 
cbr packet. 
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Table 2. Apriori Based Association Rules 
 

Packet
Type Rule C. Lift Str. Cov. Leverage 

TCP Type=tcp
pktsize=540 1.0 4.414 1.000 0.227 0.175 

RTP Type=rtp  

pktsize=1000 1.0 4.412 1.000 0.225 0.175 

ACK Type=ack  

pktsize=40 1.0 4.430 1.000 0.226 0.175 

CBR

rec=multicast 
Type=cbr,
pktsize=500,  
fid=1 

1.0 2.238 1.184 0.377 0.209 

 

Each rule is associated with the following performance parameters [22] that might 
indicate how interesting or significant the rules are: Lift indicates the strength of the 
rule because it defines the ratio of the probability that antecedent and consequent 
occur together. Confidence is the number of cases in which the rule is correct relative 
to the number of cases in which it is applicable. 

Rules with lower value of confidence, lift, leverage, strength and coverage are 
filtered out. This leaves only the most important rules which are ranked and appeared 
on the top in descending order. Fig. 5 shows the taxonomy of packet in a hierarchical 
representation. This representation which is a rooted tree represents the type, packet 
size, receiving status and flow id at first level. In the next level packet type is split 
into cbr, tcp, rtp and ack whereas packet sizes is grouped into 500, 540 and 40. Flow 
id is branched out into numeral values 1, 2 and 3. Packet receiving status is further 
branched out into multicast etc. These branches can be further divided into number of 
branches. Fig. 6 represents the multi-way association rules. Conceptually both of 
them are same in implantations. 

6   Clustering Analysis 

The clustering in data mining is a well renowned technique for grouping similar 
objects. In literature various algorithms and techniques have been discussed and 
proposed. In our proposed architecture we have used K-Means clustering. K mean 
clusters are based on a variety of measures including manhitten distance, euclidean 
distance etc. In each iteration, means all of the observations is calculated and then 
centroid is re calculated until the centroid becomes stable. The mean values of 
randomly selected centers converge to the appropriate cluster.  

The reason to choose this technique is its simplicity and superior performance over 
its peer methods with reasonable accuracy. However choosing the initial seed is tricky 
and difficult for achieving best results with high precision.  

After obtaining the multi-way association rules, we applied the hierarchical 
clustering technique. This technique is infact an extended version of K-Means. The 
end product of this technique resulted in four hierarchical clusters. Among various 
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similarity measures, we chose Euclidean distance whereas the clustering method is 
average group linkage. Fig 7 shows the dendogram of these hierarchical clusters.  

The clustering analysis is used in this paper is K-Means clustering because of its 
speed and reasonable accuracy. It is however difficult to estimate the k value for each 
new dataset as well as to maintain high accuracy and precision given the chosen k 
value. It is due to the fact that the resulting K-Means clusters are partitioned by mean 
values iteratively. The mean values of randomly selected centers converge to the 
appropriate cluster. 

 

Fig. 7. Dendogram of Four Clusters 

After obtaining the multi-way association rules, we apply the hierarchical 
clustering technique (which is an extended version of K-Means) on these rules and 
obtained the four hierarchical clusters. Similarity measure applied was Euclidean 
distance and clustering method is average group linkage. Fig 7 shows the dendogram 
of these heretical clusters. 

Heretical clustering produces strong packet type clusters in the data. The Apriori 
based association rule classifier finds stronger association between flow parameters. 
The rules with high lift and confidence values represent strong relation to the 
application. Hence, the rules set help us derive behavior pattern for a particular packet 
type by looking at their cause-and-effect relations or casual relations. We trace back 
the flows to the main trace file and we observe a strong probability that those flows 
belong to a particular type of packet class.  

Cluster 1: This cluster shows the transitions which have the multicast addresses. 
Cluster1 also contains the three sub-clusters. 

Cluster 2: This cluster contains the CBR traffic. CBR traffic is also a multicast 
traffic. This is one-to-many correspondence between number of senders and receivers 

Cluster 3: This cluster shows the TCP type of traffic with acknowledge 
information. 

Cluster 4: This cluster shows the RTP transitions. These transactions also contain 
the multicast addresses. 



 Multi-way Association Clustering Analysis on Adaptive Real-Time Multicast Data 393 

7   Conclusion 

In this paper, we presented the analysis of computer network traffic behavioral pattern 
for the Transport layer of TCP/IP protocol stack, using unsupervised association rule 
mining and clustering techniques. K-Means clustering with association rule mining 
techniques were shown to achieve high accuracy. We have show that our model is 
able to detect new behavior patterns for multicast traffic. For the future work, we are 
planning to extend this model to be scalable for a very large trace of dataset which are 
normally generated in the complex scenario based simulation experiment while 
soliciting behavior patterns for a wider range of network traffic.  
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Abstract. The two mature disciplines, namely Data Mining and Data 
Warehousing have broadly the same set of objectives. Yet, they have developed 
largely separate from each other resulting in different techniques being used in 
each discipline. It has been recognized that mining techniques developed for 
pattern recognition such as Clustering and Visualization can assist in designing 
data warehouse schema. However, a suitable methodology is required for the 
seamless integration of mining methods in the design of warehouse schema. In 
previous work, we presented a methodology that employs hierarchical 
clustering to derive a tree structure that can be used by a data warehouse 
designer to build a schema. We believe that, in order to strengthen the decision 
making process, there is a strong need for a method that automatically extracts 
knowledge present at different levels of abstraction from a warehouse. We 
demonstrate with examples how mining at different levels of a hierarchical 
warehouse schema can give new insights about the underlying data cluster 
which not only helps in building more meaningful dimensions and facts for data 
warehouse design but can also improve the decision making process. 

Keywords: Clustering, Data Warehouse, Data Mining, Warehouse Schema, 
Visualization. 

1   Introduction 

Data repositories are constantly growing in size due to the enormous use of 
information systems in various application domains [1]. Such repositories can be used 
to identify useful information and hidden patterns in the data by applying suitable data 
mining techniques along with the knowledge discovery mechanisms [2]. Efficient 
analysis of data using the modern analytical and mining techniques is an important 
step in the knowledge discovery process. One of the big hurdles to this efficient 
analysis of data is the presence of mixed numeric and nominal attributes in real world 
datasets. A vast majority of algorithms, methods and techniques have been proposed 
in the literature for analyzing numeric data but little attention has been given to 
overcome the problem of mixed data analysis. Traditional methodologies assume 
variables are numeric, but as application areas have grown from the scientific and 
engineering domains to the biological, engineering, and social domains, one has to 
deal with features, such as country, color, shape, and type of disease, that are nominal 
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valued [1]. In addition to the problem of efficient analysis of mixed data, high 
cardinality nominal variables with large number of distinct values such as product 
codes, country names and model types are not only difficult to analyze but also 
require effective visual exploration methods [2]. Visualization techniques are 
becoming increasingly important for the analysis and exploration of large 
multidimensional data sets [3]. However, the effectiveness of visualization techniques 
such as parallel coordinates [4, 5] is determined by the order in which attributes are 
displayed [6]. Moreover, accurate spacing among the attribute values is mandatory to 
recognize the semantic inter-relations that exist in the underlying data. 

In our previous work [27], we focused on the seamless integration of data mining 
techniques into the design of data warehouses. Designing a data warehouse is a 
complex task, which involves knowledge of business processes in the domain of 
discourse, understanding the structural and behavioral system’s conceptual model, 
and familiarity with data warehouse technologies [8]. The two disciplines, namely 
data warehousing and data mining are both mature in their own right but little 
research has been carried out in integrating these two strands of research for the 
purpose to support data warehouse schema design. Given the sheer volume of data 
normally involved in the building of a data warehouse, a case can be made for 
automated support in the construction of the warehouse schema in order to capture the 
patterns and trends that are needed in schema design. The human data warehouse 
designer, with his/her limited knowledge of the domain can supply some of these 
patterns, but there will always be cases where such knowledge needs to be augmented 
with automatic pattern generation methods. To overcome these problems, we 
proposed a methodology in our earlier work for the seamless integration of data 
mining techniques into data warehousing design. We employed hierarchical clustering 
and parallel coordinates techniques to aid the automatic design of the well-known 
STAR schema.  

The focus of the previous work was the design of the schema with little 
consideration as to how the knowledge embedded in the schema could be extracted. 
In this research we propose a methodology that describes how knowledge is 
distributed across the different levels of a hierarchical schema structure. We develop 
an iterative method that explores the similarities and differences in information 
contained across consecutive levels in the hierarchy. The main motivation for such an 
analysis was that the presentation of information at different levels of abstraction 
provides the decision maker to get a better understanding of the patterns and trends 
present in the data. In the case study that we present in this research we observed that 
sharp differences in patterns emerged as the data was explored at lower levels of 
granularity, or abstraction. The rest of the paper is organized as follows: Section 2 
presents an overview of prior work relevant to our research objectives. In  
Section 3, we present our methodology for knowledge extraction from a hierarchical 
schema. Section 4 presents the implementation details. Our case study results  
are discussed in Section 5 and in Section 6 we conclude the paper with a summary of 
the achievements of the research and discuss some possible directions for future 
research. 
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2   Related Work 

Real world data sets consist of a mix of numeric and nominal data. While an 
abundance of algorithms exist for clustering for numerical data, little effort has been 
directed at clustering nominal data. For scalable clustering of mixed data, orthogonal 
partitioning clustering algorithm [13] was introduced which was later extended by the 
authors in [14] for the purpose of clustering large databases with numeric and nominal 
values using orthogonal projections. To achieve a similar objective, a fuzzy clustering 
algorithm [15] based on probabilistic distance feature, an agglomerative algorithm 
based on distinctness heuristics as well as the Evidence Based Spectral Clustering 
(EBSC) algorithm [16] based on evidence accumulation were introduced in the recent 
past. On the other hand, authors in [17] introduced three different distance measure 
functions based on Mahalanobis-type distance measure for the efficient analysis of 
mixed data. Another distance measure, using the cost function based on co-occurrence 
of categorical values was offered to overcome the limitations of the traditional k-
means algorithm and to support mixed data analysis [13]. Hierarchical clustering has 
also been employed by the authors in [18] for mixed data based on distance hierarchy.  

Our work is similar in terms of efficient analysis of mixed data but the proposed 
work is neither proposing a new algorithm nor a fresh distance measure to conquer 
mixed data analysis problem. Instead, we employ a hierarchical clustering technique 
as an initial step in the proposed methodology to produce natural clusters from the 
data based on numeric variables. For nominal data, we use a visualization technique 
known as parallel coordinates to identify and analyze the nominal variables within 
each data cluster. The Parallel coordinate technique has been used by in the past for 
the effective visualization of data. Authors in [4] used this technique with the help of 
some extensions for the effective exploration of complex data sets. Similarly, another 
efficient approach to construct frequency and density plots from parallel coordinates 
was introduced [19]. In parallel coordinates technique, order and spacing among the 
variables on the coordinates play a vital role for the extraction of useful information. 
Meaningful spacing among high cardinality values helps in interpretation of results 
and in recognition of meaningful patterns from the underlying data values. A major 
limitation of parallel coordinates technique is that it is suitable for small number of 
dimensions or variables. Its effectiveness is inversely proportional to the number of 
variables. In our proposed methodology, we use this technique only to visualize the 
nominal data present in a data cluster. This is an effective strategy as there is less 
number of nominal variables in the data clusters as compared to numeric variables. 
Furthermore, we do not visualize ordinal variables because the basic reason for using 
this visualization technique is to identify natural grouping among the categorical 
values for each nominal variable. For instance, we visualize variables such as Country 
which has more distinct values as compared to an ordinal variable such as Sex which 
has only two distinct values, namely male or female. 

Another source of related work is the automatic generation of warehouse schema. 
A Model-transformation architecture has been proposed in order to facilitate the 
automatic schema generation process [20]. Their implementation was based on an 
open source development platform to automatically generate schema from a 
conceptual multidimensional model. Likewise, an Object-process-based Data  
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Warehouse Construction (ODWC) method was suggested for the purpose of 
automatic schema construction [8]. The authors in [21], proposed a technique that 
takes a list of database schema in the form of entity-relationship(ER) model as input 
and produce a schema as output. Another similar approach using ER diagrams was 
presented a few years later using a prototype system  known as SAMSTAR[22].This 
research shares the same objective of automatic schema generation as we use 
hierarchical clustering and parallel coordinates techniques in conjunction with each 
other to identify the various dimensional groupings or hierarchies and measure within 
a data cluster.  These natural groupings based on the underlying dataset can assist the 
schema design and generation process. 

Finally, we discuss the work relevant to the utilization of hierarchical clustering 
technique in data warehouse environment. Recently, a conceptual model was 
proposed for combining enhanced OLAP and data mining system [23].  However, the 
proposed model was not integrated with automatic generation of schema and lacked 
experimental evaluation as well. Another architecture was proposed by the authors in 
[24] to extend the work of [25] and provided a way of integrated enhancement of 
warehouse schema using self-organizing neural networks.  

3   Proposed Methodology 

In this section, we present our methodology for knowledge extraction from a multi 
level warehouse schema. Figure 1 gives the overview of the proposed methodology. 
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Fig. 1. Overview of the extended methodology 



 Multi Level Mining of Warehouse Schema 399 

As Figure 1 shows, we construct cubes for consecutive levels of data abstraction. 
With the presence of data cubes at different levels, the analyst can explore the 
similarities and differences among the different attributes present in the data clusters 
at various levels of detail. We believe that without this two level exploration of cube 
data it is not easy to understand the underlying structure of the data and lack of 
understanding can lead to weak analysis and poor decision making. The description of 
each step involved in the methodology is explained as follows. 

3.1   Perform Hierarchical Clustering 

This step helps to generate the warehouse schema at different levels of abstraction. In 
this step, the agglomerative hierarchical clustering algorithm is applied to the data set 
to generate clusters based on a similarity measure. The reason for choosing 
agglomerative hierarchical clustering is that it tends to produce natural clusters 
instead of performing unnecessary merges and splits like other clustering approaches. 
Furthermore, it allows users to set parameters to determine the proper number of 
clusters. As most of the clustering algorithms works well on numeric variables, in this 
step, we target the numeric variables in order to get optimal results. 

3.2   Extract Data at the Current Level of the Hierarchical Tree 

In this step, we determine the number of clusters produced and extract the clustered 
data present in each of the clusters at the current level of abstraction. The nominal 
attributes present in each of these clusters are the possible dimensions of the dataset. 
Furthermore, the numerical variables present within each cluster at this level are the 
measures within the cluster. These measures become the input for the automatic 
schema generation process. In data warehouses the numerical attributes represent core 
potential measures which the analysts want to visualize from different dimensional 
perspectives. 

3.3   Extract Data at the Next Level of the Hierarchical Tree  

Similar to the previous step, we go one level down in the hierarchy and extract the 
clusters present at the next level. This 2nd level clusters are generated by splitting the 
top level clusters. We mark the clusters in the 2nd level and extract the numeric and 
nominal variables from each of the clusters at this 2nd level of abstraction. 

3.4   Application of Distance-Quantification-Classing (DQC) Technique  

After obtaining the hierarchical clusters and extracting the numerical values, the DQC 
approach is applied to each cluster for the mapping of nominal data into numeric data 
for effective visualization. The purpose of this application is that in real-world data 
sets there exists a number of nominal variables which have high cardinality. For 
example, country names and product codes are typical examples of high cardinality 
nominal variables. The DQC approach maps the nominal values in to numeric values 
for effective visualization. Additionally, the approach assigns order and spacing 
among the variable values in a manner that conveys relationships and associations in 
the data items. For instance, the DQC approach can group the product codes or 
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country names that are closer to each other based on the other variables in the 
underlying data set. This assignment of order and spacing is done in such a way that 
the distance between the two values in the nominal space is preserved in the numeric 
space. 

3.5   Extraction of Dimensions and Hierarchies 

Following step 4, the mapped nominal to numeric values are extracted for each cluster 
for both levels of abstraction. These values are responsible for defining the groups in 
each dimension and the dimensional hierarchy. These extracted values are fed into the 
automatic schema generator to model the dimensional hierarchy in the data warehouse 
schema. 

3.6   Data Warehouse Schema Generation 

In step 6, the extracted values from the previous steps, become the input to the 
automatic schema generator. Automatic schema generator first reads the input 
dimensions and measures. Secondly, handles the dimensional hierarchies. Schema 
generator module identify the natural groupings of the values within each dimension 
and name the group i.e. Group 1, Group 2 to Group N. Each of the groups created by 
the schema generator is then assigned the values which are closer to each other in the 
mapped numeric space (details are discussed in the case study).Thirdly, creates a fact 
table and manages the relationships among the fact and dimension tables. As an 
output, this step gives a star schema and also populates the data in the corresponding 
dimension and fact tables using automatically generated queries. The extended 
methodology repeats all the above mentioned steps of this section for the clusters at 
both levels of abstraction. It means that the warehouse schema builder will run 
repeatedly to produce schema for clusters at each level in the hierarchy. For instance, 
it will generate the schema for Cluster1 for Level-1 and later it will generate Cluster1 
for Level 2 in the hierarchy. 

3.7   Data Cube Construction 

Finally, when the schema has been generated, the data cube is being constructed to 
allow various data warehouse operations such as drill-down, roll-up, slicing and 
dicing and pivoting. Here, the cubes are constructed for both levels of detail. The 
construction of data cube allows the flexibility to add/remove the dimensions and to 
control the granularity of the warehouse analysis. 

4   Implementation Details 

In this section, based on our implementation, we discuss details of the implementation 
steps of the proposed extension of the methodology. We have performed case study 
on a real world data set from the UCI machine learning repository, namely Adult 
dataset to validate the results of our proposed methodology. 
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4.1   Case Study – Adult Data Set 

We performed a case study on a relatively large Adult data set. The data set contain 
48842 records with 9 nominal and 6 numeric variables. More details can be found on 
the machine learning website [28]. The distribution of the high cardinality variables 
present in the data set is given in Table 1. We have used the HCE tool to generate 
hierarchical clusters from this data set using the numeric attributes. The hierarchical 
clustering parameters of Euclidean distance and complete linkage were defined to 
guide the clustering process. 

Table 1. High cardinality nominal variables in Adult data set 

Attribute names Categorical Values 
Race 5 
Relationship 6 
Marital-Status 7 
Work-Class 8 
Occupation 14 
Education 16 
Country 41 

At the minimum similarity value of 0.302, two clusters were produced, each 
having their individual hierarchy. We call it the first level of abstraction called Level-
1. As per our new extension, we go one level down in the hierarchy and call it Level-2 
which is the 2nd level of abstraction. We change the minimum similarity value to get 
more clusters at a level down. At the value of 0.351 we get three distinct clusters in 
the hierarchical tree. Basically, cluster 1 of Level-1 is being split into two clusters. 
We follow a naming convention and name the clusters at the two levels as C1, C2, 
C1-1 and C1-2. 

Figure 2 shows the hierarchical tree of the two levels of abstraction with the cluster 
naming convention. In the next step, we extract the numeric values from each cluster 
and stored them in an Excel files. After the extraction of numeric facts, we apply 
DQC technique to the nominal attributes present in each cluster at each level of 
abstraction. Using Xmdvtool, we visualize the nominal variables along with the 
assigned grouping and ordering with the help of parallel coordinates visualization 
technique. Figure 3 displays the resultant of cluster C1-1 nominal data mapped to 
numeric. Due to lack of space in the paper we only show 4 dimensions present in the 
cluster C1-1. Using the parallel coordinate technique the groupings of high cardinality 
variables such as Occupation, Relationship, Work-Class and Education can be easily 
visualized. One example of such grouping can be seen in the Relationship variable 
depicted in Figure 3. The value set {Not-in-family, Own-child, Other-relative} has 
similar values as compared to the values of Husband and Wife in the same variable. 
The Xmdvtool uses mapped numeric values for the nominal variables. 
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Level-1 
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0.302 
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Fig. 2. Hierarchical tree representation of Adult dataset at two levels of abstraction 

 

 

Fig. 3. Parallel Coordinate display of Level-2 Cluster named C1-1 

These values numeric values along with the attribute names are exported in XML 
format. This exported XML file can be utilized for the purpose of identifying possible 
dimensions and dimensional grouping. The names within each variable which are 
close to each other are actually the ones who have very close numeric values. This 
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exported XML file along with the Excel file containing the numeric facts of a cluster 
at a specific level become the input for the automatic schema builder to generate data 
warehouse schema. The schema generator reads each file and separates the 
dimensions, groupings and measures present at a specific level of the hierarchical 
tree. In addition to this, automated set of queries create fact and dimension tables and 
later populate the data in the relevant tables using the SQL commands. Figure 4 
shows the design of such an automatically generated schema for the Cluster C1-2 at 
Level-2 at the hierarchy. It can be seen that the automatically generated schema for 
C1-2 has six dimensions. The central fact table which consists of the measures 
contains Age, Fnl_Weight, Edu_Num, Capital_Gain, Capital_Loss and 
Hrs_Per_Week. From these dimensions and measures, in the final step of our 
proposed methodology, we construct the data cube for each Level in the hierarchical 
tree. 

 

Fig. 4. Schema generated for Cluster C1-2 at Level-2 of the hierarchical tree 

5   Results and Discussion 

This section is divided into four subdivisions. We discuss the results with respect to 
each of our objectives that we aimed to achieve in our proposed methodology. One of 
the important aspects of the proposed methodology is the efficient analysis of mixed 
numeric and nominal data. Most of the clustering algorithms work well on the 
numeric data only but fail to produce meaningful clusters when mixed data is 
provided. In order to achieve efficient analysis of mixed data we applied a series of 
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different methods. We first cluster the data set with respect to the numeric attributes 
and obtain hierarchical clusters. On the basis of numeric attribute clustering, the HCE 
tool provided us 2 clusters at the top level for Adult data set.  The resulting clusters 
were based on the distance measure and which works well for numeric data.  

Table 2. Variable and grouping comparison of Cluster C1 and C1-2 
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For the sake of discussion, we compare groupings among selected high cardinality 
nominal variables contained by the two clusters at two different levels. C1 and C1-2 
are the two clusters produced after performing hierarchical clustering at 2 different 
levels of abstraction. We compare four variables namely Education, Work_Class, 
Occupation, and Relationship of Level1 Cluster C1 with Level2 Cluster C1-2. Table 2 
highlights the differences among the Education and Occupation variables and their 
groupings. It has been observed that the number of groups for a given variable in 
Cluster C1 and the values within each group are different when compared with Cluster 
C1-2. For instance, in Cluster C1, Education has a group that contains (10th, 11th, 12th 
and HS-grad).  In Cluster C1-2 the same variable has no group containing (12th and 
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11th) and furthermore 5-6th, 1st-4th and many others are totally absent in the variable 
values at the 2nd level of abstraction. This shows that each cluster has its own 
groupings or relationships based on the underlying data. In our proposed methodology, 
we use these variables as dimensions and the groupings within each variable as 
possible dimensional hierarchy levels. The Parallel Coordinates technique helps the 
user to visualize these grouping among the nominal values which improves the 
effectiveness of the visual display. Furthermore, the numeric facts and the dimensions 
and hierarchy levels are fed into the automatic schema generator to give a star schema 
as an output. As discussed in the case study, the schema generator produced a schema 
on using the Adult data Cluster C1-2 with 6 dimension and 6 measures. All the 
numeric values extracted from each cluster become potential measures and the high 
cardinality nominal variables become the dimensions. With these dimensions and 
measures a multi-dimensional data cube is generated. We show a few results with the 
help of some OLAP operations that how the data cube in Cluster C1 and C1-2 can 
facilitate warehouse analysis for the end-user. Suppose the analyst is interested to see 
the average number of hours per week at two different level clusters with respect to 
different dimensions present in each cluster. Analyst can perform this analysis using 
the front end of the developed prototype for OLAP exploration. First, the desired cube 
named C1_Cube is selected and Avg_Hrs_per_week is being selected as a measure. 
Second, the dimensions can be selected to see the Avg_Hrs_per_week measure.  Using 
the comparative analysis on the same dimension and measure at two different levels, 
analyst can determine the information present at each level. In Figure 5, we present the 
Cluster C1 result of the lowest number of average hours per week with 2 dimensions 
namely Occupation and Education. 

Similarly, the analyst perform OLAP operation on Level-2 cube of the hierarchy 
named C12_Cube to find the same answer of lowest number of hours per week. 
 

 

Fig. 5. Average hours per week by occupation and education dimension for Cluster C1 
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Figure 6 shows the result of such an OLAP query. Using the OLAP tool it can be 
easily identified by the analyst that in Cluster C1 the lowest average hours per week 
value belongs to group_others which contains four types of occupation values namely 
Adm-clerical, Farmer-fishing, Handler-cleaner and Pri-house-service (also shown in 
Table 2). Furthermore, the education group which has the lowest value is also group-
others of education and the people whose education level is Assod-acdm works the 
lowest in this cluster. It helps in determining a simple rule that for all occupation 
value equals to {Adm-clerical OR Farmer-fishing OR Handler-cleaner OR Pri-house-
service } AND education value is Assoc-acdm the average hours per week are less 
than  36.  In the same way, Cluster C1-2 analysis can help in determining another rule 
that if occupation is {craft-repair OR handler-cleaner} AND education is 9th it 
indicates the average hour per week value will not be more than 37.  

 

Fig. 6. Average hours per week by occupation and education dimension for Cluster C1-2 

6   Conclusion and Future Work 

In this paper, we proposed an extension to our previously reported methodology for 
the integration of data mining with data warehousing. The focus of this work was to 
extract knowledge at different levels of abstraction from a warehouse schema. We 
used hierarchical clustering and automated the warehouse schema generation process. 
Additionally, we demonstrated that efficient analysis and effective visualization of 
mixed nominal and numeric data at different levels of abstraction. We validated the 
methodology by performing case study on a real world dataset. We demonstrated that 
single level data analysis is insufficient to gain an adequate understanding the 
complexity of data. In our extended methodology, we present to the analyst 
information present at different levels in the hierarchical tree. In addition to this, we 
are construct cube for different levels of data abstraction using a semi-automatic 
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technique. With the presence of data cubes at different levels, the analyst can explore 
the similarities and differences among the different attributes present in the data 
clusters at various levels of detail. We demonstrated with examples that how two 
level analyses can help in forming simple rules for each cluster at a particular level. 
We believe that without this two level exploration of cube data it is not easy to 
understand the underlying structure of the data and lack of understanding can lead to 
weak analysis and poor decision making. Results show that with the extension of the 
two level analysis capability of the analyst can perform better mining and decision 
making. Further work will mainly focus on adding more sophisticated visualization 
techniques for the exploration of clustered data. In addition to this, we are working a 
more efficient implementation that will make it scale better for large and complex 
data sets. 
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Abstract. In this investigation, we propose a new approach for bulk
insert under linear hash organization, which is one of the known prob-
lems of dynamic hash techniques. Generally Dynamic Hash allows us to
adjust the size of hash space dynamically according to the amount of
data so that we obtain the nice time/space efficiency of the hash space.
One of the typical techniques is linear hash where we can keep the hash
space size linearly in terms of the amount of data. However, the tech-
nique doesn’t always provide us with suitable properties, especially we
face to severe deficiencies at bulk insert/delete operations, because the
successive operations cause heavy manipulation (one extension at each
operation) so that huge amount of I/O access happen.

Here in this work, we propose a new approach for bulk insert (delete)
to relieve the thrashing situation and to reduce total I/O access. We dis-
cuss some experimental results and show how well the approach works.

Keywords: Dynamic Hash, Linear Hash, Bulk Insert, I/O Thrashing.

1 Motivation

Almost all of the modern computer processing assume some foundation of data
management mechanism which utilize powerful and indispensable techniques
directly or indirectly through database systems and other sophisticated vehicles.
One of these techniques is certainly hash approach by which we can access every
record in O(1), though there exist fundamental deficiencies such as data collision,
spill-out and space limitation caused by static size of hash spaces, as described
in every textbook.

Dynamic hash has been proposed so far for purpose of the improvement of
space efficiency. It provides us with dynamic growth of hash space according to
the amount of records by which we keep density1 constant. Linear Hash (LH) is
one of the techniques applied widely to several applications[1]. By this technique,
hash space grows smoothly (i.e., we will split buckets and append new ones in
an one by one manner) for relieving overflow situation, and we expect good
efficiency (small overhead of I/O).

On the other hand, in LH there is no feature for collective updates such as
bulk inserts[4,5]. For instance, we are forced to split a bucket whenever insert
operation happens to maintain the density close to our specified density factor
1 Density means the ratio of the practical number of records to the space size.
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σ, called load factor. Since there is no explicit condition like load-factor against
bucket-splitting, we can’t improve this issue within a general framework. More
serious is that bucket-splitting doesn’t always relieve overflow buckets and the
splitting may not improve efficiency. In fact, a new bucket is appended to the end
of the space because of linear property. Especially we face to severe deficiencies
to bulk insert/delete operations, because the successive operations cause heavy
manipulation (one extension at each operation) so that huge amount of I/O
access happen to the secondary storage devices, called thrashing.

Rafiei et al. examines the situation and proposes how to allocate LH space
distribution in advance only for LH creation[5]. Yasuda et al. has proposed Tree
Hash to recover overflow problem[4] where they don’t manage hash spaces lin-
early but extend the space over tree-structure spaces so that some additional
management mechanism has to be introduced.

In this investigation, we propose a new approach for bulk insert (delete) to
relieve the thrashing situation and to reduce total I/O access. The basic idea
comes from bulk extension of the space, we accept many records (for insert) at
once, reorganize hash-space as well as new records and generate new image of
the space. We show how to do that and how well the approach works. In fact,
we show excellent improvement for this problem.

In section 2 we review Linear Hash and describe outstanding aspects of this
technique. In section 3, we discuss a new approach for bulk insert under linear
file organization. Section 4 contains some experiments, several analysis and the
comparison with other approach. We conclude our investigation in section 5.

2 Linear Hashing

In this section, we review Linear Hash very quickly. Fore more detail, see the
literatures[1,2].

Given a linear hash (LH) space consisting of a set of buckets, a possible domain
C of keys, we assume a record d, key c ∈ C of d and a hash function h : C → H ,
then we can identify a bucket position of d which contains d in the hash space by
an address h(c). So we can go to the position by h(c) directly (on the secondary
storage). Each bucket in a primary hash space may contain several records.

Given two non-negative integers L (called a level of LH space) and p (called
a growth position) where 0 ≤ p < 2L, we assume a hash function hL where
hL(c) ≤ 2L for any key c in such a way that hk+1(c) is identical to hk(c) on the
low k bits for any k and c so that hk+1(c) might be different from hk(c) only at
(k +1)-th bit position. A trivial example is hk(c) = c mod 2k considered c as bit
sequence.

For given a key c, we can retrieve a record containing c as a key by the
algorithm illustrated below:

a ← hL(c);
if a < p then a ← hL+1(c); (A1)

That is, we obtain the value a = hL(c) first, then if hL(c) < p, we calculate a
again by a = hL+1(c).
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Once we get the position a, we access the bucket and examine whether this
bucket and the overflows contain c or not.

To insert a record d with a key c, we apply the algorithm illustrated above to
obtain a.

In this case, when we insert d, we might put it into an overflow area if a-th
bucket is full. Each overflow bucket may contain several records.

After inserting d, we examine the status of the LH space whether there exist
too many records or not, by checking density, for example. If the density goes
beyond σ, we should split some bucket and add new buckets to relieve the status.
In LH, we select the bucket of the growth point n and distribute all the records
into the two buckets of p and of p + 2L according to their hL+1 values2. Finally
we increment p. Note that we should generate p + 2L-th bucket as a new one
and this means the LH space grows smoothly.

Also note that the growth point p should be p ≤ 2L. We adjust this condition
by the following algorithm:

p ← p + 1;
if p ≥ 2L then

p ← 0
L ← L + 1;

Let us illustrate the insert operation in a figure 1 (b). Once n comes to 2L,
we increment the level L and put p = 0 as in 1 (c).

3 Bulk Insert to Linear Hash Files

3.1 Thrashing at Bulk Insert

By using Linear Hash technique, a hash space grows smoothly (i.e., in an in-
cremental manner) so that we can keep reasonable density and good efficiency
(small overhead of I/O). On the other hand, when it is hard to estimate how
many records are inserted in advance, there may happen bulk insert suddenly.
For example, when there happen huge amount of newly registered students at
entrance season and thus huge relevant formalities, we must have bulk inserts in
very short period.

As pointed out previously, LH has the practical drawbacks that comes from
the linearness property of the algorithm described [4,5]. One issue is scalability,
i.e., it is hard to manage a huge amount of records by LH and many works have
been made to improve the drawback[2,6,7,4]. Also we can’t improve overflow
status since n-th bucket is split but not the full bucket. Another problem is
thrashing. By splitting one bucket, we can reduce only small amount of density

2 For any key c′ in the bucket, we have n = hL(c′), and hL+1(c
′) = p or hL+1(c

′) =
p + 2L by definition.
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Fig. 1. Linear Hash Space

value so that there may happen many I/O to each splitting, which damages
total throughput dramatically. In short, we can’t avoid to have thrashing by
many inserts.

For example, LH space has 1028 buckets (each bucket may contain at most
one record) with the density threshold σ = 0.8 and contains 822 records thus the
density = 822/1028 = 0.7996. When inserting one record, the density becomes
823/1028 = 0.8007 and we should have splitting. The new density is 823/1029 =
0.7998 and relieves the LH space. But when we insert one more records, the den-
sity becomes 824/1029 = 0.8008 and the splitting arises again. Generally, once
we get splitting situation, we may have successive splitting very often because
the splitting reduces very small amount of the density.

3.2 Algorithm for Bulk Inserts

In this section, we propose sophisticated algorithms for bulk inserts to LH space.
To do that, we put all the records in order of hash-values in advance and then
we write the bucket contents to the space at once. To simplify the discussion
we assume each bucket in a primary hash space may contain only one record,
though one bucket may contain several records in practice.

Creating LH Space. First of all, we assume there are huge amount of records
to be inserted and we like to build LH space from scratch. Since we have all the
initial data (N records) at hand, we can determine LH space containing all the
records. Assuming the level L = log2 N , we obtain all hash values v1, ..., vN by
the hash function hL where v1 ≤ ... ≤ vN < 2L and write them into the LH
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space of 2L buckets. Since each bucket contains at most one record, we assume
v1 < ... < vN < 2i otherwise we send them to an overflow area. Thus we must
have the density 0.5 ≤ N/2L < 1.0 at most. Let us illustrate the situation
by an example shown in a figure 2. Given 10 records (N = 10), we have the
level L = �log2 10� = 4 and the growth position p = 0. Assume we have the
hash values 0, 2, 2, 3, 9, 9, 10, 11, 14, 15 and 8 records (0, 2, 3, 9, 10, 11, 14, 15) in
the primary area of LH space of 2L = 16 buckets. Note each bucket can keep
single record and additional data are stored as overflow during the usual hash
process.

Fig. 2. LH Creation

Basically the process takes time of O(N). The procedure can be summarized
as follows:

(1) Given N records, we estimate level L = �log2 N� and p = 0.
(2) Sort the hash values of the N records by using hL, v1, ..., vN , 0 ≤
vj < 2L

(3) Remove the duplicated values and write them to LH space of 2L

buckets.
(4) Put duplicated values to an overflow area according to each hash
value and link them from the primary bucket. The new parameters are
L, p = 0.

Bulk Insert to LH Space (1). Here we insert N records to LH space and
assume N ≥ K where K > 0 means the total number of records contained in
the primary and overflow areas of LH space. Let L′ be �log2 N� and the new
growth position p′ = 0. Note the new level is L′ + 1 because 2L′−1 < N ≤ 2L′

and 2L′
< N + K ≤ 2L′+1.
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Similar to the previous case, we obtain the sorted sequence v1, ..., vN by the
hash function hL′+1 to the N records. Using K records in the LH space (the
primary and overflow areas) of the level L, we also generate a sorted sequence
u1, ..., uK by the hash function hL′+1 to the K records. For each hash value
0, ..., 2L′+1 − 1, we combine the two sequence and remove the duplicated values,
then write one of the values to the primary area and others to the overflow area
from scratch, whatever the primary area and the overflow area contain. Note we
write NULL to the both primary and overflow areas if no record is given.

Let us show an example of this case in Figure 3. Assume we have K=3 records
(1,6,14) in LH space and let us insert N=5 records (0,2,2,6,15). Since L′ =
�log2 5� + 1 = 4, we assume 5 records by h4 and 3 records in the LH space as
above. The primary area of new LH space contains 6 records (0,1,2,6,14,15) as
shown in figure 3. The density is 6/16 = 0.375.

Fig. 3. Bulk Insert(1)

Let us show the general procedure of this case:

(1) Given N records to be inserted and K records contained in the LH
space, calculate the new level L′ = �log2 N� + 1 and p′ = 0.
(2) For each of N records and K records, by using using hL′ , we obtain
the sorted sequence of hash values, v1, ..., vN and u1, ..., uK , 0 ≤ vj , uj <

2L′
. Then remove duplicate values.

(3) Initialize a new LH space of size 2L′
and we write the values in (3)

to the primary space.
(4) Finally put all the duplicated values to the new overflow area and
link them to the primary bucket. The new parameters are L′, p′ = 0.
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Bulk Insert to LH Space (2). Here we insert N records to LH space and
assume N ≥ K where K > 0 means the number of records contained in the LH
primary space. There exist two special cases to be considered. Here we examine
the special case of N + p ≤ 2L. This is special because N records may not
increase LH level so that we may save space efficiency.

First we get a sorted sequence of hash values v1, ..., vN of N records to be
inserted to the LH space by the function hL+1. Also we obtain new hash values
of all the records in n-th, ..., (2L − 1)-th buckets and the ones in each overflow
bucket in the LH space by the function hL+1. After removing duplicate values,
we put them to the extended LH primary area and to the overflow area. Finally
we put L + 1 as a new level and p = 0.

Let us discuss some example of this case. We insert 2 records (5,15 in this
case) to LH space of K = 5 records with L = 3, p = 4. Assume the LH space
contains the records of hash values 1,2,5,7,10. We calculate the new hash values
to all the records (5,7 in this case) in 4,5,6,7 buckets and assume we get 7,13
for these records. Thus we will write 7 records (1,2,5,7,10,13,15) to the primary
area of LH space with the new level L = 4 as illustrated in figure 4.

Fig. 4. Bulk Insert(2)

Let us summarize the general procedure of N records insertion to LH space
of L, p containing K records.

(1) Get a sorted sequence of hash values v1, ..., vN of N records to be
inserted to the LH space by the function hL+1.
(2) Obtain new hash values of all the records in p-th, ..., (2L − 1)-th
buckets and the ones in each overflow bucket in the LH space by the
function hL+1.
(3) Write (1) and (2) back to the primary and the overflow areas of LH
space. The new parametera are L + 1, p = 0
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Bulk Insert to LH Space (3). Here we insert N records to LH space and
assume N ≥ K where K > 0 means the number of records contained in the LH
primary space, and we examine another case of 2L+1 ≥ N + p > 2L. This is
special because N records insertion causes double size of the current LH space
and increase LH level so that we should take care of space efficiency.

Let m be a new growth position where m = (N + p + 2L) mod 2L+1.
Because many records could be affected by this bulk insert, we should recal-

culate all the hash values of 0-th, ..., (m − 1)-th buckets by hL+2 and m-th,
..., (2L − 1)-th buckets by hL+1 in the current LH space. We also obtain hash
values v1, ..., vN in sorted order by two hash functions hL+1, hL+2 to given N
records to be inserted where we obtain new hash values by hL+2 if hash value
by hL+1 < m. Thus we should have 0 ≤ vj < 2L+1 + m.

Figure 5 shows the situation where LH space contains 8 records with L =
3, p = 6. We add 5 records to the space. We have a new growth position m =
(6 + 5 + 8) mod 23 = 3. Assume 8 records in the LH space have hash values
1, 2, 2, 4, 6, 8, 10, 11 Then we recalculate 1, 2, 2 by h5 and we assume to obtain
new values 1, 2, 18 of the records respectively.

We hash 5 records in 3rd, 4-th,...,15-th buckets by h4 (new level 4) and assume
we get 4, 10, 11, 14, 16 respectively.

As for N = 5 records insertion, assume we get hash values 0, 1, 9, 12, 14 by h4

(level 4). We calculate again 0, 1 records by h5 since 0, 1 < m, and we assume to
get 0, 17 respectively. Eventually we have new LH space where the primary area
contains 11 records, 0, 1, 2, 4, 9, 11, 12, 14, 16, 17, 18.The density is 11/16 = 0.688.

Fig. 5. Bulk Insert(3)

Let us describe our general procedure where N records insertion to LH space
of L, p containing K records.
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(1) Get a new growth position m = (N + p + 2L) mod 2L+1.
(2) Recalculate all the hash values of 0-th, ..., (m − 1)-th buckets by
hL+2 and m-th, ..., (2L −1)-th buckets by hL+1 in the current LH space.
(3) Get hash values v1, ..., vN in sorted order by two hash functions
hL+1, hL+2 to given N records to be inserted where we obtain new hash
values by hL+2 if hash value by hL+1 < m.
(4) Write (2) and (3) back to the primary and the overflow areas of LH
space. The new parameters are L + 1, m.

4 Experimental Results

4.1 Preliminaries

Let us discuss the experimental results to see how well the proposed algorithms
work.

We prepare two kinds of experimental data for our experiments. One kind
consists of 5 files containing 5000, 10000, 50000 and 60000 records respec-
tively which are generated randomly and uniformly distributed by means of
MersenneTwister[3], abbreviated by ”MT”. Another kind consists of 5 files com-
ing from 123593 postal addresses (points) which represent three metropolitan
areas (New York, Philadelphia and Boston) in the US, abbreviated by ”ZIP”.
Basically there are three clusters in the form of non-uniformly distributed rural
areas and smaller population centers3.

During our experiments we assume one bucket can keep single record in a
primary area of LH space and 3 records in an overflow area. We examine all the
frequencies of I/O requests within the primary area and the overflow area as
well as LH levels, densities and load factors.

We examine several aspects of the proposed algorithms. For LH space cre-
ation (bulk insert operation from scratch), we examine practical time and space
complexities by inspecting I/O counts on the primary area and the overflow area.

For bulk insert to LH space (containing some records), we also examine prac-
tical time and space complexities in the same way.

To compare bulk inserts with conventional ones, we examine several sizes of
creation of LH space and bulk inserts.

First, we create LH space (bulk insertion from scratch) of 5000, 10000, 50000
and 600000 records.

Second, we add 5000, 10000 and 600000 records to LH space containing 50000
records. Also we add 50000 records to newly created LH space of 10000 records
for comparison purpose.

To these LH spaces, we examine 10000 queries where half of them have no
answers and take counts of bucket access.

As the baseline of our experiments, we examine conventional LH files: we add
50000 records to empty LH space, and we add 10000 records to newly created

3 www.rtreeportal.org
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LH space (linear inserts) of 50000 records, and 50000 records to newly created
LH space of 10000 records.

In this case, we examine several threshold values 0.5, 0.6, 0.7, 0.8 and 0.9 by
which splitting arises4.

4.2 Results

Let us show the results of our experiments to both kinds of ”MT” and ”ZIP”. We
denote the number of inserted records by ”Data”, the number of bucket access
in primary space by ”PR”, the number of buckets modified in primary space by
”PW”, the number of bucket access in overflow space by ”OR”, the number of
buckets modified in overflow space by ”OW”, their summary by ”TOTAL”, the
level of LH space by ”Level”, the ratio (%) of the number of records to primary
hash space by ”Density” and the average number of whole I/O per record by
”AVG”.

As for LH space creation we show all the results for bulk inserts from scratch
in a table 1.

Table 1. LH space creation (Bulk Inserts)

Data PW OW TOTAL Density(%) Level AVG
5000
MT 3741 1005 4746 45.67 13 0.95
ZIP 3690 1040 4730 45.04 13 0.95

10000
MT 7401 2093 9494 45.17 14 0.95
ZIP 7171 2154 9325 43.77 14 0.93

50000
MT 33999 12048 46047 51.88 15 0.92
ZIP 31757 12641 44398 48.46 15 0.89

60000
MT 37975 15815 53790 57.95 16 0.90
ZIP 34567 16305 50872 52.75 16 0.85

A table 2 contains the results of creation with 50000 records by conventional
LH technique with several load factors. Since conventional splitting requires
”Write” operations many times as well as ”Read”, we show the both frequencies.

A table 3 contains the results for bulk inserts to LH space containing 50000
records in advance. Here we show cases of adding 5000, 10000 and 60000 records.
We also show the case of (normal) LH in a table 4 where we insert 10000 records
to a LH file of 50000 records with several load factors (LF).

A table 5 shows the results for 50000 inserts to LH space containing 10000
records in advance. We show a case of Bulk Insert and several cases of LH Inserts
with several load factors.

After completing insertion, we examine the efficiency of query performance.
Here we take counts of bucket access requested to 10000 queries of which 5000
queries fail (no answer).
4 Note, in our bulk insert process, there is no threshold since we always split the LH

space.
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Table 2. LH space creation of 50000 records (LH Inserts)

LoadFactor PR PW OR OW TOTAL AVG Level
0.5
MT 135006 67274 78981 43073 324334 6.49 15
ZIP 134692 65015 81292 44402 325401 6.51 15
0.6
MT 134160 66913 78848 43103 323024 6.46 15
ZIP 127581 62340 78978 44168 313067 6.26 15
0.7
MT 122858 60862 93064 49595 326379 6.53 15
ZIP 120729 58191 97529 51341 327790 6.56 15
0.8
MT 112682 51486 111769 57101 333038 6.66 14
ZIP 109361 48404 112345 57696 327806 6.56 14
0.9
MT 103618 38964 140554 65136 348272 6.97 14
ZIP 102982 37565 145712 65982 352241 7.04 14

Table 3. Bulk Inserts to LH space of 50000 records (Bulk Inserts)

Data PR PW OR OW TOTAL AVG Density Level
5000
MT 27634 12454 36123 9268 85479 17.10 79.93 15
ZIP 28464 12710 38870 9654 89698 17.94 78.02 15

10000
MT 30260 14082 37205 11888 93435 9.34 82.63 15
ZIP 30672 14316 39854 12138 96980 9.70 81.02 15

60000
MT 49910 53041 25311 39849 168111 2.80 35.25 17
ZIP 49909 53041 25311 39849 168110 2.80 35.25 17

Table 4. 10000 Inserts to LH space of 50000 records (LH Inserts)

LoadFactor PR PW OR OW TOTAL AVG Level
0.5
MT 28362 14341 18796 9444 70943 7.09 15
ZIP 29334 13889 21577 11020 75820 7.58 15
0.6
MT 28408 14308 18959 9518 71193 7.12 15
ZIP 23359 10925 17522 9916 61722 6.17 15
0.7
MT 21303 10137 15546 9221 56207 5.62 15
ZIP 18852 8618 14454 9303 51227 5.12 15
0.8
MT 26505 12415 29251 12736 80907 8.09 15
ZIP 29654 13424 37021 14562 94661 9.47 15
0.9
MT 17440 5958 22351 11668 57417 5.74 14
ZIP 16889 5424 22609 11658 56580 5.66 14

First, in a table 6, let us illustrate the number of access buckets for query just
after bulk inserts where ”Access” means the the total number of bucket access.

In two tables 7 and 8, we show the access counts under 2 different situations
respectively, insertions of 10000 records to 50000 file and of 50000 records to
10000 files.
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Table 5. 50000 Inserts to LH space of 10000 records

Insert PR PW OR OW TOTAL Avg Level Density
Bulk Insert

MT 13473 43055 5035 16270 77833 1.56 17 30.54
ZIP 12274 31711 6044 20184 70213 1.40 17 22.26

LH, LF=0.5
MT 136303 67566 82359 44179 330407 6.61 15
ZIP 130698 60520 85243 47863 324324 6.49 15

LH, LF=0.6
MT 134653 66817 81828 44163 327461 6.55 15
ZIP 113007 54125 77314 45856 290302 5.81 15

LH, LF=0.7
MT 117776 57402 89170 48859 313207 6.26 15
ZIP 110765 52167 92962 51044 306938 6.14 15

LH, LF=0.8
MT 116703 52967 120895 59086 349651 6.99 15
ZIP 116293 50704 131155 61405 359557 7.19 15

LH, LF=0.9
MT 97659 35516 131007 63004 327186 6.54 14
ZIP 96534 33394 139464 63858 333250 6.67 14

4.3 Discussion

First of all let us note that, in almost all cases, we can’t distinguish MT results
sharply from ZIP results so that we say LH mechanism works independent of
data distribution.

Table 6. Query Efficiency
after Creation

Data Access
5000 Bulk
MT 11898
ZIP 11992

10000 Bulk
MT 11425
ZIP 11546

50000 Bulk
MT 11354
ZIP 11805

60000 Bulk
MT 11704
ZIP 12160

50000 LH, LF=0.5
MT 13793
ZIP 13971

50000 LH, LF=0.6
MT 13803
ZIP 14248

50000 LH, LF=0.7
MT 15068
ZIP 15234

50000 LH, LF=0.8
MT 16887
ZIP 17236

50000 LH, LF=0.9
MT 19611
ZIP 20061

Table 7. Query Efficiency
after 10000 addition

Data Access
5000 Bulk
MT 16230
ZIP 15891

10000 Bulk
MT 16624
ZIP 16215

60000 Bulk
MT 17686
ZIP 17686

10000 LH, LF=0.5
MT 13933
ZIP 14272

10000 LH, LF=0.6
MT 13986
ZIP 14645

10000 LH, LF=0.7
MT 15274
ZIP 15646

10000 LH, LF=0.8
MT 16602
ZIP 16636

10000 LH, LF=0.9
MT 20063
ZIP 20559

Table 8. Query Efficiency
after 50000 addition

Data Access
Bulk
MT 14140
ZIP 15358
LH LF=0.5
MT 14053
ZIP 13971
LH LF=0.6
MT 14160
ZIP 15241
LH LF=0.7
MT 15434
ZIP 15847
LH LF=0.8
MT 16754
ZIP 16468
LH LF=0.9
MT 20361
ZIP 20632
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As for LH creation (tables 1 and 2), Bulk Insert works poor from the view
point of space utilization, say 50 % in 50000 case. However it works quite fast, in
fact, we need 0.9 access per record in 50000 case, while LH Inserts (50000 case,
load factor 0.5) takes 7 times slower (6.49 in MT and 6.51 in ZIP).

When we insert records to large file, we can’t say Bulk Insert approach is
much superior. In our case of 10000 insert to LH file of 50000 records in tables
3 and 4, the average access per record of Bulk Insert goes down to 9.34 (MT)
and 9.70 (ZIP) which is 1.3 times slower compared to LH cases (load factor 0.5)
of 7.09 (MT) and 7.58 (ZIP).

On the other hand, LH creation of 60000 by Bulk Insert (in a table 1) takes
the access counts of 53790 (MT) and 50872 (ZIP) which are 1.7 times and 1.9
times faster respectively compared to the addition by Bulk Insert, 93435 (MT)
and 96980 (ZIP). In other words, we’d better insert 60000 file from scratch.

When we insert 50000 records to LH file of 10000 records as in a table 5, we
apply two steps of creation and addition. But we put the two steps into one in
an efficient manner. Our experiment says about 77833 access in MT case while
we need both of 46047 (creation) and 93435 (insert) access in the separate steps,
1.79 times slower. But the space utilization goes worse to 30.54 % while 2 steps
approach takes more than 80 %. Note we have the level 17. LH Inserts (load
factor 0.5) takes more than 4.5 times slower while the levels keep 15 in both
cases. Compared to LH creation of 60000 records by Bulk Insert (53790 access
in MT), this addition by Bulk Insert take 1.45 times slower (77833 access). In
other words, the more records we insert, the less difference we see between the
creation by Bulk Insert and the addition by Bulk Insert.

Finally, let us discuss the query efficiency. After LH creation by Bulk Insert,
we examine our queries and we need 11735 access (average) with small variance
independent of MT/ZIP and number of records, as shown in a table 6. We get
similar observation after inserting records in tables 7 and 8. However, after LH
Insert of 50000 case, we need 15991 access in average for querying, but variance
of more than 15% as in a table 6. In fact, we have the average 15832 (MT) and
16157 (ZIP) but 15.6% of the variance in both cases. We get similar observation
after inserting records as in tables 7 and 8.

Our discussion of queries shows that Bulk Insert provides us with uniformly
distributed overflow by which we may keep small amount of variance for query
access.

5 Conclusion

By examining our experimental results, we can say that our Bulk Insert algo-
rithms provide us with quite fast creation and quite fast insertion of large records
to small LH files. But it doesn’t seem suitable to insert small amount of records.
From the view point of space utilization, we sometimes get in trouble with space
efficiency. This means, if there are enough space to keep records, Bulk Insert ap-
proach is quite efficient. Certainly we can avoid thrashing in this case. To make
full use of our approach, we recommend Bulk Insert algorithms to create LH
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space and to insert large amount of records to small LH files, and conventional
LH approach otherwise.
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Abstract. Cloud computing is now an important development trend in 
information technology. With virtualization technologies and centralized 
controls of equipments and computer facilities, cloud computing allows users to 
obtain required services speedier than ever and easily to expand the services they 
need, with cheaper software acquisition and hardware maintenance costs. 
Moreover, cloud computing offers more flexible and convenient access to data 
and services. Cloud computing also allows people to create potential brand-new 
applications, such as automatic data backup and cross-regional group 
collaborations. Many researches on cloud computing have been proposed in the 
literature. However, how these methods could be used for group collaboration is 
still unclear. In this paper we develop a cloud data storage scheme which 
supports group collaborations. 

Keywords: Cloud computing, Cloud data storage, Information security. 

1   Introduction 

In recent years, mobile communication and mobile computing devices become more 
and more popular. The computing power of lightweight netbooks and smart phones is 
growing stronger. Many electronic devices, such as medical diagnosis devices, 
healthcare instruments, electrical facilities, automobile equipments, and home 
appliances are developing network interconnectivity. At the same time, network 
communication environment is also improved day by day. Broadband networks and 
wireless communication networks become more and more speedy and popular. All of 
these facts, in addition to the demand of people who desire flexible, convenient, 
geographical location independent and low-cost access to data and services, bring forth 
the era of cloud computing. In cloud computing, data and application software are 
moved from traditional local hosts to remote data centers and application servers, 
providing on-demand service, heterogeneous and ubiquitous network access, location 
independent resource pooling, rapid resource elasticity, and usage-based pricing [15]. 
With virtualization technologies and centralized controls of equipments and computer 
facilities, cloud computing allows users to obtain required services speedier than ever 
and easily to expand the services they need, with cheaper software acquisition and 
hardware maintenance costs. Moreover, cloud computing offers more flexible and 
convenient access to data and services. Users can use various client devices, no matter 
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desktop PCs or lightweight thin client devices such as netbooks and smart phones, to 
subscribe services from cloud server providers with relatively cheaper software and 
hardware costs, and relief from the complexity of direct hardware maintenance. 
Furthermore, cloud computing also allows people to create potential brand-new 
applications, such as automatic data backup and cross-regional group collaborations. 

Although cloud computing possesses so many advantages as stated above, security 
is a seriously concerned issue. There must be some ways to convince users that the data 
stored in the cloud are intact, confidential, and retrievable. There are many researches 
that address the issues of integrity and retrievability of cloud computing, for example 
[1], [2], [3], [5], and [6]. However, how these methods could be used for group 
collaboration is still unclear. We claim that group collaboration is an important 
application in cloud computing. On one hand, the client-server essence of cloud 
computing makes it suitable to support group collaboration. On the other hand, the 
requirement of group collaboration may be the main reason for an organization or a 
corporation deciding to subscribe a cloud service, especially for transnational 
enterprises. In this paper, we propose a cloud data storage scheme which supports 
group collaborations. This is the main contribution of this paper.  

2   Bilinear Pairings 

Let G1 and G2 are two additive group, GT is a multiplicative group, a bilinear pairing is 
a function  

e : G1 × G2 → GT 

satisfying the following properties: 

 Bilinearity: For all P, P1, and P2 ∈ G1 and Q , Q1, and Q2 ∈ G2, 

e (P1 + P2, Q) = e (P1, Q) e (P2, Q), and  

e (P, Q1 + Q2) = e (P, Q1) e (P, Q2). 

 Non-degeneracy: If for all P ∈ G1, e (P, Q) = 1 (identity of GT), then Q = O 
(identity of G2); Likewise, if for all Q ∈ G2，e (P, Q) = 1, then P = O 
(identity of G1). 

In practice, G1 and G2 are two subgroups of the points on an elliptic curve E over finite 

field Fq, notated by G1, G2 ⊆ E( qF ), where q is a large prime power and qF  is the 

algebraic closure of Fq; GT is equivalent to a subgroup of a finite field. G1, G2 and GT all 
have the same order. In some application, we can take G1 = G2. in this case, pairing is 
symmetric. In this paper we use the reduced Tate pairing 

et : E(Fqk)[r] × E(Fqk)/rE(Fqk) → μr, 

where k is the embedding degree of the elliptic curve E, E(Fqk)[r] = {P ∈ E(Fqk) | rP = O }, 

rE(Fqk) = {rP | P ∈ E(Fqk)}, E(Fqk)/rE(Fqk) is a quotient group, and μr={x∈ qF |  

xr = 1} is the r-th root of unity. 
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2   Related Works 

Early related works focused on peer-to-peer (P2P) network data storage problems. 
Lillibridge et al. proposed a scheme for P2P data backup by using (m+k, m)-erase codes 
to distribute file blocks to m + k peer hosts [13]. Their method can successfully detect 
data losses, but cannot ensure that all data are unchanged. Filho et al. used RSA-based 
hash functions to verify data integrity, achieving undeceivable data authentication in 
P2P networks [10]. However, the time complexity of their method is exponential to 
data size and therefore unpractical.  

Ateniese et al. introduced the model of provable data possession (PDP) [1]. The 
main intention of PDP is to confirm the accuracy of data stored in untrusted storage 
servers. Their model uses public-key encryptions for data validation, thus allowing 
public verification. But their method requires a lot of calculations. It could be a very 
heavy burden for the encoding and verification of a large file. In the following research, 
Ateniese et al. used traditional symmetric key encryptions to construct their PDPs [3], 
providing more efficiency than the previous scheme, and supporting dynamic data file 
block appending and modification. However, this scheme can only work on a single 
storage server, and cannot deal with small amounts of data corruption. Curtmola et al. 
extended the PDP model to multiple data replicas across distributed storage systems 
[7]. Their scheme can ensure the integrity of data without encoding each replica 
separately. 

Juels et al. introduced the proof of retrievability (PoR) model to ensure the integrity 
of remote data [12]. Their scheme utilized error-correcting codes and pseudo-random 
dispersed checking blocks to ensure both possession and retrievability of data. 
However, a checking block is turned into invalid after it is used for verification, thus 
restricting the number of verifications. Shacham et al. extended this PoR model with a 
random linear function, called homomorphism authenticator, and presented a PoR 
scheme without limitation on the number of verifications [16]. Bowers et al. 
generalized Juels’s model and Shacham’s model and presented an improved PoR 
scheme [5]. Latter, Bowers et al. expanded their scheme to a distributed architecture 
[6]. Dodis et al. linked PoR with the well studied topic hardness amplification in 
complexity theory and defined a purely information- theoretic notion of PoR codes [8]. 
Some improved PoR codes were also introduced. 

Using erasure correction codes and homomorphism symbols, Wang et al. proposed a 
decentralized scheme which supports dynamic data modification, deletion, and 
appending (but no data insertion supported) [18]. Data errors can be detected and trying 
to find the location of the error blocks, recovering errors efficiently. However, their 
scheme stores the homomorphism symbols in local sites for data validation, thus cannot 
support public verification. In their follow-up study, Wang et al. utilized the Merkle 
hash tree (MHT) data structure to improve the PoR model, supporting both public 
verification and fully dynamic data update [17]. Around the same time, Erway et al. 
extended the PDP model to a fully dynamically updatable scheme [9]. They utilized the 
skip list data structure to support dynamic data updates, in particular for data insertions. 
Wang et al. extended their scheme to a public-key encryption-based scheme which 
supports public verification and fully dynamic data update, and ensures no privacy 
leakage during public verifications [19]. To increase efficiency, this scheme also 
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utilized aggregate signature to combine multiple verifications into one verification. 
Ateniese recently proposed a general construction of public-key homomorphic linear 
authenticator (HLA) [2]. Any identification protocol can be transformed into a 
public-key HLA as long as the protocol satisfies appropriate conditions. Around the 
same time, Itani et al. presented some protocols to ensure the privacy of individual 
users in cloud data storage [11]. Lin described a cloud data storage model for group 
collaboration [14]. This is the first paper in literature that considered group 
collaboration in cloud data storage, but its structure is still incomplete. 

4   Architecture 

A cloud data storage architecture for group collaboration is illustrated in Figure 1. In 
the architecture, messages between entities are transmitted by secured channels. The 
architecture consists of the following entities: 

Third Party Auditor 
(optional) 

Cloud Storage Service Prov

Cloud 
storage 
servers 

(g p g )

 

Fig. 1. Cloud data storage architecture for group collaboration 

 User: A user is an individual who stores data in the cloud storage system. A 
user has full access right to his/her data and can verify the integrity and the 
retrievability of the data at any time. A user may belong to one or more 
groups. In each group there is a group manager who is able to trace a group 
signature to a member. All members of a group may work on a set of data 
on behalf of the group.  

 Cloud Storage Service Provider (CSSP): A CSSP is an organization which 
possesses abundance of resources and expertise in order to construct and 
maintain a cloud data storage system.  

 Third Party Auditor (TPA): A TPA is an agency authorized by users or groups 
to verify the integrity and the retrievability of their data. In the cloud data 
storage architecture, TPA is an optional entity in the architecture.  
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A CSSP provides a vast amount of storage space that shared by all users. The storage 
space is usually constructed by multiple storage servers in a distributed manner. All 
storage servers work simultaneously and collaboratively. In order to ensure the 
accuracy of stored data, appropriate redundancies may be stored in the storage servers 
for the usage of error correction codes or erasure correction codes to prevent data loss 
due to accident or deliberate destruction. Users can access their private data through the 
interfaces provided by the CSSP and manipulate the data with appending, insertion, 
modification, and deletion operations according to their well. The redundancies in the 
storage servers must be adjusted immediately corresponding to the changes made by 
these operations. In order to let users fell relieved to store their data on the cloud storage 
system, there must be some ways to convince users that the data stored in the cloud are 
intact, confidential, and retrievable. For this purpose, we need an efficient method by 
which users can verify their data, and the verification will cause little computational 
load to the storage servers. Furthermore, the amount of the message transmitted 
between the users and the CSSP for the verification is as small as possible. When data 
are shared by a group of users, i.e. under group collaborations, each member can read, 
modify, and verify the shared data independently. The behavior of a group member 
should be concealed from outside of the group. That is, an entity outside a group cannot 
distinguish a modification is made by which group member, or identify two 
modifications are made by the same group member. However, the behavior of a group 
member should be traceable inside the group, i.e., group manager can disclose a 
modification was made by which group member.  

A TPA is an institution trusted by users and has capability and expertise that users 
may not have. Users may not have sufficient capacity and resources (including time, 
computing power and network bandwidth) to verify the accuracy of the data stored in 
the cloud. In such a situation, a TPA can be authorized by users or groups to verity their 
data immediately or periodically, and report the results to the corresponding users.  

5   Proposed Scheme 

As described in the previous section, users and TPAs must have an efficient way to 
verify specific data stored in the cloud. In the proposed scheme, verifications are carried 
out by a challenge-response interaction. A user or a TPA can submit a request to the 
CSSP as a challenge. The CSSP then computes a value corresponding to the challenge 
and sends it back to the user or the TPA as a response. If the response coincides with the 
knowledge about the data, then it has proved that the data stored in the storage servers 
are intact and retrievable. The complete scheme contains the following procedures: 

 Setup (l): This procedure generates global parameters and a master key 
used in the scheme according to the security parameter l. The global 
parameters include a large prime power q of length l, an elliptic curve E 
over finite field Fq, the group order r of length l, two group G1 and G2 of 
order r, a generator g of G2, a computable isomorphism ψ : G2 → G1, a hash 
function H = {0,1}* → Zr

*, and a cryptographic hash function H2 : {0,1}* → 
G2 . The master key is a random number msk ∈ Zr

*. 
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 GrpSetup (msk, n): On input the master key msk and the number of group 
member n, this procedure generates the group public key gpk, the group 
master key gmsk, the group secret key gsk, and each member’s secret key 
uski, i = 1,2, … , n. gmsk is given to the group manager, gsk is given to each 
user, and uski is given to designate group member. 

 Enc (gsk, b): Executed by a user to encrypt a data block b using group secret 
key gsk. 

 Dec (gsk, c): Executed by a user to decrypt an encrypted data block c using 
group secret key gsk. 

 Sign (gpk, uski, m): Executed by a group member with secret key uski to 
create a group signature σ for a message m ∈ G1. 

 Verify (gpk, σ, m): Executed by an entity to verify a group signature σ for a 
message m ∈ G1. 

 Open (gpk, gmsk, σ, m): Executed by the group manager to trace a message 
m from its signature σ to a signer. 

 SigGen (uski, gpk, gsk, F): A user utilizes this procedure to generate the 
verification metadata for a file F = {bi }. The user first executes Enc(gsk, 
bi) to encrypt each file block bi to bi’, then obtains σi = Sign(gpk, uski, bi’) 
with group public key gpk and his private key uski , and then sends the file 
tag, the encrypted file F’ = {bi’}, the signature Φ = {σi }, and a signed 
MHT root corresponding to the file. Note that one file needs only one 
execution of this procedure. 

 ReqProof(F’, chal): A user or a TPA uses this procedure to send a request 
to the CSSP for the verification of the file F’. The parameter chal includes 
index of file blocks which indicates the CSSP to generate a proof for this 
verification. 

 GenProof (F’, Φ, chal): The CSSP applies this procedure to generate a 
proof for the verification of a file. When the CSSP has received a request 
chal for the verification of F’, the CSSP utilizes F’, Φ, and the block indices 
included in chal to compute a proof P, then transfers P to the verifier. 

 ChkProof (F’, gpk, chal, P): A user or a TPA uses this procedure to 
validate the proof generated by the CSSP for the verification of the file F’. 

 ReqUpdate(F’, inst): A group member uses this procedure to update the 
file F’. The parameter inst consists of an instruction, a block index, and a 
new block for the update and its signature (optional). The instruction is 
either modification, insertion, or deletion. Data appending can be 
accomplished by insertion.  

 ExecUpdate(F’, Φ, inst): The CSSP utilizes this procedure to accomplish 
the update of the file F’ and return an update proof P to the user.  

 ChkUpdate(F’, gpk, inst, P): A user uses this procedure to check whether 
the CSSP has updated the file F’ correctly as inst designated or not. If the 
answer is YES, the user will send the updated signature of the MHT root to 
the CSSP. 
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We combine the methods in [4] and [17] to accomplish the Setup, GrpSetup, Sign, 
Verify, Open, GenSign, ReqProof, GenProof, ChkProof, ReqUpdate, ExecUpdate, and 
ChkProof procedures. For Enc and Dec procedures, we can use traditional 
cryptography primitives, such as AES or ECIES. Group data are encrypted and only 
members of the group can correctly decrypt and read the data. A group user or a TPA 
can verify the accuracy and retrievability of the data by using the public key of the 
group. Therefore, our scheme is possible for public verification and users can authorize 
a TPA to verify their data. Fully dynamic data updates, i.e. appending, insertion, 
modification, and deletion, are supported since our scheme is inherited from [17]. 

6   Discussions 

In order to provide sufficient security (approximately the same as the standard 1024-bit 
RSA signature), the elliptic curve E over Fq used in this paper has embedding degree k = 
6 where q is approximately 170 bits long. G1 of prime order r is a subgroup of E(Fq) 
where r is also of length approximately 170 bits. Therefore, the discrete logarithm 
problem in G1 is as hard as the discrete logarithm problem in finite field Fqk where qk is 
of length approximately 1020 bits. For a file block, the group signature is a 
(t1,t2,t3,c1,c2,c3,c4,c5,c6)-tuple where t1, t2, and t3 ∈ G1 and c1, c2, c3, c4, c5, and c6 ∈ Zr, 
totally about 1530 bits, or 192 bytes. For a 4MB file with file block of size 4KB, there 
are totally 1025 signatures, resulting about 192KB overhead to be stored in the cloud 
storage servers for this file. For a 1GB file with the same block size, the overhead is 
about 49152KB = 48MB. 

Table 1. Comparison of our scheme with state-of-the-art under equivalent security strength 

 Our scheme [9] [17] BLS-based [17] RSA-based [19] 
Group collaboration 
support Yes No No No No 

Fully data dynamic Yes Yes Yes Yes Yes 
Public verifiable Yes No* Yes Yes Yes 
Storage overhead per 
file block (bytes) 192 128 22 128 22 

* No public verification mechanism mentioned.  

Table 1 makes a comparison of our scheme with state-of-the-art under equivalent 
security strength. All these schemes support fully data dynamic, and all schemes except 
[9] support public verification. However, only our scheme supports group 
collaboration. The storage overhead per file block of our scheme is 192 bytes. The 
scheme in [9] utilized RSA-based encryption to generate the metadata for each file 
block. It needs 1024-bit, or 128 bytes, RSA product number for equivalent security, 
resulting 128 bytes overhead per file block. Likewise, the RSA-based scheme in [17] 
causes 128 bytes overhead for each block. The overhead of the BLS-based scheme in 
[17] and [19] is 22 bytes, assuming they use the same setting as our scheme. 
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In our scheme we adapt a encrypt-and-sign mechanism. However, it is better to 
combine these two steps into one step as signcryption for efficiency. We are currently 
devoting to this topic. 

7   Conclusions 

Cloud data storage has been an important application in cloud computing. Technology 
giants including Microsoft, Amazon, Google, IBM, Cisco, and Dell have been devoted 
to develop cloud data storage technologies and provide services. However, they offer 
few support to group collaboration. We believe that group collaboration is a huge 
inducement for an entity using a cloud storage service, especially for a cross-regional 
enterprise. In this paper we proposed a cloud data storage scheme with group 
collaboration supports. A group of users can operate on a set of data collaboratively and 
dynamically with appending, insertion, modification, and deletion operations. Every 
member of the group can access and verify the data independently. The verification can 
also be authorized to a TPA for convenience.  

Acknowledgments 

We would like to thank the anonymous referees for their useful comments on this paper. 
This work was supported in part by the National Science Council of the Republic of 
China under contracts NSC 99-2221-E-264-014-.  

References 

1. Ateniese, G., Burns, R., Curtmola, R., Herring, J., Kissner, L., Peterson, Z., Song, D.: 
Provable Data Possession at Untrusted Stores. In: Proc. of CCS 2007, pp. 598–609 (2007) 

2. Ateniese, G., Kamara, S., Katz, J.: Proofs of Storage from Homomorphic Identification 
Protocols. In: Matsui, M. (ed.) ASIACRYPT 2009. LNCS, vol. 5912, pp. 319–333. 
Springer, Heidelberg (2009) 

3. Ateniese, G., Pietro, R.D., Mancini, L.V., Tsudik, G.: Scalable and Efficient Provable Data 
Possession. In: Proc. of SecureComm 2008, pp. 1–10 (2008) 

4. Boneh, D., Boyen, X., Shacham, H.: Short group signatures. In: Proc. of the Advance in 
Cryptology (2004) 

5. Bowers, K.D., Juels, A., Oprea, A.: Proofs of Retrievability: Theory and Implementation. 
Cryptology ePrint Archive, http://eprint.iacr.org/2008/175 

6. Bowers, K.D., Juels, A., Oprea, A.: HAIL: A High-Availability and Integrity Layer for 
Cloud Storage. Cryptology ePrint Archive, http://eprint.iacr.org/2008/489 

7. Curtmola, R., Khan, O., Burns, R., Ateniese, G.: MR-PDP: Multiple-Replica Provable Data 
Possession. In: Proc. of ICDCS 2008, pp. 411–420 (2008) 

8. Dodis, Y., Vadhan, S., Wichs, D.: Proofs of retrievability via hardness amplification. In: 
Reingold, O. (ed.) TCC 2009. LNCS, vol. 5444, pp. 109–127. Springer, Heidelberg (2009) 

9. Erway, C., Kupcu, A., Papamanthou, C., Tamassia, R.: Dynamic provable data possession. 
Cryptology ePrint Archive, http://eprint.iacr.org/2008/432 



 Cloud Data Storage with Group Collaboration Supports 431 

 

10. Filho, D.L.G., Barreto, P.S.L.M.: Demonstrating Data Possession and Uncheatable Data 
Transfer. Cryptology ePrint Archive, http://eprint.iacr.org/2006/150 

11. Itani, W., Kayssi, A., Chehab, A.: Privacy as a service: privacy-aware data storage and 
processing in cloud computing architectures. In: Proceedings of the 2009 International 
Conference on Dependable, Autonomic and Secure Computing (DASC 2009), pp. 711–716 
(2009) 

12. Juels, A., Burton, J., Kaliski, S.: PORs: Proofs of Retrievability for Large Files. In: Proc. of 
CCS 2007, pp. 584–597 (2007) 

13. Lillibridge, M., Elnikety, S., Birrell, A., Burrows, M., Isard, M.: A Cooperative Internet 
Backup Scheme. In: Proc. of the 2003 USENIX Annual Technical Conference (General 
Track), pp. 29–41 (2003) 

14. Lin, J.-S.: Cloud Data Storage for Group Collaborations. In: Proceedings of the World 
Congress on Engineering 2010 (WCE 2010), London, U.K, pp. 485–486 (2010) 

15. Mell, P., Grance, T.: Draft nist working definition of cloud computing (2009), 
http://csrc.nist.gov/groups/SNS/cloud-computing/index.html 

16. Shacham, H., Waters, B.: Compact Proofs of Retrievability. In: Asiacrypt 2008 (December 
2008) 

17. Wang, Q., Wang, C., Li, J., Ren, K., Lou, W.: Enabling public verifiability and data 
dynamics for storage security in cloud computing. In: ESORICS 2009, Saint Malo, France 
(September 2009) 

18. Wang, C., Wang, Q., Ren, K., Lou, W.: Ensuring data storage security in cloud computing. 
In: Proc. of IWQoS 2009, Charleston, South Carolina, USA (2009) 

19. Wang, C., Wang, Q., Ren, K., Lou, W.: Privacy-Preserving Public Auditing for Data 
Storage Security in Cloud Computing. In: INFOCOM 2010, pp. 525–533 (2010) 



S. Fong et al. (Eds.): NDT 2011, CCIS 136, pp. 432–446, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Negotiation Mechanism That Facilitates 
the Price-Timeslot-QoS Negotiation 

for Establishing SLAs of Cloud Service Reservation 

Seokho Son and Kwang Mong Sim* 

Multiagent and Cloud Computing Systems Lab.,  
Department of Information and Communication,  

Gwangju Institute of Science and Technology (GIST), Gwangju, Korea 
{shson,kmsim}@gist.ac.kr  
http://mas.gist.ac.kr/  

Abstract. A negotiation mechanism is essential to establish a service level 
agreement between Cloud participants who need to resolve different 
preferences of a Cloud service. Whereas there are some mechanisms for 
supporting service level agreement negotiation, there is little or no negotiation 
support of price, time slot, and QoS issues concurrently for a Cloud service 
reservation. The contribution of this work is designing a multi-issue negotiation 
mechanism to facilitate 1) concurrent price, time slot, and QoS negotiations 
between agents representing Cloud participants and 2) trade-off proposals for 
price, time slots, and level of QoS issues. The ideas of the negotiation 
mechanism are implemented in an agent-based Cloud testbed, and the empirical 
results obtained from simulations carried out using the testbed suggest that 
using the concurrent negotiation mechanism, (i) a consumer and a provider 
agent have a mutually satisfying agreement on price, time slot, and QoS issues 
in terms of the aggregated utility, and (ii) both agents achieved the highest 
negotiation speed among related approaches.  

Keywords: Agent-based Cloud Computing, Cloud Business Models, Service 
Level Agreement, Negotiation Agents, Multi-issue Negotiation, Cloud Service 
Reservation, QoS Negotiation. 

1   Introduction 

For a Cloud service reservation, Cloud participants have to consider the price of the 
service and when to use a service (i.e., position of timeslot). Also QoS requirements 
of the service are important issues for Cloud participants. Both a consumer and a 
provider have to reach agreements on these issues for establishing the service-level 
agreement (SLA) when a consumer is leasing a Cloud service. However, since Cloud 
participants that consist of consumers and providers are individual bodies, some 
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mechanisms are necessary to resolve different preferences on leasing or lending 
services. A negotiation mechanism is one of key methods to resolve different 
preferences between participants who need an agreement. Whereas previous works 
have reported on advance reservations considering bandwidth or time constraints [1–
3] and adopting a negotiation mechanism for SLA [4], as yet there is no definitive 
service reservation system that concurrently considers both the price and timeslot 
negotiation together except [5]. However, the design of [5] does not include QoS as a 
negotiation issue. 

Since negotiation issues (i.e., price, timeslot, and QoS) are in a tradeoff 
relationship—a consumer who pays a great deal of money for a service can demand to 
use the service at a more desirable timeslot or QoS—price, timeslot, and QoS have to 
be negotiated not individually but concurrently. Accordingly, a multi-issue (i.e., 
multi-attribute) negotiation mechanism also has to be considered in this work. Even 
though there are several negotiation mechanisms for Grid resource negotiation (see 
[6] for a survey), these negotiation mechanisms are designed for Grid resource 
management and thus may not be appropriate for Cloud service reservation. Whereas 
[7] designed multi-issue SLA negotiations for Web service, these mechanisms are not 
specifically designed for negotiation issues in Cloud service reservation. There has 
been little work to date on Cloud service negotiation except for [8]; [8] proposes a 
complex Cloud negotiation mechanism for supporting concurrent negotiation 
activities in interrelated markets in which the negotiation outcomes between Cloud 
brokers and Cloud resource providers in one market can potentially affect and 
influence the negotiation outcomes of Cloud brokers and Cloud consumers in another 
market. The difference between this work and [8], however, is that whereas [8] 
focuses on a complex concurrent negotiations in multiple interrelated Cloud markets, 
in which the outcomes in one market can potentially influence another, this work is 
the earliest work to consider a Cloud service reservation system supporting a 
concurrent negotiation mechanism for price, timeslot, and QoS level including a 
tradeoff algorithm. 

Finally, it should be noted that the earlier work of this paper were presented in [5]. 
In [5], the concurrent price and timeslot negotiation mechanism (CPTN) was 
designed. The design of CPTN includes a novel tradeoff algorithm, referred to as the 
“burst mode” proposal, designed to enhance both the negotiation speed and 
aggregated utility of the price and timeslot in a multi-issue negotiation. With burst 
mode, agents are allowed to make a concurrent set of proposals, in which each 
proposal consists of a different pair of price and timeslot that generate the same 
aggregated utility. Increasing the number of proposals in concurrent set lets agents 
have an enhanced negotiation speed and aggregated utility. However, in [5], the 
negotiation agent is not sufficient for a Cloud service reservation since there is no 
consideration for Cloud QoS issues in the multi-issue negotiation mechanism. Since 
there have been many unconsidered and unspecified Cloud QoS attributes in multi-
issue negotiations, it can be expected that extending [5] by considering and specifying 
other negotiation issues will contribute to facilitating not only multi-issue negotiations 
but also Cloud service reservations.  

As such, the purpose of this work is to: 1) design the Cloud service reservation 
system supporting concurrent Price-Timeslot-QoS negotiation (Section 2); 2) describe 
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the concurrent price, timeslot, and Cloud QoS negotiation agent including the design 
of Cloud QoS utility functions and a tradeoff algorithm (Section 3); 3) evaluate 
performances of the proposed negotiation mechanism in terms of the negotiation 
outcomes (i.e., total utility and negotiation speed) (Section 4). Finally, Section 5 
concludes this paper with a list of future works. 

2   Overview of Cloud Service Reservation System Supporting 
Concurrent Price-Timeslot-QoS Negotiation 

This section introduces the framework of the Cloud service reservation system. The 
proposed Cloud service reservation system supports concurrent negotiation for price, 
time slot, and QoS level. The initiative of the system is that price, position of time 
slot, and QoS level are most important issues for a Cloud service reservation and both 
time slot and QoS level are closely related with price of the service. Therefore, a 
concurrent negotiation for those issues can be key issues in Cloud service reservation.  

For consumers, the benefit of concurrent negotiation for price, time slot, and QoS 
level is that consumers can adjust level of satisfaction on timeliness of using service 
and the quality of service on their budget because the concurrent negotiation 
mechanism can specify tradeoff relationship among price, time slot, and QoS level. A 
consumer who has not sufficient budget but have sufficient time to utilize a Cloud 
service is willing to reserve their service on negotiated time slots with a provider. 
Likewise, the concurrent negotiation can increase resource utilization of providers 
since providers can schedule their resource utilization by controlling the price of 
services for each period. For example, provider can guide a consumer to reserve their 
job on available time slots by pricing the service at that time in a low cost. Therefore, 
the proposed reservation system is useful to manage their resources to providers and 
gives flexibility for selecting suitable services to service consumers. Even though one 
of the properties of Cloud is elasticity, managing resource utilization overall Clouds is 
important because there are limited resources in a Cloud eventually, and the 
reservation scheme is useful to efficiently share the Cloud resources for both 
consumer and provider. 

Fig.1. shows the framework of the Cloud service reservation system. The Cloud 
service reservation system consists of consumer’s site and provider’s site. For each 
side, the main component of the system is concurrent multi-issue negotiation agent. 
The negotiation protocol of the concurrent negotiation agents follows the Rubinstein’s 
Alternating Offers protocol [9], in which agents make counter offers to their opponent 
in alternate rounds. Both agents generate counter offers and evaluate their opponent's 
offers until either an agreement is made or one of the agents’ deadlines is reached. 
Counter proposals are generated according to the negotiation strategy designed in 
Section 3.2, and proposals are evaluated by utility functions designed in Section 3.1. 
If a counter-proposal is accepted, both agents can eventually reach a mutually 
acceptable price, timeslot, and QoS level, and consumer can reserve the service in 
agreed price, timeslot, and QoS level. Conversely, if one of the agents’ deadlines 
expires before they reach an agreement, their reservation fails. 
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Fig. 1. The framework of the Cloud service reservation system 

With Cloud service reservation system, a consumer and a provider can specify 
preferences on price, time slot, QoS requirements, and QoS level though the 
reservation GUI. A provider also species preferences on price and time slot; 
determines preference on QoS level for negotiation according to QoS requirements 
from the consumer and a system situation. Also, negotiation parameters such as 
negotiation strategy and negotiation deadline can be specified though the reservation 
GUI. In case of QoS requirements, it can be diverse according to its service. 
Therefore, it is hard to specify all QoS utility functions for negotiation. To avoid 
complicated negotiation, this paper classifies QoS requirements into three kinds of 
QoS level: 1) service performance, 2) service availability, and 3) service response 
time. 

In addition, the reservation manager in the provider site manages reservation 
queue. In reservation queue, the services agreed with consumers are listed in the 
timeline. The number of services can be service concurrently can be estimated by 
each system of Cloud providers. If there is enough resource to execute the requested 
service, the time slots are available time slots. Otherwise, time slots are reserved time 
slots. Reservation manager records indices of available time slots and reserved time 
slots, and it is especially used for determining time slot utility function for provider.  

3   Concurrent Price-Timeslot-QoS Negotiation Agent 

This section introduces the design of a concurrent negotiation mechanism for price, 
timeslot, and Cloud QoS. The proposed mechanism includes the design of utility 
functions and negotiation strategies. 

3.1   Utility Functions 

Aggregated Total Utility Function. The utility function  represents an agent’s 

level of satisfaction of a negotiation outcome . Since, each user has different 
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preferences for the price, position of the timeslot, and QoS issues, a price utility 
function , timeslot utility function , Cloud QoS utility functions are 

defined in this chapter. In [5], a price utility function , timeslot utility function 

, and an aggregated utility function were defined. Also, we newly define and 

classify Cloud QoS issues into 3 categories: 1) service performance, 2) service 
availability, and 3) service response time.  

Let  ,  ,  ,  and  be the weights for the price utility, the time slot 

utility, the service performance utility, Service availability utility, and service 
response time utility respectively; the weights satisfy . 

The aggregated price, timeslot, and QoS utility  at each price, time slot, and QoS 

issues is given as  

   (1)

By varying weights, users can place different combinations of emphases on the 

price, time slot, and Cloud QoS issues for negotiation. If either 
, the aggregated total utility 

is  because all utilities should be within the acceptable range of each utility. 

 

Fig. 2. Utility plane of the aggregated total utility function 

 

Since there are 5 issues to negotiate in the proposed reservation system, 

 can be expressed in 5 

dimensions. For a simple expression, the total utility function is expressed as a plain 
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(3 dimensions for simplicity), as shown in Fig. 2. All combinations of price, timeslot, 
and QoS levels in this plain give the same aggregated total utility. 

Cloud QoS Utility Function. In this work, three Cloud QoS issues are discussed. 
There are many QoS issues such as performance metrics, security attributes, 
(transactional) integrity, response time, scalability, and availability discussed in 
service-oriented computing [10]. Also, QoS issues for web-service such as 
availability, security properties, response time, reliability, and throughput are 
introduced in [11] and [12]. Whereas there are various QoS issues, some issues may 
not be essential and negotiable for Cloud services. Cloud QoS issues discussed in this 
work as follow: 1) service performance, 2) service availability, and 3) service 
response time, since these issues are not only essential non-functional requirements 
but also negotiable requirements for a Cloud service.  

The proposal and negotiation outcome for Cloud QoS is a satisfaction level 
presented as a percentage. For the purpose of simplicity, the QoS utility functions are 
modeled as linear and monotone functions. 

 

1) Service performance utility. The service performance is defined as resource 
constraints or throughput (the rate at which a service can process requests) of a Cloud 
service in this work. The performance utility represents that the level of satisfaction 
about the provisioned resource constraints or throughput is guaranteed. The actual 
parameters for service performance can be specified by the consumer who requests a 
service. For example, in case of a virtual machine (VM) instance service which is an 
Infrastructure as a Service (IaaS), resource constraints such as CPU speed, RAM size, 
and disk I/O bandwidth of the VM instance can be described by a consumer. The 
consumer and the provider who provides the VM service can negotiate level of the 
guarantee for the performance resource constraints. Likewise, in case of a Service as a 
Service (SaaS), the service performance can be described by a throughput. Intuitively, 
consumers prefer the highest guarantee for the service performance, and providers 
want to sell their services with the lowest guarantee for the service performance with 
a given price. Let  and  (  and ) be the most preferred (initial) 
performance quality and the least preferred (reserve) performance quality for a 
consumer agent (a provider agent), and let  be the performance quality at which a 
consensus is reached by both parties. For the consumer, the performance utility 

 for reaching a consensus at  is given as  

 (2)

For the provider, the performance utility  is  

 (3)
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In (2) and (3),  is the minimum utility that the consumer and the provider 

receive for reaching a deal at its reserve performance. For the purpose of 
experimentation,  is defined as 0.01. 

 
2) Service availability utility. Availability is expressed as a percentage of uptime of 
the service in reserved timeslots. Intuitively, consumers prefer the highest guarantee 
for availability, and providers want to sell their services with the lowest guarantee for 
service availability with a given price. Let  and  (  and ) be the 
most preferred (initial) availability quality and the least preferred (reserve) 
availability quality for a consumer agent (a provider agent), and let  be the 
availability quality at which a consensus is reached by both parties. For the consumer, 

the availability utility  for reaching a consensus at  is given as  

 (4)

For the provider, the availability utility  is  

 (5)

In (4) and (5),  is the minimum utility that the consumer and the provider 

receive for reaching a deal at its reserve availability. For the purpose of 
experimentation,  is defined as 0.01. 

 
3) Service response time utility. response time is the time a service takes to respond 
to various types of request. The actual parameters for service response time can be 
specified by the consumer who requests a service. Intuitively, consumers prefer the 
highest guarantee for service response time (i.e., the fastest response time), and 
providers want to sell their services with the lowest guarantee for service response 
time (i.e., the slowest response time) with a given price. Let  and  (  and 

) be the most preferred (initial) response time and the least preferred (reserve) 

response time for a consumer agent (provider agent), and let  be the response time 
at which a consensus is reached by both parties. For the consumer, the response time 

utility  for reaching a consensus at  is given as  

 (6)
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For the provider, the response time utility  is  

 (7)

In (6) and (7),  is the minimum utility that the consumer and the provider 

receive for reaching a deal at its reserve price. For the purpose of experimentation, 
 is defined as 0.01. 

3.2   Negotiation Strategy 

Concession-making Algorithm. The concession-making algorithm determines the 
amount of concession for each negotiation round, and corresponds to the 
reduction in an agent’s expectation based on its total utility. Agents in this work adopt 
the time-dependent strategies in [13] to determine the amount of concession required 
for the next proposal and the corresponding expectation.  

Let , , and  be the negotiation round, the negotiation deadline, and 
negotiation strategy respectively. Based on (8), the negotiation agent determines the 
amount of concession  and then (9) determines its expectation of the total 

utility in the next round. 

 (8)

 (9)

Tradeoff Algorithm. This section introduces a general idea of “burst mode”, which 
is designed to enhance both the negotiation speed and the aggregated utility. Burst 
mode is originally designed for concurrent negotiation for price and time slot in [5]. 
In this work, we extend application of it for concurrent negotiation of 5 negotiation 
issues. In general, a multi-attribute proposal  from agent A to agent B during 
negotiation round  can be represented as  where  are 

elements of negotiation attribute  respectably. Hence, a negotiation agent can 
make only one multi-attribute proposal in a negotiation round.  

With burst mode, agents are allowed to make a concurrent set of proposals, in 
which each proposal consists of a different pair of price, timeslot, QoS levels that 
generate the same aggregated utility, but differ in terms of individual price, timeslot, 
and QoS utility.  

A burst multi-attribute proposal from agent A to B during negotiation round  

can be represented as  where 

  are a concurrent set of proposals; these concurrent proposals are uniformly 
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selected from the utility line to generate a burst proposal. Since there are 5 negotiation 
issues in the proposed reservation system (i.e., price, timeslot, performance, 
availability, and response time), a burst proposal can be represented as  

 (10)

The opponent who receives a concurrent set of proposals evaluates all sets, and 
then it can select the best proposal that gives the highest utility among concurrent 
proposals in a negotiation round. Therefore, with burst mode, a negotiating agent can 
provide more options for its opponent agent without having to make concession.  

4   Simulations  and Empirical Results 

A series of experiments was carried out using an agent-based Cloud testbed to 
evaluate the performance of the negotiation mechanism in terms of the outcomes for 
negotiating for price, timeslot and QoS for Cloud service reservation.  

4.1   Performance Measure 

To evaluate the performance of the proposed burst mode, we used 1) negotiation 
speed and 2) average total utility of the negotiation pair as the performance measures. 
The negotiation speed  is a function of the negotiation round  spent in the 

negotiation.  means the negotiation has a lower speed and  means the 
negotiation has a higher speed. The average total utility of the negotiation pair shows 
the level of satisfaction in terms of price, timeslot, and QoS with the agreed upon 
service. A more detailed expression of the performance measures is given in Table 1. 

Table 1.  Performance measure 

Measures Annotation 

Negotiation speed (0–1) 

Average total utility of 
negotiating pair (0–1) 

 

 

4.2   Experimental Setting 

Tables 2 and 3 show the input data sources for this experiment, and include the 
experimental settings for a Cloud market (Table 2) and user preference (Table 3) for a 
Cloud service. The input data sources of the Cloud market are parameters for the 
Cloud simulation controller. In the experiments, a Cloud market consists of 200 
provider agents and 200 consumer agents to examine the performance of the 
reservation system in a balanced Cloud market. They are automatically generated by 
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the controller, and the controller randomly invokes a consumer 300 times for each 
simulation to start a service reservation. We note that market dynamics are not 
considered in this experiment. 

Table 2.  Input data source: Cloud market 

Input Data Settings 

Cloud Load( )  

No. of provider agents 100 service provider agents 

No. of consumer agents 200 consumer agents 

Cloud services a provider lends 
200 services/provider 
(randomly selected) 

No. of negotiation sessions  
per each simulation 

300 negotiation sessions 

 
The Cloud load (0 CL 1) in Table 2 represents and simulates different levels of 

utilization of the Cloud service in the Cloud environment. CL is defined here as the 
ratio of: 1) —the total number of timeslots in the reservation queues of all service 

providers, and 2) —the number of timeslots already reserved. To simulate the 

uniformly distributed load to all service providers, each provider agent automatically 
fills their reservation queue with uniformly distributed virtual reservations from the 
simulation settings, up to a given CL.  

For user preference values, settings are given in Table 3 for each consumer agent 
and provider agent. In this experiment, some variables (e.g., IP, RP, FT, LT, and job 
size) were controlled as extraneous variables to clearly observe the effects of 
independent variables such as CL, negotiation strategy, and negotiation deadline, 
because it is hard to simulate all possible combinations of input negotiation 
parameters due to space limitations. Every agent randomly selects the weights that 
satisfy  in the simulations to emulate diverse preferences 

on non-functional requirements of Cloud consumers and providers. 

Table 3.  Input data source: user inputs for service reservation 

 

CL res totN N= 0 CL 1≤ ≤

≤ ≤

resN

totN

1P T Qp Qa Qrw w w w w+ + + + =

Settings 
Input Data Annotation 

Consumer Provider 

Initial price (IP) Integer(Cloud $) 10–60 200–250 

Reserve price (RP) Integer(Cloud $) 200–250 10–60 

First timeslot (FT) Integer, FT<LT 10–60 10–60 

Last timeslot (LT) Integer, FT<LT 300–350 300–350 
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Table 3. (continued) 

 

4.3   Simulations 

Empirical results were obtained for some representative combinations of the input 
data (i.e., { : } = {50:50}, CL = {0.1, 0.3, 0.5, 0.7, 0.9}, and negotiation agents 
adopting = {1/3} and = {1/3}, or = {3.0} and = {3.0}). The performance 

measures (i.e., negotiation speed and average total utility of the negotiating pair) were 
then simulated for all burst modes while changing the number of proposals in each 
burst proposal (i.e., B10, B50, and B100) and related schemes (i.e., M1, R1, and H1). 
M1 refers to a tradeoff scheme that selects a middle point of total utility line to 
generate a tradeoff proposal, and R1 refers to a random selection of total utility line to 
generate a tradeoff proposal. Finally, H1 refers to a heuristic selection based on the 
similarity of proposals between negotiation agents [7]. We considered M1, R1, and 
H1 as representative schemes that can generate and evaluate only one proposal in 
each negotiation round. To interpret the simulations, several graphs for each 
performance measure were plotted. Fig. 3 shows the performance results of the 
negotiation speed and Fig. 4 shows the performance results of the total utility.  

4.4   Observations and Results 

The following observations were made from the experiment results.  

1) Whereas R1 achieved the fastest negotiation speed among all types of the related 
schemes (M1, R1, and H1) that can propose only one proposal in each 
negotiation round, all burst modes (B10, B50, and B100) achieved a faster 
negotiation speed than the related schemes. Among all types of the burst modes 
(B10, B50, and B100), B100 achieved the fastest negotiation speed. When both 
negotiation agents adopted a conservative strategy ( = {3.0} and = {3.0}), 

the average negotiation speed of B100 is 9% faster than R1. Also, when both  

Initial performance level (IPL) Min=0, Max=100 0–49 0–49 

Reserve performance level (RPL) Min=0, Max=100 50–100 50–100 

Initial availability level (IAL) Min=0, Max=100 0–49 0–49 

Reserve availability level (RAL) Min=0, Max=100 50–100 50–100 

Initial response time level (IRL) Min=0, Max=100 0–49 0–49 

Reserve response time level (RRL) Min=0, Max=100 50–100 50–100 

Job size 
Integer  
(Cloud time unit) 

2–8 2–8 

Negotiation Strategy( λ )
Conciliatory( < 1) 
Linear( = 1) 
Conservative( > 1) 

1/3( < 1), 
3.0( > 1) 

1/3( < 1), 
3.0( > 1) 

Negotiation deadline ( τ ) Integer  
(Round unit) 

50 rounds 50 rounds 

Cτ Pτ

Cλ Pλ Cλ Pλ

Cλ Pλ
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negotiation agents adopted conciliatory strategy ( = {1/3} and = {1/3})}), 

the average negotiation speed of B100 is 7% faster than R1. The reason why the 
proposed tradeoff algorithm achieves a higher negotiation speed is that the 
concurrent proposals can give many options to choose to negotiation opponent. 
With the concurrent proposals, the opponent may find a satisfied proposal, and it 
can increase the negotiation speed. 

 
(a) Conservative strategy 

  
(b) Conciliatory strategy 

Fig. 3. Negotiation speed. 
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(a) Conservative strategy  

 
(b) Conciliatory strategy 

Fig. 4. Total utility 

2) The burst mode (B10, B50, and B100) achieved a higher average total utility than 
the other trade off schemes (M1, R1, and H1). Among all types of the burst 
modes (B10, B50, and B100), B100 achieved the highest average total utility. 
Also, among all types of related schemes (M1, R1, and H1) that can propose only 
one proposal in each negotiation round, R1 achieved the highest average total 
utility. When both negotiation agents adopted a conservative strategy ( = {3.0} 

and = {3.0}), the average total utility of B100 is 7% higher than R1. Also, 

when both negotiation agents adopted conciliatory strategy ( = {1/3} and = 

{1/3})}), the average total utility of B100 is 9% higher than R1. Even though [7] 
reported that the similarity on utilities between negotiation agents can increase 
the utility of the negotiation outcome, R1 gives better utility than H1 in this 
negotiation mechanism. It is because the similarity on utilities between 
negotiation agents is less effective with time slot utility function. The timeslot 
utility function designed in [5] is a nonlinear utility function and the timeslot 
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utility can be totally different between a consumer and a provider. Whereas R1 
achieved the highest total utility among all types of the related schemes, all burst 
modes (B10, B50, and B100) achieved a higher total utility than the related 
schemes because the concurrent proposals can give many options to choose to 
negotiation opponent. Therefore, with the concurrent proposals, the opponent 
may find a more satisfied proposal, and the burst mode can increase the total 
utility. 

3) Both performance measures with burst modes increase as the number of 
proposals encoded in the burst proposal increases, but the ratio of increments 
decreases as the number of proposals increases. For instance, when both 
negotiation agents adopted a conservative strategy ( = {3.0} and = {3.0}) 

and Cloud load is 0.3, the difference of negotiation speed between B100 and B50 
is only 1% even though an agent increased the number of concurrent proposals 2 
times.  

5   Conclusion and Future Work 

The novelty and the significance of this work are the design of the negotiation 
mechanism that facilitates the Price-Timeslot-QoS negotiation for establishing SLAs 
of Cloud Service Reservation. The contributions of this paper are detailed as follows: 

1) Whereas [5] introduced a multi-issue negotiation mechanism for both price and 
timeslot, in this paper, a Cloud service reservation system supporting concurrent 
price, timeslot, and QoS level negotiation is designed. To design an automated 
negotiation, first, we classified Cloud QoS issues into 3 categories (i.e., 
performance, availability, and response time) and defined QoS utility functions. 
Also, this paper extends a novel tradeoff algorithm, referred to as the “burst 
mode” for concurrent price and time slot negotiation to concurrent price, 
timeslot, and QoS level negotiation. Then, we verified the performance of the 
proposed tradeoff algorithm is applicable for concurrent price, timeslot, and QoS 
level negotiation.  

2) Empirical results obtained from simulations carried out using an agent-based 
testbed show that the use of the proposed tradeoff algorithm enables Cloud 
participants to quickly reach agreements and successfully acquire/lease desired 
Cloud services in terms of price, timeslot, and QoS level in a higher utility than 
related approaches.  

Finally, with the proposed tradeoff algorithm, agents can specify only a definite 
number as the number of proposals in concurrent set. However, it requires more 
computational load even though the algorithm enhances negotiation speed and total 
utility. Accordingly, as a future work, this paper can be extended by considering an 
adaptive scheme to reduce computational load by adaptively selecting the number of 
proposals in concurrent set. 
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