


Lecture Notes in Artificial Intelligence 6793
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Kai Brünnler George Metcalfe (Eds.)

Automated Reasoning
withAnalytic Tableaux
and Related Methods

20th International Conference, TABLEAUX 2011
Bern, Switzerland, July 4-8, 2011
Proceedings

13



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jörg Siekmann, University of Saarland, Saarbrücken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbrücken, Germany

Volume Editors

Kai Brünnler
Universität Bern
Institut für Informatik und Angewandte Mathematik
Neubrückstr. 10, 3012 Bern, Switzerland
E-mail: kai@iam.unibe.ch

George Metcalfe
Universität Bern
Mathematisches Institut
Sidlerstr. 5, 3012 Bern, Switzerland
E-mail: george.metcalfe@math.unibe.ch

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-22118-7 e-ISBN 978-3-642-22119-4
DOI 10.1007/978-3-642-22119-4
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2011930102

CR Subject Classification (1998): I.2.3, F.4.1-2, I.2, D.1.6, D.2.4

LNCS Sublibrary: SL 7 – Artificial Intelligence

© Springer-Verlag Berlin Heidelberg 2011
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

This volume contains the research papers presented at the 20th International
Conference on Automated Reasoning with Analytic Tableaux and Related Meth-
ods (TABLEAUX 2011) held July 4-8, 2011 in Bern, Switzerland.

The Program Committee of TABLEAUX 2011 received 34 submissions. Each
paper was reviewed by at least three referees and, following a thorough and
lively online discussion phase, 16 research papers and 2 system descriptions were
accepted based on their originality, technical soundness, presentation, and rel-
evance to the conference. We would like to sincerely thank both the authors
for their contributions and the members of the Program Committee and addi-
tional referees for their much appreciated time, energy, and professionalism in
the review and selection process.

In addition to the contributed papers, the program of TABLEAUX 2011
included three keynote talks by distinguished researchers in the field of au-
tomated reasoning and proof theory: Maria Paola Bonacina (Università degli
Studi di Verona, Italy), Ulrich Furbach (University of Koblenz-Landau, Ger-
many), and Kazushige Terui (Kyoto University, Japan). There were also two
tutorials: “Tableaux(-like) Methods for the Satisfiability Problems of Temporal
Logics” by Martin Lange (University of Kassel, Germany), and “Introduction to
Proof Nets” by Lutz Strassburger (INRIA Saclay, France).

Two workshops are held in conjunction with TABLEAUX 2011: “FTP 2011,
the 8th International Workshop on First-Order Theorem Proving” chaired by
Martin Giese (University of Oslo, Norway), and the second edition of “Gentzen
Systems and Beyond” organized by Roman Kuznets and Richard McKinley (Uni-
versity of Bern, Switzerland).

We would like to thank the members of the Organizing Committee for their
much appreciated support and expertise: Samuel Bucheli, Roman Kuznets,
Richard McKinley, and Nia Stephens-Metcalfe.

Finally, we would like to thank our sponsors for their generous and very
welcome support: the Bürgergemeinde Bern, the Kurt Gödel Society, the Swiss
Academy of Sciences, the Swiss Mathematical Society, the Swiss National Science
Foundation, the Hasler Foundation, and the University of Bern. We would also
like to acknowledge the Easychair conference management system which greatly
facilitated the smooth running of the review process and compilation of these
proceedings.

May 1, 2011
George Metcalfe

Kai Brünnler
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Reiner Hähnle Chalmers University of Technology, Sweden
George Metcalfe University of Bern, Switzerland
Angelo Montanari University of Udine, Italy
Neil Murray University at Albany - SUNY, USA

Sponsors

Bürgergemeinde Bern
Haslerstiftung
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On Interpolation in Decision Procedures�

Maria Paola Bonacina and Moa Johansson

Dipartimento di Informatica, Università degli Studi di Verona
Strada Le Grazie 15, I-37134 Verona, Italy

mariapaola.bonacina@univr.it, moakristin.johansson@univr.it

Abstract. Interpolation means finding intermediate formulae between
given formulae. When formulae decorate program locations, and describe
sets of program states, interpolation may enable a program analyzer to
discover information about intermediate locations and states. This mech-
anism has an increasing number of applications, that are relevant to pro-
gram analysis and synthesis. We study interpolation in theorem proving
decision procedures based on the DPLL(T ) paradigm. We survey interpo-
lation systems for DPLL, equality sharing and DPLL(T ), reconstructing
from the literature their completeness proofs, and clarifying the require-
ments for interpolation in the presence of equality.

1 Introduction

Automated deduction and program verification have always been connected,
as described, for instance, in [34] and [1]. A theorem proving technique that
has recently found application in verification is interpolation. Informally, inter-
polants are formula ‘in between’ other formulæ in a proof, containing only their
shared symbols. Interpolation was proposed for abstraction refinement in soft-
ware model checking, first for propositional logic and propositional satisfiability
[25], and then for quantifier-free fragments of first-order theories, their combina-
tions, and satisfiability modulo theories [18,26,35,21,11,12,17,6,7,9]. Considered
theories include equality [26,16], linear rational arithmetic [26,21], Presburger
or linear integer arithmetic [21,6], or fragments thereof [12], and arrays without
extensionality [21,7,8]. In these papers the theory reasoning is done either by spe-
cialized sequent-style inference systems [18,26,6,7] or by satisfiability procedures,
such as congruence closure for equality [16], integrated in a DPLL(T ) framework
[35,11,12,17]. Subsequently, interpolation was suggested for invariant generation,
and in the context of inference systems for first-order logic with equality, based
on resolution and superposition [27,23,19]. An early lead towards this application
can be traced back to [10]. More recently, interpolation was related to abstract
interpretation [14] and applied to improve the quality of annotations [28].

The aim of this paper is to present the core of the state of the art in inter-
polation for the proofs generated by theorem provers for satisfiability modulo

� Research supported in part by MIUR grant no. 2007-9E5KM8 and EU COST Action
IC0901.

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 1–16, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



2 M.P. Bonacina and M. Johansson

theories, also known as SMT-solvers, based on the DPLL(T ) paradigm (e.g.,
[31,33]), where DPLL refers to the Davis-Putnam-Logemann-Loveland proce-
dure for propositional satisfiability, and T =

⋃n
i=1 Ti is a union of theories.

In this paper we present:

– A framework of definitions for interpolation, including that of completeness
of an interpolation system;

– Two interpolation systems for propositional logic, HKPYM [20,24,32] and
MM [25,26], already surveyed in [15], with a reconstruction of the proof of
completeness of HKPYM in [35];

– An analysis of interpolation in the presence of equality, which explains the
relation between the notion of equality-interpolating theory of [35] and that of
separating ordering of [27,23,19] and provides a proof of the result that the
quantifier-free fragment of the theory of equality is equality-interpolating,
which was sketched in [35];

– The interpolation system of [35] for equality sharing [29], which we name
EQSH, with a reconstruction of its proof of completeness in [35] and the
observation that it applies also to model-based theory combination [13];

– The interpolation system for DPLL(T ) obtained in [35] by uniting HKPYM
and EQSH, which we name HKPYM–T.

We emphasize the contributions of [35], because it is where the crucial notion
of equality-interpolating theory appeared, and because all subsequent papers
that we are aware of refer to [35] for the proofs of completeness of HKPYM
and EQSH, whence HKPYM–T. However, those proofs appeared only in the
technical report companion to [35], and with discrepancies in definitions and
notations between [35] and the technical report. Thus, we choose to present
them here.

2 A Framework of Definitions for Interpolation

We assume the basic definitions commonly used in theorem proving. Let A and
B be two formulæ with respective signatures ΣA and ΣB:

Definition 1. A non-variable symbol is A-colored, if it is in ΣA\ΣB; B-colored,
if it is in ΣB \ΣA; and transparent, if it is in ΣT = ΣA ∩ΣB.

Let LX denote, ambiguously, the language of ΣX -terms, ΣX -literals or ΣX -
formulæ, where X stands for either A, B or T .

Definition 2. A formula I is an interpolant of formulæ A and B such that
A � B, or an interpolant of (A,B), if (i) A � I, (ii) I � B and (iii) I ∈ LT .

The following classical result is known as Craig’s Interpolation Lemma:

Lemma 1. Let A and B be closed formulæ such that A � B. If ΣT contains at
least one predicate symbol, an interpolant I of (A,B) exists and it is a closed
formula; otherwise, either B is valid and I is �, or A is unsatisfiable and Iis ⊥.
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From now on we consider only closed formulæ. Since most theorem provers work
refutationally, it is useful to adopt the following:

Definition 3. A formula I is a reverse interpolant of formulæ A and B such
that A,B �⊥, if (i) A � I, (ii) B, I �⊥ and (iii) I ∈ LT .

A reverse interpolant of (A,B) is an interpolant of (A,¬B). A theory is pre-
sented by a set T of sentences, meaning that the theory is the set of all logical
consequences of T . If ΣT is the signature of T , LT is redefined to be the language
built from ΣT ∪ΣT , so that theory symbols are transparent:

Definition 4. A formula I is a theory interpolant of formulæ A and B such
that A �T B, if (i) A �T I, (ii) I �T B and (iii) I ∈ LT . A formula I is
a reverse theory interpolant of formulæ A and B such that A,B �T⊥, if (i)
A �T I, (ii) B, I �T⊥ and (iii) I ∈ LT .

The distinction between interpolant and reverse interpolant appeared in [23].
Since we consider refutational systems, and in keeping with most of the litera-
ture, we write “interpolant” for “reverse interpolant” and omit “theory,” unless
relevant. Because most systems work with clauses, that are disjunctions of liter-
als, from now on A and B are sets of clauses.

Definition 5. A ground term, literal, or clause is transparent, if all its symbols
are; A-colored, if it contains at least one A-colored symbol, and the others are
transparent; B-colored, if it contains at least one B-colored symbol, and the others
are transparent; and AB-mixed, otherwise. A clause is colorable if it contains
no AB-mixed literals.

Some authors use A-local in place of A-colored, B-local in place of B-colored,
and AB-common, or global, in place of transparent. In the following “colored”
may mean non-transparent.

Definition 6. Let C be a disjunction (conjunction) of literals. The projection
C|X of C on LX is the disjunction (conjunction) obtained by removing from C
any literal whose atom is not in LX . If C is a disjunction and C|X is empty,
then C|X =⊥; if C is a conjunction and C|X is empty, then C|X = �.

Projection commutes with negation (¬(C|X ) = (¬C)|X ) and distributes over
conjunction and disjunction: (C∨D)|X = C|X∨D|X and (C∧D)|X = C|X∧D|X .
Since transparent literals of C belong to both C|A and C|B, if C is a conjunction,
C|A ⇒ C|T and C|B ⇒ C|T ; if C is a disjunction, C|T ⇒ C|A and C|T ⇒ C|B .
Alternatively, transparent literals may be put only in the projection on LB:

Definition 7. Let C be a disjunction (conjunction) of literals. The asymmetric
projections of C are C\B = C|A \ C|T and C ↓B= C|B.

Since [25], approaches to interpolation work by annotating each clause C in
a refutation of A and B with auxiliary formulæ, unnamed in [25,26], named
C-interpolants in [23], and partial interpolants in [35,15,6]:
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Definition 8. A partial interpolant PI(C) of a clause C occurring in a refuta-
tion of A∪B is an interpolant of gA(C) = A∧¬(C|A) and gB(C) = B∧¬(C|B).

If C is the empty clause, which is written � and represents a contradiction,
PI(C) is an interpolant of (A,B). Since A ∧ B � C, gA(C) ∧ gB(C) = A ∧B ∧
¬C �⊥, and it makes sense to seek an interpolant of gA(C) and gB(C), which
may be seen as an interpolant of (A,B) in a proof of C. We also write c|X , PI(c),
gA(c) and gB(c) if c is the label of clause C, written c : C. By Definition 3 applied
to Definition 8, a partial interpolant needs to satisfy the following requirements:

1. gA(C) � PI(C) or A ∧ ¬(C|A) � PI(C) or A � C|A ∨ PI(C)
2. gB(C) ∧ PI(C) �⊥ or B ∧ ¬(C|B) ∧ PI(C) �⊥ or B ∧ PI(C) � C|B, and
3. PI(C) is transparent.

Indeed, since the signatures of gA(C) and gB(C) are ΣA and ΣB, transparency
is always with respect to A and B.

3 Transition Systems, Proofs and Interpolation Systems

DPLL and DPLL(T ) are presented as transition systems (e.g., [31,4]) that op-
erate in two modes, search mode and conflict resolution mode. In search mode,
the state has the form M ||F , where F is a set of clauses and M is a sequence
of assigned literals, that represents a partial assignment to ground literals, pos-
sibly with a justification, and therefore a partial model, or a set of candidate
models. An assigned literal can be either a decided literal or an implied literal. A
decided literal represents a guess, and has no justification (decision or splitting).
An implied literal lC is a literal l justified by a clause C: all other literals of C
are false in M so that l needs to be true (unit propagation). If there is a clause C
whose literals are all false in M , C is in conflict, it is called conflict clause, and
the system switches to conflict resolution mode, where the state has the form
M ||F ||C. In conflict resolution mode, a conflict clause C ∨ ¬l may be resolved
with the justification D ∨ l of l in M to yield a new conflict clause C ∨D (ex-
planation). Any clause thus derived can be added to F (learning). Backjumping
unassigns at least one decided literal and drives the system back from conflict
resolution mode to search mode. In state M ||F ||�, unsatisfiability is detected.

Definition 9. Let U1 stand for DPLL and U2 for DPLL(T ), and S be the input
set of clauses. A transition system derivation, or Uj-derivation, where j ∈ {1, 2},
is a sequence of state transitions Δ0 =⇒Uj Δ1 =⇒Uj . . . Δi =⇒Uj Δi+1 =⇒Uj . . .,
where ∀i ≥ 0, Δi is of the form Mi ||Fi or Mi ||Fi ||Ci, each transition is deter-
mined by a transition rule in Uj, Δ0 = ||F0 and F0 = S.

As noticed first in [36], according to [34], a proof produced by DPLL is made of
propositional resolution steps between conflict clauses (explanations). Let C∗ =
{Ci|i > 0} be the set of all conflict clauses in a derivation:

Definition 10. For DPLL-derivation Δ0 =⇒U1 . . . Δi =⇒U1 Δi+1 =⇒U1 . . ., for
all C ∈ C∗ the DPLL-proof tree ΠU1(C) of C is defined as follows:
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– If C ∈ F0, ΠU1(C) consists of a node labelled by C;
– If C is generated by resolving conflict clause C1 with justification C2, ΠU1(C)

consists of a node labelled by C with subtrees ΠU1(C1) and ΠU1(C2).

If the derivation halts reporting unsatisfiable, ΠU1(�) is a DPLL-refutation.

Since a justification C2 is either an input clause or a learnt clause, which was
once a conflict clause, ΠU1(C2) is defined.

DPLL(T ) builds into DPLL a T -satisfiability procedure, that decides whether
a set of ground T -literals has a T -model. In most cases, T is a union of the-
ories

⋃n
i=1 Ti, and a T -satisfiability procedure is obtained by combining n Ti-

satisfiability procedures, that we name Qi, for 1 ≤ i ≤ n, according to equal-
ity sharing [29] (see Chapter 10 of [5] for a modern presentation). The Ti’s are
quantifier-free fragments of first-order theories such as the theory of equality, lin-
ear arithmetic or theories of common data structures. For the theory of equality,
also known as equality with uninterpreted, or free, symbols (EUF), the satisfia-
bility procedure is based on congruence closure (e.g., [30], and Chapter 9 of [5]
for a modern presentation).

Equality sharing requires that the Ti’s are pairwise disjoint, which means
the only shared symbol, beside constants, is equality, and stably infinite, which
means that any quantifier-free Ti-formula has a Ti-model if and only if it has
an infinite one. Equality sharing separates occurrences of function symbols
from different signatures to ensure that each Qi’s deals with Ti-literals: for
example, f(g(a)) � b, where f and g belong to different signatures, becomes
f(c) � b ∧ g(a) � c, where c is a new constant. Each Qi propagates all disjunc-
tions of equalities between shared constants that are Ti-entailed by the problem.
If a theory is convex, whenever a disjunction is entailed, a disjunct is also entailed,
and therefore it is sufficient to exchange equalities. Model-based theory combina-
tion [13] is a version of equality sharing that assumes that each Qi maintains a
candidate Ti-model, and replaces propagation of entailments by addition to M
of equalities that are true in the current candidate Ti-model. These equalities
are guesses, because it is not known whether they are true in all Ti-models con-
sistent with M . If one of them turns out to be inconsistent, backjumping will
withdraw it and update the Ti-model.

In DPLL(T ), the T -satisfiability procedure propagates T -consequences of M
to the DPLL engine: if whenever literals l1, . . . , ln are true, some literal l must
also be true in T , l is added to M with the T -lemma ¬l1 ∨ . . . ∨ ¬ln ∨ l as
justification (theory propagation); if a subset l1, . . . , ln ofM is T -inconsistent, the
system switches to conflict resolution mode with T -conflict clause ¬l1∨ . . .∨¬ln.
Proofs produced by DPLL(T ) are ground, but not propositional, and include also
T -conflict clauses. Thus, we need to assume that the Qi’s and their combination
produce proofs, that we denote by ΠT (C):

Definition 11. For DPLL(T )-derivation Δ0 =⇒U2 . . .Δi =⇒U2 Δi+1 =⇒U2 . . .,
for all C ∈ C∗ the DPLL(T )-proof tree ΠU2(C) of C is defined as follows:

– If C ∈ F0, ΠU2(C) consists of a node labelled by C;
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– If C is generated by resolving conflict clause C1 with justification C2, ΠU2(C)
consists of a node labelled by C with subtrees ΠU2(C1) and ΠU2(C2);

– If C is a T -conflict clause, ΠU2(C) = ΠT (C).

If the derivation halts reporting unsatisfiable, ΠU2(�) is a DPLL(T )-refutation.

An interpolation system is a mechanism to annotate clauses in a proof with
partial interpolants; its most important property is completeness:

Definition 12. An interpolation system is complete for transition system U , if
for all sets of clauses A and B, such that A ∪ B is unsatisfiable, and for all
U-refutations of A ∪B, it generates an interpolant of (A,B).

Since PI(�) is an interpolant of (A,B), in order to prove that an interpolation
system is complete, it is sufficient to show that it annotates the clauses in any
refutation with clauses that are partial interpolants.

We conclude recalling that stable infiniteness is connected to interpolation:
the set of disjunctions of equalities exchanged by T1 and T2 in equality sharing
is a reverse interpolant of (F1, F2), where Fi, for i ∈ {1, 2}, is the conjunction
of input Ti-literals after separation. Stable-infiniteness ensures that quantifier-
free interpolants suffice (cf. Chapter 10 of [5] for details). This is obviously
not sufficient to make a combination of interpolating satisfiability procedures
interpolating, because (F1, F2) is a partition of the input based on the signatures
of T1 and T2, whereas we need to generate interpolants of an arbitrary partition
(A,B) of the input where both A and B may mix T1-symbols and T2-symbols.

4 Propositional Interpolation Systems

If the input S = A∪B is a set of propositional clauses, the set of literals that may
appear in a refutation is determined once and for all by the set of literals that
occur in S. Since input literals are either A-colored or B-colored or transparent,
there are no AB-mixed literals in proofs. Interpolation systems attach a partial
interpolant to every resolution step, distinguishing whether the literal resolved
upon is A-colored or B-colored or transparent. The first interpolation system
for propositional resolution, called HKP in [15] from the initials of three inde-
pendent authors, appeared in [20,24,32]. We call it HKPYM, because Yorsh and
Musuvathi reformulated it and reproved it complete in the context of DPLL(T ):

Definition 13 (HKPYM interpolation system). Let c : C be a clause that
appears in a refutation of A ∪B by propositional resolution:

– If c : C ∈ A, then PI(c) =⊥,
– If c : C ∈ B, then PI(c) = �,
– If c : C ∨D is a propositional resolvent of p1 : C ∨ l and p2 : D ∨ ¬l then:
• If l is A-colored, then PI(c) = PI(p1) ∨ PI(p2),
• If l is B-colored, then PI(c) = PI(p1) ∧ PI(p2) and
• If l is transparent, then PI(c) = (l ∨ PI(p1)) ∧ (¬l ∨ PI(p2)).
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The system of [25,26], that we call MM, allows a more informative interpolant
for clauses in A and treats transparent literals resolved upon like B-colored ones:

Definition 14 (MM interpolation system). Let c : C be a clause that ap-
pears in a refutation of A ∪B by propositional resolution:

– If c : C ∈ A, then PI(c) = C|T ,
– If c : C ∈ B, then PI(c) = �,
– If c : C ∨D is a propositional resolvent of p1 : C ∨ l and p2 : D ∨ ¬l then:
• If l is A-colored, then PI(c) = PI(p1) ∨ PI(p2),
• If l is B-colored or transparent, then PI(c) = PI(p1) ∧ PI(p2).

Intuitively, HKPYM is symmetric with respect to A and B, and assumes the
symmetric notion of projection (cf. Definition 6), while MM is slanted towards
B, and assumes the asymmetric notion of projection (cf. Definition 7). In [35],
projection is defined to be asymmetric; however, the proof of completeness of
HKPYM in the companion technical report, requires projection to be symmetric.
The following proof fixes this discrepancy:

Theorem 1 (Yorsh and Musuvathi, 2005). HKPYM is a complete interpo-
lation system for propositional resolution.

Proof: We need to prove that for all clauses c : C in the refutation, PI(c) satifies
Requirements (1), (2) and (3) listed at the end of Section 2. The proof is by
induction on the structure of the refutation.
Base case:

– If c : C ∈ A, then ¬(C|A) = ¬C; and gA(c) = A ∧ ¬C =⊥, since C ∈ A.
Since PI(c) =⊥, both (1) and (2) reduce to ⊥ � ⊥, which is trivially true,
and PI(c) is trivially transparent.

– If c : C ∈ B, then ¬(C|B) = ¬C; and gB(c) = B ∧ ¬C = ⊥, since C ∈ B.
Since PI(c) = �, (1) is trivial, (2) reduces to ⊥ � ⊥, which is trivially true,
and PI(c) is trivially transparent.

Induction hypothesis: for k ∈ {1, 2} PI(pk) satifies Requirements (1), (2) and (3).
Induction case:

(a) l is A-colored: PI(c) = PI(p1) ∨ PI(p2).
First we observe that p1|A ∧ p2|A ⇒ C|A ∨ D|A (*). Indeed, since l is A-
colored, p1|A = (l∨C)|A = l∨C|A and p2|A = (¬l∨D)|A = ¬l∨D|A. Then,
p1|A ∧ p2|A = (l ∨ C|A) ∧ (¬l ∨D|A)⇒ C|A ∨D|A by resolution.
We show (1) gA(c)⇒ PI(c):
gA(c) = A ∧ ¬((C ∨D)|A) = A ∧ ¬(C|A ∨D|A)
A ∧ ¬(C|A ∨D|A)⇒ A ∧ ¬(p1|A ∧ p2|A) by (*)
A∧¬(p1|A∧p2|A) = A∧(¬p1|A∨¬p2|A) = (A∧¬p1|A)∨(A∧¬p2|A) = gA(p1)∨
gA(p2) and gA(p1) ∨ gA(p2)⇒ PI(p1) ∨ PI(p2) by induction hypothesis.
We show (2) gB(c) ∧ PI(c)⇒⊥:
gB(c) ∧ PI(c) = B ∧ ¬((C ∨D)|B) ∧ PI(c) = B ∧ ¬(C|B ∨D|B) ∧ PI(c) =
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B ∧ ¬(C|B) ∧ ¬(D|B) ∧ (PI(p1) ∨ PI(p2))⇒
(B ∧ ¬(C|B) ∧ PI(p1)) ∨ (B ∧ ¬(D|B) ∧ PI(p2)) =
(B ∧ ¬((l ∨ C)|B) ∧ PI(p1)) ∨ (B ∧ ¬((¬l ∨D)|B) ∧ PI(p2)) =
(because l �∈ LB and, therefore, C|B = (l ∨ C)|B and D|B = (¬l ∨D)|B)
= (B ∧ ¬(p1|B) ∧ PI(p1)) ∨ (B ∧ ¬(p2|B) ∧ PI(p2)) =
(gB(p1)∧PI(p1))∨ (gB(p2)∧PI(p2))⇒⊥ ∨ ⊥=⊥ by induction hypothesis.
Requirement (3) follows by induction hypothesis.

(b) l is B-colored: PI(c) = PI(p1) ∧ PI(p2).
Similar to Case (a), we have that p1|B ∧ p2|B ⇒ C|B ∨D|B (**).
We show (1) gA(c)⇒ PI(c):
gA(c) = A ∧ ¬((C ∨D)|A) = A ∧ ¬(C|A ∨D|A) = A ∧ ¬(C|A) ∧ ¬(D|A) =
A ∧ ¬((l ∨ C)|A) ∧ ¬((¬l ∨D)|A) =
(because l �∈ LA and, therefore, C|A = (l ∨ C)|A and D|A = (¬l ∨D)|A)
= A ∧ ¬(p1|A) ∧ ¬(p2|A) = (A ∧ ¬(p1|A)) ∧ (A ∧ ¬(p2|A)) = gA(p1) ∧ gA(p2)
and gA(p1) ∧ gA(p2)⇒ PI(p1) ∧ PI(p2) by induction hypothesis.
We show (2) gB(c) ∧ PI(c)⇒⊥:
gB(c) ∧ PI(c) = B ∧ (¬((C ∨D)|B)) ∧ PI(p1) ∧ PI(p2) =
B ∧ (¬(C|B ∨D|B)) ∧ PI(p1) ∧ PI(p2)⇒ by (**)
B∧ (¬(p1|B ∧p2|B))∧PI(p1)∧PI(p2) = B∧ (¬(p1|B)∨¬(p2|B))∧PI(p1)∧
PI(p2) = [(B ∧ ¬(p1|B)) ∨ (B ∧ ¬(p2|B))] ∧ PI(p1) ∧ PI(p2) =
(gB(p1) ∧ PI(p1) ∧ PI(p2)) ∨ (gB(p2) ∧ PI(p1) ∧ PI(p2))⇒
(gB(p1)∧PI(p1))∨ (gB(p2)∧PI(p2))⇒⊥ ∨ ⊥=⊥ by induction hypothesis.
Requirement (3) follows by induction hypothesis.

(c) l is transparent: PI(c) = (l ∨ PI(p1)) ∧ (¬l ∨ PI(p2)).
We show (1) gA(c)⇒ PI(c), or, equivalently, gA(c) ∧ ¬PI(c)⇒⊥:
gA(c) ∧ ¬PI(c) = A ∧ (¬(C|A ∨D|A)) ∧ ¬[(l ∨ PI(p1)) ∧ (¬l ∨ PI(p2))] =
A ∧ ¬(C|A) ∧ ¬(D|A) ∧ [¬(l ∨ PI(p1)) ∨ ¬(¬l ∨ PI(p2))] =
[A∧¬(C|A)∧¬(D|A)∧¬(l∨PI(p1))]∨[A∧¬(C|A)∧¬(D|A)∧¬(¬l∨PI(p2))]⇒
[A ∧ ¬(C|A) ∧ ¬(l ∨ PI(p1))] ∨ [A ∧ ¬(D|A) ∧ ¬(¬l ∨ PI(p2))] =
[A∧¬(C|A)∧¬l∧¬PI(p1)]∨ [A∧¬(D|A)∧ l∧¬PI(p2)] = (l is transparent)
= [A ∧ ¬((l ∨ C)|A) ∧ ¬PI(p1)] ∨ [A ∧ ¬((¬l ∨D)|A) ∧ ¬PI(p2)] =
(gA(p1)∧¬PI(p1))∨(gA(p2)∧¬PI(p2))⇒⊥ ∨ ⊥=⊥ by induction hypothesis.
We show (2) gB(c) ∧ PI(c)⇒⊥:
gB(c) ∧ PI(c) = B ∧ ¬(C|B ∨D|B) ∧ [(l ∨ PI(p1)) ∧ (¬l ∨ PI(p2))] =
B ∧ ¬(C|B) ∧ ¬(D|B) ∧ [(l ∨ PI(p1)) ∧ (¬l ∨ PI(p2))] (***)
at this point we reason that l is either true or false; if l is true, l holds, l
subsumes l ∨ PI(p1) and simplifies ¬l ∨ PI(p2) to PI(p2); if l is false, ¬l
holds, ¬l subsumes ¬l∨PI(p2) and simplifies l∨PI(p1) to PI(p1); thus, (***)
implies [B∧¬(C|B)∧¬(D|B)∧l∧PI(p2)]∨[B∧¬(C|B )∧¬(D|B)∧¬l∧PI(p1)]
which implies [B ∧ ¬(D|B) ∧ l ∧ PI(p2)] ∨ [B ∧ ¬(C|B) ∧ ¬l ∧ PI(p1)] =
[B ∧ ¬(D|B ∨ ¬l) ∧ PI(p2)] ∨ [B ∧ ¬(C|B ∨ l) ∧ PI(p1)] = (l is transparent)
= (B ∧ ¬(p2|B) ∧ PI(p2)) ∨ (B ∧ ¬(p1|B) ∧ PI(p1)) =
(gB(p2)∧PI(p2))∨ (gB(p1)∧PI(p1))⇒⊥ ∨ ⊥=⊥ by induction hypothesis.
Requirement (3) holds by induction hypothesis and l being transparent. �
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5 Interpolation and Equality

In propositional logic the notion of being A-colored, B-colored and transparent
is stable: if a literal is transparent in the initial state of a derivation, it will be
transparent in all. Once equality is added, even in the ground case, this is no
longer obvious. Assume that ta is an A-colored ground term, tb is a B-colored
ground term, and the AB-mixed equation ta � tb is derived. The congruence
classes of ta and tb have to be merged. Assume that the congruence class of ta
only contains A-colored terms, that of tb only contains B-colored terms, and ta
and tb are the representatives of their congruence classes. If tb were chosen as the
representative of the new class, it should become transparent. If either one of the
two classes already contains a transparent term t, the AB-mixed equation ta � tb
is not problematic, because t can be the representative of the new class. The issue
is the same if we reason about equality by rewriting: if an AB-mixed equation
ta � tb is generated, where both ta and tb are in normal form with respect to
the current set of equations, and ta � tb in the ordering, all occurrences of ta,
including those in A, should be replaced by tb, which should become transparent.
In order to prevent such instability of transparency, one needs to require that
all theories are equality-interpolating, a property that appeared first in [35]:

Definition 15. A theory T is equality-interpolating if for all T -formulæ A and
B, whenever A ∧B |=T ta � tb, where ta is an A-colored ground term and tb is
a B-colored ground term, then A ∧ B |=T ta � t ∧ tb � t for some transparent
ground term t.

Then, in congruence closure, it is sufficient to adopt t as the representative of the
new congruence class. Operationally, as suggested in [35], if ta � tb is generated
before ta � t and tb � t, one may add a new transparent constant c and the
equations ta � c and tb � c: if the theory is equality-interpolating, c � t will be
generated eventually, so that c is only a name for t. In a rewrite-based setting,
one needs to assume the following:

Definition 16. An ordering � is separating if t � s whenever s is transparent
and t is not, for all terms, or literals, s and t.

Thus, both ta and tb will be rewritten to t. This requirement on the ordering
appeared in [27], under the name AB-oriented ordering, and then in [22], where
it was justified intuitively in terms of symbol elimination: since interpolants
have to be transparent, the ordering should orient equations in such a way that
rewriting eliminates colored symbols. However, it was not related to the notion
of equality-interpolating theory.

Ground proofs made only of equalities and containing no AB-mixed equality
were termed colorable in [17]. We adopt the name and apply it to any proof made
of clauses:

Definition 17. A proof is colorable if all its clauses are.
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If A-local, B-local and AB-common, or global, are used in place of A-colored,
B-colored and transparent, respectively, acceptable proofs are called local.

It was proved in [35] that the quantifier-free fragments of the theories of
equality, linear arithmetic and non-empty, possibly cyclic lists are equality-
interpolating. The proof that the theory of lists is equality-interpolating relies
on that for the theory of equality. However, the proof for the latter was only
sketched in [35] (cf. Lemma 2 in [35]), and therefore we reconstruct it here using
the notion of separating ordering:

Lemma 2. If the ordering is separating, all ground proofs by resolution and
rewriting are colorable.

Proof: By induction on the structure of the proof:
Base Case: By definition, there are no AB-mixed literals in the input.
Induction Hypothesis: The premises do not contain AB-mixed literals.
Induction Case:

– Resolution: Since a ground resolvent is made of literals inherited from its
parents, it does not contain AB-mixed literals by induction hypothesis.

– Rewriting: let s � r be a ground equation such that s � r, and l[s] be the
literal it applies to. By induction hypothesis, neither s � r nor l[s] are AB-
mixed. Thus, since the ordering is separating and s � r, either r has the
same color as s or it is transparent. If s and r have the same color, also l[s]
and l[r] have the same color. If s is colored and r is transparent, then l[r]
either has the same color as l[s] or it is transparent, the latter if s was its
only colored term. In either case, l[r] is not AB-mixed. �

To show the following we only need to consider purely equational proofs, that
are represented as equational chains. Unfailing, or ordered, completion reduces
any ground equational proof s ∗↔ t to a rewrite proof, or valley proof in the form
s

∗→ ◦ ∗← t (see [2] for a recent treatment with ample references):

Theorem 2. The quantifier-free fragment of the theory of equality is equality-
interpolating.

Proof: Assume ground completion employs a separating ordering. If A ∧ B |=
ta � tb, where ta is an A-colored ground term and tb is a B-colored ground
term, then, since unfailing completion is refutationally complete, it generates a
contradiction from A∪B ∪ {ta �� tb}. The only rôle of ta �� tb in the derivation is
to be rewritten, until a contradiction is generated in the form t �� t. The resulting
proof is made only of rewriting steps and therefore it is a rewrite proof ta

∗→ t
∗←

tb. Since the ordering is separating, this proof contains no AB-mixed equations
by Lemma 2, which means that it must contain at least a transparent term.
Since the ordering is separating, the smallest term t is transparent. It follows
that A ∧B |= ta � t ∧ tb � t, because the inferences are sound. �

From now on, we assume that the built-in theories Ti, 1 ≤ i ≤ n, are equality-
interpolating, so that there are no AB-mixed literals, and all proofs are colorable.
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6 Interpolation for Equality Sharing and DPLL(T )

The treatment of interpolation for equality sharing in [35] temporarily assumes
that the theories in T =

⋃n
i=1 Ti are convex, so that it is sufficient to propagate

equalities. We do not need to assume convexity, not even as a temporary as-
sumption, neither we need to deal with propagation of disjunctions, because we
adopt model-based theory combination, where only equalities are propagated.
For equality sharing, the input A ∪ B is a set of ground T -literals, or unit
T -clauses. Separation applies in such a way to respect colors: for example, if
f(g(a)) � b, where f and g belong to the signatures of different theories, be-
comes f(c) � b ∧ g(a) � c, the new constant c is stipulated to be A-colored,
B-colored or transparent, depending on whether g(a) is A-colored, B-colored or
transparent, respectively.

Every Qi deals with a set Ai ∪ Bi ∪ K, where Ai contains the Ti-literals in
A, Bi contains the Ti-literals in B, and K is the set of propagated equalities.
Although for equality sharing it suffices to propagate equalities between shared
constants, in DPLL(T ) the propagation is done by adding the literal to M ,
and model-based theory combination may propagate equalities between ground
terms. Thus, we assume that K is a set of equalities between ground terms.

We assume that each Qi is capable of generating Ti-interpolants for its
proofs. A crucial observation in [35] is that these Ti-interpolants cannot be
Ti-interpolants of (A,B), since the input to Qi is Ai ∪ Bi ∪ K. They are Ti-
interpolants of some partition (A′, B′) of Ai ∪ Bi ∪ K. This is where the as-
sumption that theories are equality-interpolating plays a rôle: K contains no
AB-mixed literals. Therefore, it is possible to define A′ and B′ based on colors
as defined by the original (A,B) partition, using projections with respect to A
and B: let A′ be (Ai∪Bi∪K)|A = Ai∪K|A andB′ be (Ai∪Bi∪K)|B = Bi∪K|B.
It follows that LA′ = LA, LB′ = LB , and what is transparent with respect to
(A′, B′) is transparent with respect to (A,B), so that Ti-interpolants of (A′, B′)
can be used to build the T -interpolant of (A,B):

Definition 18. For all ground literals l, such that Ai ∪ Bi ∪ K �Ti l, where
Ai is the set of Ti-literals in A, Bi is the set of Ti-literals in B, and K is
a set of propagated equalities between ground terms, the theory-specific partial
interpolant of l, denoted by PIi

(A′,B′)(l), is the Ti-interpolant of (A′∧¬(l|A), B′∧
¬(l|B)) generated by Qi, where A′ = Ai ∪K|A and B′ = Bi ∪K|B.

Note how there is no need to require that only equalities between shared con-
stants are propagated.

In equality sharing the refutation is found by one of the theories, and therefore
has the form Ai ∪ Bi ∪ K �Ti⊥ for some i. The method of [35] shows how
to extract a T -interpolant of (A,B) from such a refutation, by combining the
theory-specific partial interpolants computed by the Qi’s for the propagated
equalities in K. We state it as an interpolation system for equality sharing:

Definition 19 (EQSH interpolation system). Let C be a literal, or unit
clause, that appears in a refutation of A ∪B by equality sharing:
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– If C ∈ A, then PI(C) = ⊥,
– If C ∈ B, then PI(C) = �,
– If Ai ∪Bi ∪K �Ti C for some i, 1 ≤ i ≤ n, then

PI(C) = (PIi
(A′,B′)(C) ∨

∨

l∈A′
PI(l)) ∧

∧

l∈B′
PI(l),

where A′ = Ai ∪K|A and B′ = Bi ∪K|B.

If there were only one theory, K would be empty, and the partial interpolant in
the inductive case of Definition 19 would be equal to the theory-specific partial
interpolant in that theory.

Theorem 3 (Yorsh and Musuvathi, 2005). EQSH is a complete interpola-
tion system for equality sharing.

Proof: We need to prove that for all unit clauses C in the refutation, PI(C)
satifies Requirements (1), (2) and (3), listed at the end of Section 2, in theory
T . The base case is the same as for Theorem 1. The inductive case, for a C such
that Ai ∪Bi ∪K �Ti C for some i, 1 ≤ i ≤ n, requires another induction on K:
Base case: if K = ∅, then A′ = Ai, B′ = Bi, and PI(C) = PIi

(A′,B′)(C).
By Definition 18, PI(C) is a Ti-interpolant of (Ai ∧¬(C|A), Bi ∧¬(C|B)); since
Ai ⊆ A and Bi ⊆ B, PI(C) is also a T -interpolant of A∧¬(C|A) and B∧¬(C|B).
Induction case: if K �= ∅, then A′ = Ai ∪ K|A, B′ = Bi ∪ K|B and PI(C) =
(PIi

(A′,B′)(C) ∨
∨

l∈K|A PI(l)) ∧
∧

l∈K|B PI(l), because PI(l) = ⊥ for all l ∈ Ai

and PI(l) = � for all l ∈ Bi.
We continue with the main claim:
Induction hypothesis: for all l ∈ K|A, PI(l) is a T -interpolant of (A∧¬(l|A), B∧
¬(l|B)), that is, a T -interpolant of (A∧¬l, B), because l|A = l and l|B = ⊥, since
l ∈ K|A; for all l ∈ K|B, PI(l) is a T -interpolant of (A∧¬(l|A), B∧¬(l|B)), that
is, a T -interpolant of (A,B ∧ ¬l), because l|A = ⊥ and l|B = l, since l ∈ K|B;
so that the inductive hypothesis is:

– For all l ∈ K|A,
(1A) A ∧ ¬l �T PI(l) or, equivalently, A �T l ∨ PI(l),
(2A) B ∧ PI(l) �T⊥,
(3A) PI(l) is transparent; and
– For all l ∈ K|B,
(1B) A �T PI(l),
(2B) B ∧ ¬l ∧ PI(l) �T⊥, or, equivalently, B ∧ PI(l) �T l,
(3B) PI(l) is transparent.

Induction case:

1. A ∧ ¬(C|A) �T PI(C):
By Definition 18, Ai ∧K|A ∧¬(C|A) �Ti PI

i
(A′,B′)(C), or, equivalently, Ai ∧

¬(C|A) �Ti ¬K|A ∨ PIi
(A′,B′)(C) (*), where ¬K|A is the disjunction ¬l1 ∨

. . . ∨ ¬lq, if K|A is the conjunction l1 ∧ . . . ∧ lq. By induction hypothesis
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(1A), we have A �T lj ∨ PI(lj) for 1 ≤ j ≤ q (**). By q resolution steps
between (*) and (**), and since A ⇒ Ai, it follows that A ∧ ¬(C|A) �T
PIi

(A′,B′)(C) ∨
∨

l∈K|A PI(l). By induction hypothesis (1B), A �T PI(l) for
all l ∈ K|B. Therefore, we conclude that A ∧ ¬(C|A) �T (PIi

(A′,B′)(C) ∨
∨

l∈K|A PI(l)) ∧
∧

l∈K|B PI(l).
2. B ∧ ¬(C|B) ∧ PI(C) �T⊥:

By Definition 18, Bi ∧K|B ∧ ¬(C|B) ∧ PIi
(A′,B′)(C) �Ti⊥. Since B ⇒ Bi,

we have B∧K|B ∧¬(C|B)∧PIi
(A′,B′)(C) �Ti⊥ (*). By induction hypothesis

(2A), B ∧ PI(l) �T⊥ for all l ∈ K|A, and thus B ∧
∨

l∈K|A PI(l) �T⊥,
and B ∧K|B ∧ ¬(C|B) ∧

∨
l∈K|A PI(l) �T⊥ (**). Combining (*) and (**)

gives B∧K|B∧¬(C|B)∧(PIi
(A′,B′)(C)∨

∨
l∈K|A PI(l)) �T⊥, or, equivalently,

B∧¬(C|B)∧(PIi
(A′,B′)(C)∨

∨
l∈K|A PI(l)) �T ¬K|B (†), where ¬K|B is the

disjunction ¬l1∨ . . .∨¬lq , if K|B is the conjunction l1∧ . . .∧ lq. By induction
hypothesis (2B), B ∧ PI(lj) �T lj for 1 ≤ j ≤ q (‡). By q resolution steps
between (†) and (‡), we get B ∧ ¬(C|B) ∧ (PIi

(A′,B′)(C) ∨
∨

l∈K|A PI(l)) ∧∧
l∈K|B PI(l) �T⊥, that is, B ∧ ¬(C|B) ∧ PI(C) �T⊥.

3. PI(C) is transparent, because PIi
(A′,B′)(C) is transparent by Definition 18,

and the PI(l)’s are transparent by induction hypotheses (3A) and (3B). �

This proof does not depend on assuming that K contains only equalities between
shared constants, neither does it depend on assuming that K contains all such
equalities entailed by the theories. Thus, EQSH is a complete interpolation sys-
tem for equality sharing, regardless of whether equality sharing is implemented
in its original form, or by model-based theory combination.

Having an interpolation system for DPLL and an interpolation system for
equality sharing, we have all the ingredients for an interpolation system for
DPLL(T ). Let A andB be two sets of ground T -clauses, for which we need to find
a T -interpolant. Let CPT be the set of the T -conflict clauses that appear in the
DPLL(T )-refutation of A∪B (cf. Definition 11). Such a refutation shows that A∪
B is T -unsatisfiable, by showing that A∪B∪CPT is propositionally unsatisfiable.
An interpolation system for DPLL(T ) will be given by an interpolation system
for propositional resolution plus partial interpolants for the T -conflict clauses.
A clause C is a T -conflict clause, because its negation ¬C, which is a set, or
conjunction, of literals, was found T -unsatisfiable. Then, (¬C)|A ∧ (¬C)|B is
T -unsatisfiable, and we can compute a T -interpolant of ((¬C)|A, (¬C)|B) by
EQSH. This T -interpolant provides the partial interpolant for C.

We call the resulting interpolation system HKPYM–T, because it is obtained
by adding to HKPYM (cf. Definition 13) another case for T -conflict clauses. The
case for T -conflict clauses is a third base case, because they are sort of input
clauses from the point of view of the propositional engine:

Definition 20 (HKPYM–T interpolation system). Let c : C be a clause
that appears in a DPLL(T )-refutation of A ∪B:

– If c : C ∈ A, then PI(c) =⊥,
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– If c : C ∈ B, then PI(c) = �,
– If c : C is generated by T-Conflict, PI(c) is the T -interpolant of

((¬C)|A, (¬C)|B) produced by EQSH from the refutation ¬C �T⊥;
– If c : C ∨D is a propositional resolvent of p1 : C ∨ l and p2 : D ∨ ¬l then:
• If l is A-colored, then PI(c) = PI(p1) ∨ PI(p2),
• If l is B-colored, then PI(c) = PI(p1) ∧ PI(p2) and
• If l is transparent, then PI(c) = (l ∨ PI(p1)) ∧ (¬l ∨ PI(p2)).

The case analysis on literals resolved upon remains unchanged, because the re-
quirement that all theories in T are equality-interpolating guarantees that the
T -conflict clauses do not introduce in the proof AB-mixed literals. The com-
pleteness of HKPYM–T follows from the completeness of HKPYM and EQSH.

7 Future Work

We are working on interpolation for superposition [3] in order to obtain an in-
terpolation system for the theorem proving method DPLL(Γ +T ) [4], which
integrates a superposition-based inference system Γ into DPLL(T ). Interpola-
tion for ground superposition proofs was approached in [27] and then explored
further in [23], using a notion of colored proof, which is stronger than colorable,
since it excludes AB-mixed clauses. The observation that a separating ordering
makes proofs colorable (cf. Lemma 2) generalizes easily to ground proofs in a
full-fledged superposition-based inference system [3]. The analysis of interpola-
tion and equality reported here means that for DPLL(Γ+T ) we need to assume
that the built-in theories in T are equality-interpolating and the ordering used
by Γ is separating. The remark that the interpolation system of [35] for equality
sharing works also for model-based theory combination is another step towards
interpolation in DPLL(Γ+T ), since DPLL(Γ+T ) uses model-based theory com-
bination.
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High performance first-order theorem proving is dominated by saturation-based
proof procedures. This is true, at least when one looks at competitions like the
yearly CASC, the CADE ATP System Competition, where the winners in the
CNF division (conjunctive normal form, non-propositional problems) usually use
superposition-based calculi. This was different in the early days of CASC, when
a tableau prover (SETHEO) even won the MIX category.

Since many years the Koblenz AI Group has been focusing its research on
tableau-based automated reasoning. As an attempt to bring together the best
of two worlds, namely a ‘single proof object’ from tableau proving and free
variables from resolution, we came up with the hyper tableau calculus [2] in
the 1990s. This is a clause normal form tableau calculus which implements the
main idea from hyperresolution, which is a kind of simultaneous resolution of all
negative literals in a clause. When the calculus extends a branch of the tableau,
the unifier, which is constructed for this inference rule, is applied only to the
variables of the newly generated leaves – there are no rigid variables anymore.

In [3] we managed to incorporate efficient equality handling into hyper table-
aux. We used an adapted version of the superposition inference rule, where
equations used for paramodulation are drawn (only) from a set of positive unit
clauses, which forms the current candidate model. The calculus also features a
generic, semantically justified simplification rule which covers many redundancy
elimination techniques known from superposition theorem proving. This is im-
plemented in the theorem prover E-KRHyper, which is the main tool for the
applications described in the following.

Applications. In applications it turned out to be very helpful to use the proof ob-
ject which is manipulated by the calculus, i. e. the computation, as a result of the
proof. In the projects Slicing Book and in2math we used the hyper tableau proof
to ‘calculate’ a LaTex document (see [1]). For this an entire book is represented
as a knowledge base of small pieces of LaTex code together with meta-data. If a
user wants to read such a book, his personalized invocation of the book is formu-
lated as a query, for which a proof attempt is made by the prover. If this results
in an open branch, the nodes of the branch contain the identifiers of those LaTex
pieces which together form the document which meets the users requirements.

Another application of E-KRHyper is within the LogAnswer -project ([5]).
LogAnswer is an open domain question answering system; it receives a natural-
language question regarding any topic, and it returns a natural-language answer

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 17–19, 2011.
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found in a knowledge base. The knowledge base consists of several parts: A for-
mal logical representation of a snapshot of the entire German Wikipedia. These
are 12 millions sentences which are transformed semi-automatically into a logical
representation. A second part consists of background knowledge, e. g . knowledge
about spatial and temporal relations, which is necessary to answer arbitrary nat-
ural language questions. Such a question is transformed into a logical represen-
tation; let us consider the question ‘Rudy Giuliani war Bürgermeister welcher
US-Stadt?’1 as a running example. The system generates from the Wikipedia
text 200 answer candidates, which are text passages which might contain ma-
terial to answer the question. For each of the 200 candidates the system takes
the logical representation and tries to prove the given query. For the entire pro-
cessing, the linguistic analysis of the query, the search for the 200 candidates
and the 200 proof tasks the system has a time limit of 5 seconds (this is the
maximum time we can keep the user waiting for an answer). While adapting the
E-KRHyper prover for this application we found several interesting problems
which might be of interest for other applications as well:

Time Restrictions. As mentioned above, the system has to perform over 200
proof tasks within short time; hence there is no chance to allow the prover a
very deep analysis within every proof. For each of the subgoals we give a time
limit which forces the prover to abort the current subgoal and to proceed with
the next one. In other words, completeness is no issue for this application. In
most cases we get a time-out for some of the proof attempts for a subgoal, even
if there exists a proof.

Relaxations. If LogAnswer gets a time-out for a subgoal, it deletes this subgoal
and tries the entire proof again. In our example query, which contains the nick-
name ‘Rudy’, it may happen that the knowledge base contains a passage about
the mayor Rudolph Giuliani and hence the system cannot prove that Rudy is the
mayor. Deleting the subgoal, which asked for the given name Rudy, results in a
proof with one relaxation. However we have to rate the generated answer a bit
lower in confidence, because of the relaxation. Currently we are working towards
using abductive reasoning for relaxations. Instead of deleting a subgoal we are
substituting it by a more general one, which can be deduced from a background
knowledge base.

Background Knowledge Base. Currently LogAnswer uses background knowledge
which consists of approx. 12,000 axioms. We are planning to extend this by us-
ing the general ontology OpenCyc, which contains 3.3 million formulae. This
mere number of the formulae challenges a prover. State of the art is to parti-
tion this huge set of clauses according to a given query and to use only those
partitions which are necessary for the proof. In our case the partitioning via
pre-processing is not possible, because relaxation results in several, previously
not known queries. As a way out we are working towards clustering methods,
which can be used without knowing the query in advance.
1 Rudy Giuliani was mayor of which US city?
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Webservices. Another possibility to extend the knowledge base is to use ex-
ternal webservices. We modified and extended the inference rules of the hyper
tableau calculus, such that calls of external services can be managed. Currently
E-KRHyper is connected to Yahoo GeoPlanet, a weather service and a currency
converter.

Over the years we learned from various applications that theorem provers for
applications cannot be used off the peg. They have to be modified and extended
and indeed, it turned out that this offers a lot of interesting and challenging
theoretical problems.

Currently we are working towards an application where LogAnswer is a par-
ticipant in a question answering forum. For such an application it is of particular
importance to avoid wrong answers, which can occur although the calculus is
correct (see [4]).
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It is quite well understood that propositional logics are tightly connected to
ordered algebras via algebraic completeness, and because of this connection proof
theory is often useful in the algebraic context too. A prominent example is that
one deductively proves the interpolation theorem for a given logic in order to
derive the algebraic amalgamation property for the corresponding variety as a
corollary. Other examples include uniform interpolation, disjunction property,
local deduction theorem, and termination of complete proof search with their
corresponding algebraic properties.

Proof theory is, however, not merely an external device for deriving algebraic
consequences as corollaries. The connection is even tighter, and it also works
inside algebra as a source of various algebraic constructions. For instance, Mae-
hara’s sequent-based method for proving the interpolation theorem gives rise to a
direct construction of an algebra required for the amalgamation property. Find-
ing a new variant of sequent calculus (such as hypersequent calculus) amounts
to finding a new variant of MacNeille completions (generalizations of Dedekind’s
completion Q ↪→ R). Proving cut elimination for such a generalized sequent cal-
culus is closely related to proving that a variety is closed under the corresponding
generalized completions. Finally, transforming Hilbert axioms into Gentzen rules
is not only important for proving cut elimination and related conservativity re-
sults, but also crucial for ensuring that the above proof theoretic constructions
do work in algebra properly.

In this talk, we will discuss such internal contributions of proof theory in
algebra. Our basic framework is substructural logics, which comprise linear, rel-
evance, fuzzy and superintuitionistic logics. Algebraically, they correspond to
varieties of residuated lattices, that include Heyting algebras and many others.
We will exemplify several proof theoretic methods that directly work for resid-
uated lattices, then develop a general theory for such internal constructions in
terms of residuated frames, and see their possibilities and limitations in terms
of the substructural hierarchy — a hierarchy that classifies nonclassical axioms
according to how difficult they are to deal with in proof theory.
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Abstract. The logic CSL of comparative concept similarity has been
introduced by Sheremet, et al. to capture a form of qualitative similarity
comparison. We present here CSymLean, the first theorem-prover for
CSL interpreted on symmetric minspaces. It is a Prolog implementation
of a labelled tableau calculus recently proposed for this logic, and it is
inspired by the Lean methodology.

1 The Logic CSL

CSL is a propositional modal logic introduced by Sheremet, Tishkovsky, Wolter
and Zakharyaschev for reasoning about the comparative similarity between con-
cepts and/or objects [4]. In CSL one can formulate assertions of the form “ob-
jects A are more similar to B than to C”. This type of assertions may be added
to an ontology to express qualitative comparisons between concepts. Moreover,
CSL can also be interpreted as a formalism for spatial reasoning where ”similar-
ity” is replaced by ”spatial closeness”. Formulas of CSL are defined as follows:
C,D

def= ⊥ | Pi | ¬C | C �D | C �D | C ⇔ D.
The semantics of CSL is defined in terms of distance spaces [4], that is to

say Kripke models equipped by a distance function. Different properties of the
distance function (namely, symmetry, triangular inequality and existence of the
minimum of a set of distances) give rise to variants of CSL. Its relations with
topological modal logics, axiomatisation, decidability and other properties are
extensively investigated in [5]. In this paper, we consider the case of CSL defined
by symmetric distances spaces where the minimum of a set of distances always
exists, the so-called symmetric minspace models. Briefly, a symmetric minspace
model has the form I = (Δ, d, .I) where Δ is a non-empty set and d is a metric
from Δ to R

≥0 satisfying the additional minspace property 1; the interpretation
of ⇔ is given by (A⇔ B)I = {x|d(x,AI) < d(x,BI)}.

It has been shown in [3] that the semantics of CSL can be equivalently formu-
lated in terms of preferental models that abstract away any reference to numeric
distances. The preferential semantics is closer to the standard semantics of modal
logic and it is more suitable for studying proof systems and automated deduction

1 The property is the following: d(C,D)
def
= inf{d(x, y) | x ∈ C, y ∈ D} = min{d(x, y) |

x ∈ C, y ∈ D} for all non-empty subsets C,D of Δ.

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 21–26, 2011.
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(T1⇔):
Γ [x : A ⇔ B, y : C]

Γ, y : ¬B | Γ, y : B
(F1⇔):

Γ [x : ¬(A ⇔ B), y : C]

Γ, y : A | Γ, y : ¬A

(T2⇔):
Γ [x : A ⇔ B]

Γ, z : f(x,A), z : A
(∗) (F2⇔):

Γ [x : ¬(A ⇔ B), y : A]

Γ, z : f(x,B), z : B
(∗)

(T3⇔):
Γ [x : A ⇔ B, z : f(x,A), y : B]

Γ, {x, z} < {x, y} (F3⇔):
Γ [x : ¬(A ⇔ B), z : f(x,B), y : A]

Γ, {x, y} ≤ {x, z}

(cnt):
Γ [x : A, y : B]

Γ (y/x) | Γ, {x, x} < {x, y}, {y, y} < {y, x} (asm):
Γ [{x, y} < {z, u}]
Γ, {z, u} ≤ {x, y}

(mod):
Γ [{x, y} ≤ {v, w}, {v, w} ≤ {z, u}]

Γ, {x, y} ≤ {z, u} (tr):
Γ [{x, y} < {v, w}, {v, w} < {z, u}]

Γ, {x, y} < {z, u}

(r⊥):
Γ [{x, y} < {z, u}, {x, y} ≤ {z, u}]

⊥ (⊥):
Γ [x : A, x : ¬A]

⊥
(*) z is a new label not occurring in the current branch.

Fig. 1. Tableau calculus TCSLs for CSL [3]

for this logic. In particular the tableau calculus implemented by CSymLean is
based on the preferential semantics of CSL. In a preferential model I = (Δ,<, .I)
the distance function is replaced by a total preorder < between two-element mul-
tisets of elements of the domain: {x, y} ≤ {z, u} stands for d(x, y) ≤ d(z, u). The
relation < satisfies some additional conditions, namely, pair-centering ({x, x} <
{x, y} or x = y), modularity, asymmetry, and limit assumption (for all non-
empty subsets C,D of Δ, min<{{x, y}|x ∈ C, y ∈ D} �= ∅). The interpretation
of ⇔ is given by:

(A⇔ B)I =
{
x ∈ Δ

∣
∣∃y ∈ AI , ∀z ∈ BI , {x, y} < {x, z}

}
.

A labelled tableau calculus TCSLs is presented in Figure 1 (obvious boolean
rules are omitted). Tableau formulas are either of the form x : A, or {x, y} <
{z, u} or z : f(x,A), the latter meaning intuitively that z is an A-element whose
distance from x is minimal. A tableau set Γ is a set of tableau formulas and
a tableau derivation is a tree whose nodes are tableau sets. The notation Γ [A]
means that A occurs in Γ . In the (cnt) rule Γ (y/x) denotes the result of sub-
stituting y by x in every tableau formulas of Γ . Finally, a rule is dynamic if it
introduces a new label (the rules (T2⇔) and (F2⇔)), and static if it does not.

In order to make the calculus terminating, some restrictions (blocking) on the
application of the rules are needed. Given a derivation branch B we assume a
chronological (hence strict) order in the introduction of the labels and we define
ΠΓ (x) = {A|A ∈ LCSL and x : A ∈ Γ}. There are three restrictions: the first one
(irredundancy) prevents unnecessary applications of the rules to a tableau set
if the corresponding saturation condition is already fulfilled by the tableau set,
the others two are: (Subset blocking) Do not apply (T2⇔) to x : A⇔ B ∈ Γ ,
or (F2⇔) to x : ¬(A⇔ B), y : A in Γ if there exists a label z older than x and
such that ΠΓ (x) ⊆ ΠΓ (z). (Centering) Apply (cnt) to x : A, y : B in Γ only if
x is older than y.

We say that a tableau set is finished if it is closed (ie: it contains ⊥) or no rule
is applicable to it and that a tableau derivation is finished if every leaf tableau
set is finished. Moreover, we say that a tableau set Γ in a derivation is bad if (i) it
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is open (ie: not closed), (ii) it is finished (iii) there exist some label x and y such
that x is older than y and ΠΓ (y) ⊆ ΠΓ (x). Finally, a tableau derivation is closed
if all its leaf nodes are either closed or bad. A tableau derivation for a formula C
is a derivation whose root node is the tableau set {x : C} (for an arbitrary label
x). The formula C is satisfiable iff there exists an open tableau derivation for C.
Observe that the tableau calculus contains a non-standard closure condition: bad
tableau sets, although open, are disregarded; the intuitve reason is that they may
potentially provide an infinite model which would violate the limit assumption.

As shown in [3], the calculus is sound and complete for CSL over symmetric
minspaces; moreover, it always terminates under the above restricions, without
assuming any futher constraint on rule application strategy.

2 The Theorem Prover CSymLean

In this section we describe CSymLean, a Prolog implementation2 of the calcu-
lus TCSLs. The theorem prover is implemented using SWI-Prolog. The main
predicate, implementing the tableau calculus, is:

csl lean aux(Gamma, Labels, OldCCS, PrefRel, NPrefRel)

which succeeds if and only if Γ is unsatisifable, where the tableau set Γ is
partitioned into the Prolog lists Gamma, PrefRel and NPrefRel. Gamma is a list
containing, for each label x occurring in a tableau set, a pair [X,Formulas]
where Formulas is the list of all formulas F such that x : F ∈ Γ . In other
words, formulas of each node are grouped by the labels. Labels are represented
by Prolog’s constants. The argument Labels is the list of labels introduced in the
current tableau set. It has to be noted that this list is sorted (by construction)
in anti-chronological order. The predicate NewLabel is called by the dynamic
rules to create a new label, which will be added to the head of the list. OldCCS
is a list of pairs [X,A], where X is a label and A is a formula, used by dynamic
rules to check wether a label with f(x,A) already exists in the tableau set. The
lists PrefRel and NPrefRel contain lists [x,y,z,u], representing formulas of
the form {x, y} < {z, u} and {x, y} ≤ {z, u} respectively. To add a preferential
relation, we call the predicate addPrefRel(X,Y,Z,U,Prel,NewPrel) which is
defined as follows:

addPrefRel(X,Y,Z,U,PRel,NPrel) :-
ordLabel(X,Y,X1,Y1),
ordLabel(Z,U,Z1,U1),
union([[X1,Y1,Z1,U1]],PRel,NPrel).

ordLabel(X,Y,Y,X) :- Y @< X, !.
ordLabel(X,Y,X,Y) :-.

Each pair of label is sorted according to the Prolog ordering of terms to encode
the fact that {x, y} = {y, x}. Thus, addPrefRel(X,Y,Z,U,Prel,NewPrel) is
equivalent to addPrefRel(Y,X,U,Z,Prel,NewPrel). As described in [3], we can
2 The source files can be found at: http://www.lsis.org/alendar/csymlean/
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adapt CSymLean to the non symmetric case by deleting the first clause of the
definition of ordLabel, so that the pairs will not be treated as symmetric.

As an example, to check whether (A ⇔ B) � (B ⇔ A) is unsatisfiable, one
queries CSymLean with the goal:

csl lean aux([[x,(a<<-b) and (b<<-a)], [x], [], [], []).

Each clause of the predicate csl clean aux encodes a rule. Their structure is
the same; each clause looks for a formula to which the corresponding rule could
be applied, then it checks if one of the termination restrictions prevent applica-
bility, and finally, the rule is applied. For instance, the clause which implements
the (F3⇔) rules is:

csl lean aux(Gamma, Labels, OldCCS, PrefRel, NPrefRel) :-
member([Z,ZFormulas],Gamma),
member(f(X,B),ZFormulas),
memberchk([X,XFormulas],Gamma),
member(neg(A <<- B), XFormulas),
member([Y,YFormulas],Gamma),
memberchk(A,YFormulas),
\+inPrel(X,Y,X,Z,NPrefRel),!,
addPrefRel(X,Y,X,Z,NPrefRel,NewNPrefRel),
csl lean aux(Gamma, Labels, OldCCS, PrefRel, NewNPrefRel).

The centering rule is not implemented by a csl lean aux clause and is han-
dled differently: when a dynamic rule needs to introduce a new label, it calls
the predicate csl lean cent. Intuitively, this predicate corresponds to an eager
application of the centering rule, just after the introduction of a new label.

Before applying a dynamic rule, we have to check whether its application is
blocked by subset blocking. This is implemented by the predicate
subsetBlocked(X,Gamma,LabelList),where X is a label, which succeeds if there
exists a label Y older than X such that ΠΓ (X) ⊆ ΠΓ (Y). For instance, here is the
clause implementing the (T 2⇔) rule:

csl lean aux(Gamma, Labels, OldCCS, PrefRel, NPrefRel):-
member([X,XFormulas],Gamma),
member(A <<- , XFormulas),
\+memberchk([X,A], OldCCS),
\+subsetBlocked(X,Gamma,Labels),!,
csl lean cent([A, f(X,A)],Labels,Gamma, Labels,

[[X,A]|OldCCS], PrefRel, NPrefRel).

If no rule is applicable (i.e: the tableau set is finished), we have to check whether
we have found a bad set. This is implemented by the last clause of csl lean aux,
which suceeds (and thus closes the branch) if there is a label in the tableau set
which is blocked by subset blocking.

csl lean aux(Gamma, Labels, , , ) :- isBadSet(Gamma,Labels).
isBadSet(Gamma,[X|Lab]) :- subsetBlocked(X,Gamma,[X|Lab]), !.
isBadSet(Gamma,[ |Lab]) :- isBadSet(Gamma,Lab).
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Statistics and Performance
We have tested CSymLean over randomly generated formulas (valid, unsatisfi-
able and satisfiable) on an Intel Core 2 Quad @ 2.0Ghz machine (4GB RAM)
with SWI Prolog 5.8.0 (32-bits version). The test samples have been generated
by fixing two parameters:

– the number of propositional variables involved in the generated formulas;
– the depth of connectives, i.e. the maximum level of nesting of connectives in

the generated formulas. This corresponds to the depth of the formula tree.

We consider two other theorem provers: CSymLean-NoSym is the non-symmetric
version of CSymLean, and CslLean 1.0 is an implementation of another tableau
calculus for the non symmetric case [2,1]. The table below shows the number of
proofs successfully completed (with either a positive or a negative answer) with
respect to a 1s time limit. The first column shows the two parameters taken
into account in generating test formulas mentioned above, namely the number
of propositional variables and the depth of the formulas. For each row, we have
considered 1000 test samples.

Prop. vars - Depth CSymLean CSymLean-NoSym CslLean 1.0
2 - 2 1000 1000 998
2 - 4 965 969 937
3 - 4 966 967 941
5 - 7 568 573 652

We also tested it on a set of significant formulas including various instances
of CSL axioms (the list is available on the web page), axioms from modal and
conditional logics that can be translated in CSL, and finally the following for-
mula, which is unsatisfiable in symmetric minspaces whereas it is satisfiable in
non-symmetric ones [4], which seems particularly hard3:

p ��(p→ (q ⇔ r)) ��(q → (r ⇔ p)) ��(r → (p⇔ q)).

3 Conclusion and Further Work

We have presented CSymLean, the first theorem prover for CSL over symmet-
ric minspaces, based on a recently proposed tableau calculus for this logic. Al-
though it does not comprise any optimization, its performances are encouraging.
Of course many optimizations are possible, either based on refinements of the
calculus itself (logical restrictions on the rules), or on a more efficient handling
of data structures and rule application. We intend to experiment both.
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Abstract. A logic is devised for reasoning about iterated schemata of
SMT problems. The satisfiability problem is shown to be undecidable
for this logic, but we present a proof procedure that is sound, complete
w.r.t. satisfiability and terminating for a precisely characterized class of
problems. It is parameterized by an external procedure (used as a black
box) for testing the satisfiability of ground instances of the schema in
the considered theory (e.g. integers, reals etc.).

1 Introduction

In [1] a logic is defined for reasoning on schemata of propositional formulae. It
extends standard propositional logic by using indexed symbols (e.g. p0, pi, pi+1,
etc.), arithmetic parameters (i.e. constant symbols interpreted as natural num-
bers) and iterated connectives such as

∨n
i=0 pi or

∧n
i=0 pi (where n denotes a

parameter, not a fixed number) that can be viewed as formulae with bounded
quantifiers ∃i ∈ [0, n], pi and ∀i ∈ [0, n], pi. It is shown that the validity prob-
lem is undecidable when arbitrary indices and (linear) arithmetic expressions are
considered. The problem is co-semi-decidable and decision procedures of “reason-
able” complexity can be defined for some interesting classes (see [2] for details).
A simple example is the following schema: p0 ∧ pn+1 ∧

∧n
i=0(pi ⇔ ¬pi+1), that

is satisfiable if and only if n is odd. This formula can be reduced into a propo-
sitional one by fixing the value of n, e.g. for n← 0: p0 ∧ p1 ∧ (p0 ⇔ ¬p1), or for
n← 1: p0 ∧ p2 ∧ (p0 ⇔ ¬p1)∧ (p1 ⇔ ¬p2). A SAT-solver can determine whether
the formula is satisfiable or unsatisfiable for a given value of n and a model can
be found (if it exists) by enumerating all possible values (n← 0, 1, 2, . . . ). How-
ever, proving that such a formula is unsatisfiable for all values of n (which is the
case for instance if one adds the constraint n = 2 × m) is much more difficult,
and usually requires to use some particular form of mathematical induction. The
proof procedure described in [1] combines usual tableaux-based decomposition
rules with lazy instantiation of the parameter and a loop detection mechanism
that captures a restricted form of “descente infinie” induction reasoning ensuring
completeness in some cases.

Our aim in this paper is to extend these results to schemata of (quantifier-free)
SMT-problems (standing for Satisfiability Modulo Theory). Proving the unsat-
isfiability (or satisfiability) of a ground formula modulo some background theory
� This work has been partly funded by the project ASAP of the French Agence Na-

tionale de la Recherche (ANR-09-BLAN-0407-01).
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is an essential problem in computer science, in particular for the automatic veri-
fication of complex systems. In software verification for example, the background
theory can define data structures such as integers, arrays or lists. These problems
are known as T -decision problems or more commonly, SMT problems, and the
tools capable of solving these problems are known as T -decision procedures, or
SMT solvers. A lot of research has been devoted to the design of SMT solvers
that are both efficient and scalable. A survey can be found in [3].

The schemata we consider in this paper may be seen as (count-
ably infinite) families of SMT-problems, parameterized by a natu-
ral number n. Both the signature of problems and the set of axioms
may depend on n. Consider for instance the following formula, rep-
resentative of those arising in, e.g, verifying programs handling arrays:∧n

i=0 ai+1 � ai∧
∧n

i=0 bi+1 	 bi∧a0 � b0∧an+1 	 c∧bn+1 
 c. It is not hard to
see that this example is unsatisfiable. Again, by instantiating n, say to 1, we get
a ground formula: a1 � a0∧a2 � a1∧b1 	 b0∧b2 	 b1∧a0 � b0∧a2 	 c∧b2 
 c.
The satisfiability of this formula modulo, e.g., arithmetic can be tested by
any SMT-solver. However proving that the original schema is unsatisfiable for
every n ∈ N is out of the scope of these tools. One can of course encode such a
schema as a non-ground (i.e. with universal quantifier) SMT-problem, simply
by considering n as a constant symbol of sort integer, by writing indices as
arguments, and by replacing iterated connectives by quantifiers:

∀i, 0 	 i ∧ i 	 n⇒ a(i + 1) � a(i)
∧ ∀i, 0 	 i ∧ i 	 n⇒ b(i + 1) 	 b(i)
∧ a(0) � b(0) ∧ a(n + 1) 	 c ∧ b(n + 1) 
 c

However, this is of no practical use since of course there is no complete and
terminating procedure for solving non-ground SMT-problem. The heuristics that
are used by SMT-solvers to handle quantifiers, although rather efficient and pow-
erful in some cases, cannot handle such formulae. For instance the well-known
SMT-solver Yices [6] that uses E-matching [5] for instantiating universally quan-
tified variables fails to establish the unsatisfiability of this schema. Some com-
plete techniques have been proposed for instantiating universal quantifiers [7]
but they do not terminate in our case. Alternatively, indexed constant symbols
can be modeled by arrays (with quantifiers on the indices), however the ob-
tained formulae are again outside the known decidable classes [4]. The reason is
that the formulae obtained by encoding schemata of SMT-problems cannot, in
general, be reduced to unsatisfiable ground formulae by finitely grounding the
universally quantified variables: the logic is not compact and using mathematical
induction is required. Our approach extends SMT-solvers with a limited form of
mathematical induction.

2 Preliminaries

We define the logic of T -schemata, where T is a theory (more precisely a class of
interpretations) for which the satisfiability problem is assumed to be decidable.
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2.1 Syntax

We consider terms built on a signature containing indexed constants and func-
tion symbols, where the indices are arithmetic expressions. We assume that the
symbols are indexed by at most one index (e.g. ai,j is forbidden) and that the
expressions contain at most one occurrence of an arithmetic variable (e.g. ai+j

and even ai+i are not allowed, but fi+1(ai) and f0(ai) are)1. We also assume
that the considered formulae contain a unique parameter, which is interpreted
by a natural number. More formally:

Let n and i be two distinct symbols. n is the parameter and i is the index
variable. The set of index expressions is {i, i+1}∪{succk(0) | k ∈ N}∪{succk(n) |
k ∈ N}. As usual, the expressions succk(0) and succk(n) (where k ∈ N) are
written k and n + k respectively.

Let Sorts denote a set of sort symbols (containing in particular a symbol
bool) and let F denote a set of function symbols, partitioned into two disjoint
sets F = FI  FNI: the indexed symbols FI and the non-indexed symbols FNI.
Each symbol f ∈ F is mapped to a unique profile of the form s1, . . . , sk → s,
where k ∈ N and s1, . . . , sk, s ∈ Sorts. This is written f : s1, . . . , sk → s or
simply f : s if k = 0 (in this case f is a constant). If s = bool then f is
a predicate symbol. We call k the arity of f . We assume that FNI contains in
particular a symbol true : bool.

The set T(s) of terms of sort s is the smallest set of expressions satisfying
the following conditions:
- If f : s1, . . . , sk → s is a non-indexed function symbol and if u1, . . . , uk are

terms of sort s1, . . . , sk respectively, then f(u1, . . . , uk) is a term of sort s.
- If f : s1, . . . , sk → s is an indexed function symbol, if α is an index expression

and if u1, . . . , uk are terms of sort s1, . . . , sk respectively, then fα(u1, . . . , uk)
is a term of sort s.

Note that, by construction, the only variable occurring in a term is i (there are
no non-arithmetic variables).

For instance, if FI = {a : elem, f : elem, elem → elem} and FNI = {b :
elem, p : elem → bool} then a0, an, ai+1, fn+2(a0, b), f0(ai+1, a3) are terms of
sort elem and p(ai+1) is a term of sort bool. Terms such as ai+2, ai+n are not
allowed (indeed, i + 2 and i + n are not index expressions).

Now we define the syntax of formulae. For technical convenience, we assume
that all formulae are in negative normal form. An atom is of the form u ≈ v,
where u and v are two terms of the same sort. An atom of the form u ≈ true is
non-equational. A literal is of the form u ≈ v or u �≈ v. For readability a literal
u ≈ true or u �≈ true is simply written u or ¬u; false is a shorthand for ¬true.

An iteration body is inductively defined as either a literal not containing n or
a formula of the form φ∨ψ or φ∧ψ where φ and ψ are iteration bodies. Finally,
a schema is inductively defined as follows:
1 Removing these conditions yields undecidable logics, even in the purely propositional

case [1,2], thus we prefer to add them immediately rather than defining a very general
formalism that will have to be strongly restricted at a later stage (as done in [1]).
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- A literal not containing i is a schema.
- If φ and ψ are schemata then φ ∨ ψ and φ ∧ ψ are schemata.
- If φ is an iteration body containing i and α is an index expression of the form
k or n + k (where k ∈ N) then

∨α
i=0 φ and

∧α
i=0 φ are schemata.

For readability, we will sometimes use the abbreviation u ≈ v ⇒ ψ (resp.
u �≈ v ⇒ ψ) for u �≈ v ∨ ψ (resp. u ≈ v ∨ ψ).

S denotes the set of all schemata. A schema is iteration-free iff it contains no
iterated connective

∨
or

∧
and parameter-free if it contains no occurrence of n.

A sentence is a schema that is both iteration-free and parameter-free. Such a
schema may be viewed as a standard (quantifier-free) formula in the usual sense
(with function symbols indexed by natural numbers), but we prefer not to use
the word “formula” to avoid confusions.

For instance φ1 :
∨n

i=0 (ai+1 ≈ f(bi) ∧ bi+1 ≈ g(ai)), φ2 : an+1 ≈ f(bn) ∧
bn+1 ≈ g(an), φ3 :

∨3
i=0 (ai+1 ≈ f(bi) ∧ bi+1 ≈ g(ai)) and φ4 : a1 ≈ f(b0)∧ b1 ≈

g(a0) are schemata. φ2 and φ4 are iteration-free, φ3 and φ4 are parameter-free
and φ4 is a sentence.

An expression may be a term, a vector of terms, an iteration body or a schema.
It is ground if it contains no occurrence of i (notice that it may contain the
parameter n) and non-indexed if it contains no indexed symbols (by definition
all non-indexed expressions are ground).

Let α be a ground index expression. If φ is an iteration body then φ{i← α}
denotes the iteration-free schema obtained from φ by replacing all occurrences
of i by α. If φ is a schema or an index expression, then φ{n← α} is the schema
or index expression obtained from φ by replacing all occurrences of n by α.

If φ is an iteration-free schema or an iteration body, we denote by Ind(φ) the
set of index expressions occurring in φ: Ind(uα) def= {α}, Ind(u ≈ v) = Ind(u �≈
v) = Ind(u) ∪ Ind(v), Ind(φ � ψ) def= Ind(φ) ∪ Ind(ψ) if � ∈ {∨,∧}.

2.2 Semantics

The semantics is straightforwardly defined. The only difference with first-order
logic is that the parameter must be interpreted by a natural number and that
the index variable ranges over N. More precisely, a schema interpretation (or
interpretation for short) I is a function mapping n to a natural number 〈n〉I ,
mapping each sort s ∈ Sorts to a non-empty set 〈s〉I , mapping each non-indexed
function symbol f : s1, . . . , sk → s to a function 〈f〉I : 〈s1〉I , . . . , 〈sk〉I → 〈s〉I
and mapping each indexed function symbol f : s1, . . . , sk → s to a family of
functions 〈f〉Il : 〈s1〉I , . . . , 〈sk〉I → 〈s〉I (where l ∈ N). The function x �→ 〈x〉I is
then extended to any ground term or atom and to any schema as follows:

- If α is an index expression, then 〈α〉I def= α{n ← 〈n〉I}. Notice that 〈α〉I is
then equivalent to a natural number.

- 〈f(v1, . . . , vk)〉I def= 〈f〉I(〈v1〉I , . . . , 〈vk〉I).
- 〈fα(v1, . . . , vk)〉I def= 〈f〉I〈α〉I (〈v1〉I , . . . , 〈vk〉I).
- 〈

∨α
i=0 φ〉

I def= true if there exists l ∈ [0, 〈α〉I ] such that 〈φ{i← l}〉I = true.
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- 〈
∧α

i=0 φ〉
I def= true if for all l ∈ [0, 〈α〉I ] we have 〈φ{i← l}〉I = true.

We omit the definitions for the symbols ≈, �≈,∨,∧, which are standard. If φ
is a schema, we write I |= φ iff 〈φ〉I = true. In this case, I is a model of φ and
φ is satisfiable.

Usually, satisfiability is tested w.r.t. a particular class of interpretations, in
which the semantics of some of the symbols is fixed (for instance the sort symbol
int is interpreted as Z and + is interpreted as the addition). Let T be a class
of interpretations. φ is T -satisfiable iff there exists I ∈ T such that I |= φ.
Two schemata φ and ψ are T -equivalent iff we have I |= φ ⇔ I |= ψ for every
interpretation I ∈ T and T -sat-equivalent iff φ and ψ are both T -satisfiable
or both T -unsatisfiable. We assume that there exists an algorithm for checking
whether a given sentence (i.e. a schema without iterated connective and without
parameter) is T -satisfiable or not.

A function f is non-built-in if its interpretation is arbitrary, i.e. for every
interpretation I ∈ T , the interpretation obtained from I by changing only the
interpretation of f is also in T . We assume that every indexed symbol is non-
built-in (i.e. the only symbols whose interpretation is fixed are non-indexed).

Note that if I is an interpretation and α is a ground expression, then by
definition I ◦ {n �→ α} is also an interpretation. I ◦ {n �→ α} and I coincide
on every symbol, except on n. If α ∈ N then 〈n〉I◦{n �→α} = α and otherwise
〈n〉I◦{n �→α} = 〈α〉I .

There exists an algorithm transforming every parameter-free schema φ into a
sentence that is T -equivalent to φ. Thus the T -satisfiability problem is decidable
for parameter-free schemata.

As usual in SMT problems, we shall assume that the schemata are flattened,
i.e. for every term of the form f(u1, . . . , uk) occurring in the schema (where
f is possibly indexed) u1, . . . , uk are (possibly indexed) constant symbols (this
ensures that the set of terms is finite). This is not restrictive, for instance a term
of the form f(g(ai), gi+1(a0)) can be replaced by f(bi, ci), where the axioms∧n

i=0 bi ≈ g(ai) and
∧n

i=0 ci ≈ gi+1(a0) are added to the schema.

2.3 Extensions of the Language

Several extensions of this basic language can be considered. We did not include
them in the previous definitions because they do not increase the expressive
power, but for readability we shall sometimes use them in the following.

- Inequality tests. Atoms of the form i ≤ k (where k ∈ N) can be added
in iteration bodies. This does not increase the expressive power since such
atoms can be equivalently replaced by atoms of the form p≤ki , where p≤k is a
fresh constant symbol of sort bool (depending on k), defined by the following
axioms: p≤k0 ∧ · · · ∧ p≤kk ∧ ¬p

≤k
k+1 ∧

∧n
i=0(p

≤k
i+1 ⇒ p≤ki ).

- Arbitrary lower bounds. Iterations whose lower bound is distinct from 0
can easily be expressed using the previous atoms:

∧n
i=k φ is written

∧n
i=0(i ≤

k − 1 ∨ φ) (if k > 0).
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- Arbitrary translations. Terms of the form ai+k can also be consid-
ered, where k > 1. Indeed, such a term can be replaced by a fresh
constant symbol a+k

i , where a+k is defined by the following axioms:
∧n+k

i=0

(
a+0
i ≈ ai ∧ a+1

i ≈ a+0
i+1 ∧ · · · ∧ a+k

i ≈ a+k−1
i+1

)
.

- Additional parameters. Inequalities of the form i ≤ m where m is an addi-
tional parameter interpreted as an element of [0, n] can be encoded by atoms
p≤m
i defined by the following axioms: ¬p≤m

n+1 ∧ p
≤m
0 ∧

∧n
i=0(p

≤m
i+1 ⇒ p≤m

i ). Then
i ≈ m can be defined using

∧n
i=0(p

=m
i ⇔ p≤m

i ∧¬p
≤m
i+1) and a disequality m �≈ k

can be tested by the schema:
∧n

i=0(¬p=m
i ∨ ¬p=k

i ).
- Using the parameter in iteration bodies. A term of the form an can be

replaced by a fresh non-indexed constant b, with the axiom: b ≈ an.
In all the previous definitions, we assumed that the defined indexed symbols

are used only in the range [0, n]. If it is not the case (for instance if an equality
test i ≤ k appears in the scope of an iteration

∨n+2
i=1) then the definitions should

be extended accordingly (we omit the details for conciseness).

2.4 Undecidability

The next theorem states that the considered logic is undecidable in general.

Theorem 1. The satisfiability problem is undecidable for S.

This result does not follow from the undecidability results in [1] or [2] (for
propositional schemata) because the schemata considered here are much more
restricted. The satisfiability problem is actually decidable if we restrict to propo-
sitional formulae (see Section 4.1). Intuitively, even though the language is suffi-
ciently restricted to obtain decidability in the non-equational case, the equational
part of the language adds enough power to “retrieve” the undecidability. This
shows that the extension of schemata to SMT-problems is a difficult task.

3 Proof Procedure

We define a proof procedure for testing the satisfiability of schemata that is
sound and complete w.r.t. satisfiability. We show that, under some particular
semantic conditions (depending both on the theory T and on the considered
class of schemata), this procedure can be turned into a decision procedure.

3.1 Enumerating Interpretations

We first define a semi-decision procedure for schemata. It is parameterized by
a simplification function which is a function replacing a schema by a set of
schemata (interpreted as a disjunction) in such a way that satisfiability is pre-
served.

Definition 1. Let φ be a schema and let Ψ be a set of schemata. We write
φ � Ψ iff the following conditions hold:
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1. For every I ∈ T , if I |= φ then there exists ψ ∈ Ψ such that I |= ψ.
2. For every I ∈ T , if there exists ψ ∈ Ψ such that I |= ψ then there exists an

interpretation J ∈ T such that J |= φ and 〈n〉J = 〈n〉I .
For instance, we have φ ∨ ψ � {φ, ψ}, (φ ∨ φ′) ∧ ψ � {φ ∧ ψ, φ′ ∧ ψ}, or
p0 ∧ φ � {φ} if the indexed predicate symbol p does not occur in φ. We also
have

∨n+1
i=0 φ � {

∨n
i=0 φ, φ{i← n+1}}. However we have ¬p0∧pn �� {true} or

¬p0 ∧
∨n

i=0 pi �� {true} (although ¬p0 ∧ pn, ¬p0 ∧
∨n

i=0 pi and true are T -sat-
equivalent). Notice that if φ � Ψ then φ is T -sat-equivalent to the disjunction
of the schemata in Ψ . Furthermore, if φ and the disjunction of the schemata in
Ψ are equivalent then obviously φ � Ψ .

Definition 2. A simplification function is a total function Γ : S → 2S such
that for every φ ∈ S, φ � Γ (φ).

As explained in the Introduction, a trivial way to construct a model of a schema
φ (if it exists) is to enumerate all the possible values for n and then test the
T -satisfiability of the obtained sentences. Definition 3 formalizes this idea in a
way that will be convenient for our purpose. We enumerate all possible instances
of φ by instantiating recursively n by n+ 1. A given simplification function Γ is
systematically applied to the instantiated schemata:

Definition 3. Let Γ be a simplification function. The Γ -expansion of a schema
φ ∈ S is the set of schemata EΓ (φ) inductively built as follows:

1. φ ∈ EΓ (φ).
2. If ψ ∈ EΓ (φ) then Γ (ψ{n← n + 1}) ⊆ EΓ (φ).

Theorem 2. Let Γ be a simplification function. A schema φ is T -satisfiable iff
EΓ (φ) contains a schema ψ such that ψ{n← 0} is T -satisfiable.

Theorem 2 implies that T -satisfiability is semi-decidable for schemata in S.
Indeed, to test whether φ ∈ S is T -satisfiable, it suffices to construct the
Γ -expansion EΓ (φ) of φ (using a straightforward simplification function, e.g.
Γ (φ) = {φ}). By Definition 3, EΓ (φ) is recursively enumerable. By Theorem 2,
φ is T -satisfiable iff a schema ψ such that ψ{n ← 0} is T -satisfiable is eventu-
ally obtained. The satisfiability of ψ{n← 0} is obviously decidable.Of course, as
such, this algorithm is very inefficient and seldom terminates (when the schema
at hand is unsatisfiable): its efficiency and termination essentially depend on the
choice of the simplification function.

The next definition states a condition on Γ ensuring that all the schemata in
EΓ (φ) remain in a given class.

Definition 4. Let C be a class of schemata. A simplification function Γ is C-
preserving iff φ ∈ C ⇒ Γ (φ{n← n + 1}) ⊆ C.
Obviously, if C be a class of schemata and Γ is a C-preserving simplification
function, then φ ∈ C ⇒ EΓ (φ) ⊆ C.

Many distinct semi-decision procedures can be obtained, simply by replacing
the simplification function Γ by concrete procedures. In the next section, we
define a simplification function that ensures termination.
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3.2 Termination

The intuitive idea is the following: the Γ -expansion of a given schema φ is infinite
in general, since the recursive replacement of n by n + 1 creates schemata with
increasingly deep index expressions. For instance from

∧n
i=0(pi ⇒ pi+1) one gets

∧n+1
i=0(pi ⇒ pi+1),

∧n+2
i=0(pi ⇒ pi+1), . . . A first step towards termination would

be to have the iteration
∧n

i=0(pi ⇒ pi+1) instead of this infinite set of iterations.
This is easily obtained by unfolding the previous iterations (i.e. taking out the
ranks n + 1, n + 2, etc.). However we are of course left with the new formulae
introduced by those unfoldings. For instance, in the same example, one would get
pn+1 ⇒ pn+2, pn+2 ⇒ pn+3, etc. One way to obtain termination is if we are able
to somehow simplify those new formulae (of course this simplification depends
on the considered theory T ) so that they belong to a finite set. This goal can be
reached, in particular, if the indices of the involved atoms are restricted to be
lower than n+ k for some fixed k ∈ N. It is actually sufficient to consider k = 1,
which leads to the following notion:

Definition 5. A schema is n-elementary if it contains no index of the form
n + k where k > 1.

The major problem is, of course, to transform the schemata into n-elementary
ones (preserving T -sat-equivalence). This may be done, in some particular cases,
by using decomposition and simplification rules. In the previous example, the
unfolding yields:

∧n
i=0(pi ⇒ pi+1) ∧ (pn+1 ⇒ pn+2). Then, in order to eliminate

all the indices greater than n + 1, we only have to eliminate pn+2, which can
be done in this simple case by considering all the possible values for pn+2 (true
or false). This yields the disjunction of the following schemata:

∧n
i=0(pi ⇒

pi+1) ∧ ¬pn+1 (if pn+2 is false) and
∧n

i=0(pi ⇒ pi+1) (if pn+2 is true).
Of course this case is an easy one, since the domain of the constant symbols

is finite (thus every constant can be eliminated, if needed, by instantiation).
But consider the case:

∧n+1
i=0(ai ≈ f(ai+1)). Here the unfolding yields the literal

an+1 ≈ f(an+2). Since the domain is, a priori, not finite, the same technique
cannot apply. Thus the ability to eliminate an+2 depends on the theory T : if, for
instance, f is the successor function on N then it suffices to state that an+1 
 0.

To ensure that non-n-elementary literals can always be eliminated, we will
have to impose additional conditions on the class of interpretations T and on
the considered schemata. To restrict the class of schemata we shall actually
impose conditions on the literals occurring in it:

Definition 6. A frame L is a finite set of literals such that for every λ ∈ L, the
two following conditions hold:

1. λ{i← n + 1} ∈ L.
2. If λ is n-elementary then λ{n← n + 1} ∈ L.

A schema φ is L-dominated if every literal occurring in φ (both in iteration
bodies and outside iterations) is in L.
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Those conditions are useful to ensure that a class of n-elementary schemata is
closed under replacement of n by n + 1 and unfolding of the iterations.

Example 1. The following set L is a frame: {f(ai) ≈ bi, f(ai) �≈ g(bi+1), f(an) ≈
bn, f(an) �≈ g(bn+1), f(an+1) ≈ bn+1, f(an+1) �≈ g(bn+2), f(an+2) ≈ bn+2}. The
literals f(ai) ≈ bi, f(ai) �≈ g(bi+1), f(an) ≈ bn, f(an) �≈ g(bn+1) and f(an+1) ≈
bn+1, are n-elementary, f(an+1) �≈ g(bn+2) and f(an+2) ≈ bn+2 are not.
φ : (

∨n
i=0 f(ai) ≈ bi) ∧ f(an) �≈ g(bn+1) and ψ : (

∧n
i=0 f(ai) �≈ g(bi+1)) ∨

f(an+2) ≈ bn+2 are L-dominated. φ is n-elementary, ψ is not.

The definition of the simplification function is divided into two steps: unfolding
and decomposition.

Unfolding. The first step simply aims at unfolding iterations, for instance by
replacing

∨n+1
i=0 φ by

∨n
i=0 φ ∨ φ{i ← n + 1}. Obviously this is possible only if

the lower bound of the iteration is strictly lower than the upper bound.

Definition 7. If φ is a schema, we denote by unfold(φ) the schema obtained
from φ by replacing every subschema of the form

∧n+k
i=0 ψ or

∨n+k
i=0 ψ occurring in

φ such that k > 0 by (respectively): (
∧n

i=0 ψ)∧ψ{i← n+1}∧· · ·∧ψ{i← n+k}
and (

∨n
i=0 ψ) ∨ ψ{i← n + 1} ∨ · · · ∨ ψ{i← n + k}.

The unfolding transformation does not affect the semantics of the considered
schema. It is useful only to extract (when possible) the last operands of the
iterations in order to pave the way for the elimination of the terms with greatest
indices, which is done in the next subsection.

Decomposing Schemata. The second step is more complex. It aims at elim-
inating, in a schema φ, all the symbols whose index is greater than n + 1. This
is the crucial part of our procedure, since the elimination of those symbols will
ensure that only finitely many distinct schemata can be generated, hence that
EΓ (φ) is finite. We now introduce the conditions on L and T that ensure that
the elimination of literals whose indices are strictly greater than n+1 is feasible.

If I, J are two interpretations, we write I ∼L J iff I and J coincide on every
literal obtained from a literal in L by replacing i by a natural number lower
or equal to n. More precisely, I ∼L J if I and J coincide on n and on every
sort symbol in Sorts, and if for every literal λ ∈ L containing i and for every
k ∈ [0, 〈n〉I ] we have 〈λ{i← k}〉I = 〈λ{i← k}〉J .

Definition 8. A frame L is stably decomposable, relatively to a function Δ :
S→ S, iff for all ground non-n-elementary literals λ1, . . . , λk ∈ L the following
conditions hold:

- Δ(λ1 ∧ · · · ∧ λk) is a boolean combination of ground n-elementary literals in
L.

- For every interpretation I, I |= Δ(λ1 ∧ · · · ∧ λk) iff there exists an interpre-
tation J such that J ∼L I and J |= λ1 ∧ · · · ∧ λk.
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In what follows, we assume the existence of a frame L and of a function Δ s.t. L
is stably decomposable w.r.t. Δ. Both depend on the theory T . Thus, applying
our method to a theory T requires that T be accompanied with a frame L and
a function Δ (examples are provided in Section 4).

We now define the simplification function. It is defined by means of a tableaux
calculus, using the usual propositional decomposition rules. These rules are re-
stricted to apply only on non-n-elementary schemata. The goal is to decompose
the schema in order to get rid of all non-n-elementary literals occurring at non-
root level. Then a new rule is defined, the so-called Elimination rule, in order
to eliminate non-n-elementary literals at root level, by taking advantage of the
existence of a function Δ satisfying the conditions of Definition 8.

A branch is a conjunction of schemata and a tableau is a set of branches. As
usual, tableaux are constructed using a set of expansion rules that are written

in the form: S
S1 . . . Sk

meaning that a branch that is of the form S ∧ S′

(up to the AC-properties of the connective ∧) is deleted from the tableau and
replaced by the k branches S1 ∧S′, . . . , Sk ∧S′. If k = 0 the rule simply deletes

(or closes) the branch. This is written
S
⊥ . Initially, the tableau contains only

one branch, defined by the schema at hand. We denote by ρ the following set of
expansion rules:

∨-Elimination: φ ∨ ψ
φ ψ

If φ ∨ ψ is not n-elementary.

Closure: φ ∧ ¬φ
⊥

Elimination: λ1 ∧ · · · ∧ λk

Δ(λ1 ∧ · · · ∧ λk)
If {λ1, . . . , λk} ⊆ L is the set of all the non-
n-elementary literals occurring in the branch.

We do not need a specific rule for the connective ∧ since branches are consid-
ered as conjunctions (thus the ∧-rule is implicitly replaced by the associativity of
∧). Note that there are no rules for the connectives

∨n
i=0 and

∧n
i=0. The reason

is that our goal is only to get rid of non-n-elementary literals, so that termina-
tion can be ensured (satisfiability will be tested afterward, using usual decision
procedures, as explained in Section 3.1). Moreover, due to the restrictions on the
syntax, the body of these connectives cannot contain non-n-elementary literals,
neither explicitly (as it would be the case in, e.g.,

∨n
i=0 pn+2) nor implicitly (as

in
∨n

i=0 pi+2). Indeed, n cannot occur in iterations bodies and the indices con-
taining i must be of the form i or i + 1, thus their value is bounded by n + 1.
This explains why we do not have to decompose such schemata.

Proposition 1. The non-deterministic application of the rules in ρ terminates
on any schema.

For every schema φ, we denote by ρ∗(φ) an arbitrarily chosen normal form of
the tableau {φ} by the rules in ρ. Since tableaux are defined as sets of schemata
(conjunctions), ρ∗(φ) is a set of (irreducible) schemata (i.e. the leaves).
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Example 2. Let φ = {(an+2 � 0 ∧ an+2 ≈ bn+1 ∨ pn+1 ∨ pn) ∧ ¬pn+1 ∧
(pn ∨ qn+1)}. The application of the rules ∨-Elimination and Closure yields the
two following branches:

an+2 � 0 ∧ an+2 ≈ bn+1 ∧ ¬pn+1 ∧ (pn ∨ qn+1)

and
pn ∧ ¬pn+1 ∧ (pn ∨ qn+1)

Notice that the schema (pn∨qn+1) is not decomposed, because it is n-elementary.
The second branch contains no non-n-elementary schema hence is irreducible.
The non-n-elementary conjuncts in the first branch are an+2 � 0 and an+2 ≈
bn+1. The rule Elimination applies, and the function Δ replaces these conjuncts
by some T -sat-equivalent conjunction of n-elementary literals. In this case, it is
intuitively obvious that we should take: Δ(an+2 � 0 ∧ an+2 ≈ bn+1) = bn+1 � 0
(see Section 4 for the formal definition). Thus ρ∗(φ) = {bn+1 � 0∧¬pn+1 ∧ (pn ∨
qn+1), pn ∧ ¬pn+1 ∧ (pn ∨ qn+1)}.

Let S(L) be the class of schemata φ such that unfold(φ{n ← n + 1}) is L-
dominated and such that the upper bound of all iterations in φ is n.

Lemma 1. ρ∗ ◦ unfold is an S(L)-preserving simplification function2.

Note that Proposition 1 and Lemma 1 still hold if the Closure rule is simply
removed. This rule is useful only to prune the search space by removing some
(unsatisfiable) branches. From a purely theoretical point of view, it would be
possible to postpone all satisfiability tests to the second phase of the procedure,
when n is instantiated by 0 and when the obtained formula is fed to the SMT-
solver (according to Theorem 2). One could also use a more powerful Closure rule
which tests for T -satisfiability instead of simply detecting trivial contradictions
(then a branch containing, e.g., 1 = 0 would be closed immediately).

To ensure termination, we introduce a contraction operation: φ∧φ→ φ which
is applied modulo the usual AC properties of the connective ∧. Obviously this
rule preserves equivalence. A set of schemata is finite up to contraction if its
normal form by the previous rule is finite.

Theorem 3. Let L be a stably decomposable frame. If φ ∈ S(L) then
Eρ∗◦unfold(φ) is finite up to contraction3. Thus the satisfiability problem is decid-
able for S(L).

4 Examples of Stably Decomposable Frames

Theorems 2 and 3 define a procedure for deciding the satisfiability of schemata
in S(L). However, it relies on the fact that L is stably decomposable, and on the
2 See Definition 4 for the notion of S(L)-preserving function.
3 See Definition 3 for the notation EΓ (φ).
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existence of a function Δ satisfying the conditions of Definition 8. Thus, it would
be of no use if no concrete example of (reasonably expressive) stably decompos-
able frame could be exhibited. The purpose of the present section is precisely to
turn this abstract and generic result into concrete decision procedures.

4.1 Literals Containing at Most One Index

The first example is independent of the theory T . Intuitively, it corresponds to
the case in which each literal contains at most one index. We assume in this
section that all non-indexed symbols have a fixed interpretation in T (hence
they are built-in).

Let L� be the set of flattened literals λ such that Ind(λ) ∈ {{n}, {n+ 1}, {n+
2}, {i}, {i + 1}, {0}}. It is easy to check that L� is a frame (it is finite if the
signature is finite). Let Δ� be the function defined as follows:

Δ�(λ1 ∧ · · · ∧ λk) def=
{

true if (λ1 ∧ · · · ∧ λk) {n← 0} is T -satisfiable
false otherwise.

Theorem 4. L� is stably decomposable w.r.t. Δ�.

For instance, any purely propositional schema (i.e. any schema in which all atoms
are non-equational) is in S(L�)4. Such schemata are essentially equivalent to the
ones considered in [1]. The function Δ� should be compared with the pure literal
rule in [1] that serves a similar purpose. The intuition is that the interpretation
of the non-n-elementary literals does not interfere with the one of n-elementary
literals. Notice that the analysis is much simpler in the present paper due to the
strong syntactic restrictions.

4.2 Ordered Theories

The second example is more specific and also more complex. We assume that
the signature contains a predicate symbol 	 interpreted as a non-strict ordering
(in T ). Let C≈, C be two disjoint sets of indexed constant symbols. Intuitively,
the constants in C will only occur at the root level in non-strict inequations
or equations, whereas the ones in C≈ only occur in equations of some particular
form. More precisely, we assume that every constant symbol a ∈ C≈ is mapped to
a finite set of terms θ(a), intended to denote the set of terms u such that an+2 ≈ u
is allowed to occur in the considered schema. Furthermore, we assume that for
all u, v ∈ θ(a), there exists an iteration-free n-elementary schema τ(u ≈ v)
such that τ(u ≈ v) ≡T u ≈ v. The intuition is as follows. If u and v occur in
θ(a), then the considered schema will possibly contain a conjunction of the form
an+2 ≈ u∧an+2 ≈ v. As explained in Section 3.2, the symbol an+2 will have to be
eliminated (since it is non-n-elementary) by applying an appropriate function Δ.
But to this purpose, one necessarily has to ensure that the equation u ≈ v holds.
The existence of the function τ guarantees that this property can be expressed
as an n-elementary schema.
4 Provided indices greater than n + 2 or 0 are eliminated as explained in Section 2.3.
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Definition 9. Let L be the set of literals λ satisfying one of the following
conditions:

- λ is of the form u 	 v5, where each of the u, v is either a non-indexed term or
of the form aα where a ∈ C and α ∈ {n, n+ 1, n+ 2, i, i+ 1}.

- λ is of the form an+2 ≈ u where a ∈ C≈ and u ∈ θ(a).
- λ is of the form ai+1 ≈ v (resp. an+1 ≈ v) where a ∈ C≈ and v{i← n+1} ∈ θ(a)
(resp. v{n← n + 1} ∈ θ(a)).

It is easy to check that L is a frame. We assume furthermore that for every
a ∈ C≈ and for all terms u, v ∈ θ(a), τ(u ≈ v) is L-dominated.

Before proceeding, we give a concrete example of a theory T for which θ(a)
and τ can be defined (it will be used in forthcoming examples).

Example 3. Assume that Sorts contains in particular the sort symbols nat, int
and real with their usual meanings. We assume that the signature contains the
usual functions + and 	6and built-in constant symbols 0, . . . , k of sort nat. If
a : s ∈ C≈, we define θ(a) as the set containing all terms in 0, . . . , k (if s is nat)
and all terms of the form an+1 + u where u is either a non-indexed term or of
the form bn+1 where b ∈ C. Then the function τ can be defined as follows:

- τ(an+1 + u ≈ an+1 + v) def= u ≈ v.
- τ(l ≈ l′) def= l ≈ l′ if Ind(l ≈ l′) = ∅.
- τ(an+1 +u ≈ l) def=

∨
l1+l2=l(an+1 ≈ l1∧u ≈ l2) if l ∈ {0, . . . , k}. Note that the

number of pairs (l1, l2) such that l1 + l2 = l must be finite since by definition
of θ(a), a (and thus l, l1 and l2) must be of sort nat. Hence this iteration is
not a formal one but belongs to the meta-language. This would not be the
case if a was of sort int or real.

It is easy to check that this function τ satisfies the desired properties.

Definition 10. Let Δ be the function defined as follows. For every conjunction
of literals φ, we denote by E(φ) the smallest set of schemata such that:

- If φ contains two literals of the form an+2 ≈ u and an+2 ≈ v then τ(u ≈ v) ∈
E(φ).

- If φ |= u 	 v, u 	 v is an n-elementary literal in L and u �= v then u 	 v ∈
E(φ).
We define: Δ(φ) def=

∧
ψ∈E(φ) ψ. Notice that E(φ) is necessarily finite.

Example 4. Let a : nat, b : int ∈ C≈, c : int, d : int ∈ C, e : int and f : int.
Let θ(a) = {an+1 + 1, 0, 1, 2} and θ(b) = {bn+1 + cn+1, bn+1 + e}.

Let φ be the conjunction of the following literals:

an+2 ≈ an+1 + 1 an+2 ≈ 2 bn+2 ≈ bn+1 + cn+1

bn+2 ≈ bn+1 + e cn+1 	 dn+2 dn+2 	 dn+1 dn+2 	 f + 1

5 Of course, equations u ≈ v can also be considered, as abbreviations for u � v∧v � u.
6 For readability, we use the same notation for the symbols + and � whatever may

be the type of their arguments.
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Then Δ(φ) is the conjunction of the following schemata:

an+1 ≈ 1 cn+1 ≈ e cn+1 	 dn+1 cn+1 	 f + 1

Theorem 5. L is stably decomposable w.r.t. Δ.

Another trivial example of stably decomposable sets of literals that we do not
develop here, is the one in which every constant symbol indexed by an expression
n+ l where l > 1, is of a finite sort. Indeed, in this case all such constants can be
straightforwardly eliminated by replacing them by each possible value (yielding
a disjunction of n-elementary schemata).

5 Examples

We provide in this section some examples of application of our technique.

Example 5. Let φ be the schema considered in the Introduction:
∧n

i=0 (ai+1 � ai) ∧
∧n

i=0 (bi+1 	 bi) ∧ a0 � b0 ∧ an+1 	 c ∧ bn+1 � c+ 1.

We compute the set of schemata Eρ∗◦unfold(φ). According to the definition,
n must be instantiated by n + 1 and the iterations are unfolded, yielding:∧n

i=0 (ai+1 � ai)∧an+2 � an+1∧
∧n

i=0 (bi+1 	 bi)∧bn+2 	 bn+1∧a0 � b0∧an+2 	
c ∧ bn+2 � c + 1. In order to get rid of the symbols indexed by n + 2, we ap-
ply the rules in ρ. Since the schema is already a conjunction of iterations and
literals, no rule applies, except Elimination. The conjunction of literals that are
not n-elementary is an+2 � an+1 ∧ bn+2 	 bn+1 ∧ an+2 	 c ∧ bn+2 � c + 1. Ap-
plying the function Δ (see Definition 10), we obtain: c � an+1 ∧ c+ 1 	 bn+1.
Replacing the previous conjunction by its image by Δ yields a schema that is
actually identical to the first one. Hence the procedure stops (no further schema
is generated) and we get Eρ∗◦unfold(φ) = {φ}. By Theorem 2, the T -satisfiability
of φ is thus equivalent to the one of φ{n← 0} which can be easily tested by any
SMT-solver.

Example 6. Consider the algorithm below, counting the number of occurrences
o of an element e in an array t. We want to check that if the final value of o
is 1 then the formula ∀i, j, ai ≈ e ∧ aj ≈ e ⇒ i ≈ j holds. This is modeled
by a schema φ defined as follows (oi : nat denotes the value of o at step i and
ti : int is t[i], notice that we cannot use the theory of arrays, since no stably
decomposable frame has been defined for this theory – this is left to future work).

i← 0
o← 0
while i 	 n do

if t[i] = e then
o← o+ 1

end if
i← i+ 1

end while

φ :

o0 ≈ 0∧n
i=0 (ti ≈ e⇒ oi+1 ≈ oi+1)∧n
i=0 (ti �≈ e⇒ oi+1 ≈ oi)

on+1 ≈ 1∨n
i=0 (i ≈ m ∧ ti ≈ e)∨n
i=0 (i ≈ k ∧ ti ≈ e)

m �≈ k
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m, k are additional parameters interpreted as elements of [0, n]. These
parameters and the literals i ≈ m, i ≈ k and m �≈ k can be encoded in our
language as explained in Section 2.3 (we omit the translation for readability).
The schema is in S(L) (with t ∈ C and o ∈ C≈). The reader can check that
Eρ∗◦unfold(φ) = {φ, ψ1, ψ2, ψ3}, where ψ1, ψ2 and ψ3 are defined respectively by:

ψ1 : ψ2 : ψ3 :
o0 ≈ 0∧n

i=0 ti ≈ e⇒ oi+1 ≈ oi+1∧n

i=0 ti 	≈ e⇒ oi+1 ≈ oi
on+1 ≈ 0
tn+1 ≈ e
n + 1 ≈ m∨n

i=0 i ≈ k ∧ ti ≈ e
m 	≈ k

o0 ≈ 0∧n

i=0 ti ≈ e⇒ oi+1 ≈ oi+1∧n

i=0 ti 	≈ e⇒ oi+1 ≈ oi
on+1 ≈ 0
tn+1 ≈ e
n + 1 ≈ k∨n

i=0 i ≈ m ∧ ti ≈ e
m 	≈ k

o0 ≈ 0∧n

i=0 ti ≈ e⇒ oi+1 ≈ oi+1∧n

i=0 ti 	≈ e⇒ oi+1 ≈ oi
on+1 ≈ 0
tn+1 ≈ e∨n

i=0 i ≈ m ∧ ti ≈ e∨n

i=0 i ≈ k ∧ ti ≈ e
m 	≈ k

In order to check that φ is T -unsatisfiable, one only has to test the T -
satisfiability of the sentences φ{n← 0}, ψ1{n← 0}, ψ2{n← 0} and ψ3{n← 0}.

6 Conclusion

A logic has been defined for reasoning on parameterized families of SMT-
problems and a sound and complete (w.r.t. satisfiability) proof procedure has
been designed. It does not terminate in general (the logic is proven to be unde-
cidable) but we have devised semantic conditions on the underlying theory and
on the considered class of formulae that ensure that this proof procedure can
be turned into a decision procedure by adding appropriate simplification rules.
Then, concrete examples of theories and classes of schemata satisfying these con-
ditions have been provided. Some simple examples of application have also been
proposed. Our method relies on the use of an external decision procedure for
the underlying theory. It applies to a wide range of theories (provided they are
decidable). In the present work, we mainly focus on examples in verification, but
one could also handle for instance schemata of formulae in (decidable) modal or
description logics.

The implementation of this technique is part of future work. Another obvious
line of research is to identify other classes of stably decomposable frames (see
Section 3.2) in order to extend the scope of our results (in particular, the impor-
tant theory of arrays should be considered). Concerning potential applications
in verification, automatic procedures for extracting schemata modeling the al-
gorithms as the ones in Section 5 ought to be devised and comparison with the
numerous existing techniques should be provided. A longer term goal would be to
consider quantification, either as standard quantification such as ∀x, ∀y, p(x, y)
or of schemata of quantifications such as ∀x1, . . . , xn, p(x1, . . . , xn) (where the
indexed variables and dots are part of the language).
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Abstract. We present a general method for providing Kripke seman-
tics for the family of fully-structural multiple-conclusion propositional
sequent systems. In particular, many well-known Kripke semantics for a
variety of logics are easily obtained as special cases. This semantics is
then used to obtain semantic characterizations of analytic sequent sys-
tems of this type, as well as of those admitting cut-admissibility. These
characterizations serve as a uniform basis for semantic proofs of analyt-
icity and cut-admissibility in such systems.

1 Introduction

This paper is a continuation of an on-going project aiming to get a unified
semantic theory and understanding of analytic Gentzen-type systems and the
phenomenon of strong cut-admissibility in them. In particular: we seek for gen-
eral effective criteria that can tell in advance whether a given system is analytic,
and whether the cut rule is (strongly) admissible in it (instead of proving these
properties from scratch for every new system). The key idea of this project is
to use semantic tools which are constructed in a modular way. For this it is es-
sential to use non-deterministic semantics. This was first done in [6], where the
family of propositional multiple-conclusion canonical systems was defined, and
it was shown that the semantics of such systems is provided by two-valued non-
deterministic matrices – a natural generalization of the classical truth-tables.
The sequent systems of this family are fully-structural (i.e. include all standard
structural rules), and their logical derivation rules are all of a certain “ideal”
type. Then single-conclusion canonical systems were semantically characterized
in [5], using non-deterministic intuitionistic Kripke frames. In both works the
semantics was effectively used for the goals described above.

The goal of the present paper is to extend the framework, methods, and results
of [6] and [5] to a much broader family of sequent systems: the family of what
we call basic systems, which includes every multiple-conclusion propositional
sequent system we know that has all of Gentzen’s original structural rules. Thus
this family includes the various standard sequent systems for modal logics, as
well as the usual multiple-conclusion systems for intuitionistic logic, its dual, and
bi-intuitionistic logic — none of which is canonical in the sense of [6,5].

The structure of the paper is as follows. We begin by precisely defining the
family of basic systems. We then generalize Kripke semantics, and present a
� This research was supported by The Israel Science Foundation (grant no. 280-10).
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general method for providing such semantics for any given basic system. This
method is modular, as we separately investigate the semantic effect of every logi-
cal rule of a basic system (and in fact even of the main ingredients of such rules),
and combine these effects to obtain the full semantics of the system. In a variety
of important cases, this leads to the known semantics of the corresponding logic.
In addition, this method can be applied to new basic systems, including basic
systems with non-deterministic connectives. Based on this method, in sections 5
and 6 we present semantic characterizations of analyticity and cut-admissibility
in basic systems. These characterizations pave the way to uniform semantic
proofs of these properties1.

Two important notes before we start: first, we consider here derivations from a
set of assumptions (or “non-logical axioms”), and so we deal with strong sound-
ness and completeness, and strong cut-admissibility ([2]). Second, we only in-
vestigate here propositional systems and logics, leaving the more complicated
first-order case to a future work.

Most of the proofs are omitted due to lack of space, and will appear in the
full version of the paper.

2 Preliminaries

In what follows L is a propositional language, and FrmL is its set of wffs. We
assume that p1, p2, . . . are the atomic formulas of L. Since we only deal with
fully-structural systems, it is most convenient to define sequents using sets:

Definition 1. A signed formula is an expression of the form f:ψ or t:ψ, where
ψ is a formula. A sequent is a finite set of signed formulas.

We shall usually employ the usual sequent notation Γ⇒Δ, where Γ and Δ are
finite sets of formulas. Γ ⇒Δ is interpreted as {f:ψ | ψ ∈ Γ} ∪ {t:ψ | ψ ∈ Δ}.
We also employ the standard abbreviations, e.g. Γ, ϕ instead of Γ ∪ {ϕ}, and
Γ⇒ instead of Γ⇒∅.

Definition 2. An L-substitution is a function σ : FrmL → FrmL, such that
σ(�(ψ1, . . . , ψn)) = �(σ(ψ1), . . . , σ(ψn)) for every n-ary connective � of L. An
L-substitution is extended to signed formulas, sequents, etc. in the obvious way.

Given a set μ of signed formulas, we denote by frm[μ] the set of (ordinary)
formulas appearing in μ, and by sub[μ] the set of subformulas of the formulas
of frm[μ]. frm and sub are extended to sets of sets of signed formulas in the
obvious way. Given a set E of formulas, a formula ψ (resp. sequent s) is called
an E-formula (E-sequent) if ψ ∈ E (frm[s] ⊆ E).
1 Many efforts have been devoted to characterize cut-free sequent systems. For ex-

ample, a semantic characterization of cut-admissibility was the subject of [7]. There,
however, the authors consider substructural single-conclusion systems, and use phase
semantics, which is significantly more abstract and complex than Kripke semantics.
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3 Basic Systems

In this section we precisely define the family of basic systems, and present some
examples of them. For doing so, we define the general structure of derivation
rules allowed to appear in basic systems. Rules of this structure will be called
basic rules. A key idea here is to explicitly differentiate between a rule and its
application. Roughly speaking, the rule itself is a schema that is used in proofs
by applying some substitution and (optionally) adding context-formulas.

To explain the intuition behind the following definition of a basic rule, we
begin with specific examples. Consider the following schemas for introducing a
unary connective � (used in usual systems for modal logics, see e.g. [17]):

(1)
Γ, ψ⇒Δ
Γ,�ψ⇒Δ

(2)
�Γ⇒ψ

�Γ⇒�ψ
(3)

Γ1,�Γ2⇒ψ
�Γ1,�Γ2⇒�ψ

�Γ here is an abbreviation for {�ϕ | ϕ ∈ Γ}. An obvious distinction in these
schemas is the distinction between context formulas and non-context formulas
(see e.g. [15]). Here Γ, Γ1 and Γ2 are sets of context formulas, and ψ and �ψ
are non-context formulas. While the exact number of non-context formulas is
explicitly specified in the scheme, any number of context formulas is possible.
These three schemas demonstrate three possibilities regarding context-formulas:

1. No constraint on context-formulas on either side of the sequent (as in (1)).
2. Limiting the allowed set of context-formulas (as in (2), where only �-formulas

may appear on the left, and no context-formulas are allowed on the right).
3. Modifying some context-formulas in the rule application (as in (3), where Γ1

in the premise becomes �Γ1 in the conclusion).

To deal with the different options concerning the treatment of context formu-
las, we associate with each rule a set of context-relations. The context-relations
determine the required relation between the context formulas of the premises of
the rule and those of the corresponding conclusion.

Definition 3

1. A context-relation is a finite binary relation between signed formulas. Given
a context-relation π, we denote by π̄ the binary relation between signed
formulas π̄ = {〈σ(x), σ(y)〉 | σ is an L-substitution, and 〈x, y〉 ∈ π}. A pair
of sequents 〈s1, s2〉 is called a π-instance if there exist (not necessarily dis-
tinct) signed formulas x1, . . . , xn and y1, . . . , yn such that s1 = {x1, . . . , xn},
s2 = {y1, . . . , yn}, and xiπ̄yi for every 1 ≤ i ≤ n.

2. A basic premise is an ordered pair of the form 〈s, π〉, where s is a sequent
and π is a context-relation.

3. A basic rule is an expression of the form S/C, where S is a finite set of basic
premises, and C is a sequent.

4. An application of the basic rule {〈s1, π1〉, . . . , 〈sn, πn〉}/C is any inference
step of the following form:

σ(s1) ∪ c1 . . . σ(sn) ∪ cn
σ(C) ∪ c′1 ∪ . . . ∪ c′n
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where σ is an L-substitution, and 〈ci, c′i〉 is a πi-instance for every 1 ≤ i ≤ n.

Example 1. Below we present well-known examples of basic rules and context
relations used in them (note that the names given here to these context-relations
will be used in the sequel):

Implication. The usual rules for classical implication are the two basic rules
{〈⇒p1, π0〉, 〈p2⇒ , π0〉}/p1 ⊃ p2⇒ and {〈p1⇒p2, π0〉}/ ⇒p1 ⊃ p2, where
π0 = {〈f:p1, f:p1〉, 〈t:p1, t:p1〉}. π0 is the most simple context-relation, and
it is used in all sequent systems. By definition, π0-instances are the pairs of
the form 〈s, s〉. Thus, applications of these rules have the form (respectively):

Γ1⇒Δ1, ψ Γ2, ϕ⇒Δ2

Γ1, Γ2, ψ ⊃ ϕ⇒Δ1, Δ2

Γ, ψ⇒Δ,ϕ
Γ⇒Δ,ψ ⊃ ϕ

For intuitionistic implication, one replaces the second rule with the rule
{〈p1⇒p2, πint〉}/ ⇒ p1 ⊃ p2, where πint = {〈f:p1, f:p1〉}. πint-instances are
all pairs of the form 〈Γ⇒ , Γ⇒〉. Thus, applications of this rule allow to
infer Γ⇒ψ ⊃ ϕ from Γ, ψ⇒ϕ.

Exclusion. The rules for dual-intuitionistic exclusion (in a multiple-conclusion
sequent system) are the basic rules {〈 p1⇒p2, {〈t:p1, t:p1〉}〉}/p1−< p2⇒
and {〈⇒p1, π0〉, 〈p2⇒ , π0〉}/ ⇒p1−< p2 (see [8]). Applications of these rule
have the form:

ψ⇒Δ,ϕ
ψ−< ϕ⇒Δ

Γ1⇒Δ1, ψ Γ2, ϕ⇒Δ2

Γ1, Γ2⇒Δ1, Δ2, ψ−< ϕ

Modal Necessity. Different basic rules for introducing � are used in different
modal logics (see [17] for a survey; for GL see e.g. [13,1]). For example, the
systems K, K4, GL, S4 and S5 are obtained by adding the following rules
to the standard sequent system for classical logic:
(K) {〈⇒p1, πK〉}/ ⇒ �p1. where πK = {〈f:p1, f:�p1〉} (πK -instances are

all pairs of the form 〈Γ⇒ ,�Γ⇒〉).
(K4) {〈⇒p1, πK4〉}/ ⇒�p1, where πK4 = {〈f:p1, f:�p1〉, 〈f:�p1, f:�p1〉}.
(GL) {〈�p1⇒p1, πK4〉}/ ⇒�p1.
(S4) {〈⇒p1, πS4〉}/ ⇒�p1 where πS4 = {〈f:�p1, f:�p1〉}.
(S5) {〈⇒p1, πS5〉}/ ⇒�p1 where πS5 = {〈f:�p1, f:�p1〉, 〈t:�p1, t:�p1〉}.
(�⇒) In S4 and S5, the following rule is also added: {〈p1⇒ , π0〉}/�p1⇒ .

Applications of these rules have the form:

(K)
Γ⇒ψ

�Γ⇒�ψ
(K4)

Γ1,�Γ2⇒ψ
�Γ1,�Γ2⇒�ψ

(GL)
Γ1,�Γ2,�ψ⇒ψ
�Γ1,�Γ2⇒�ψ

(S4)
�Γ⇒ψ

�Γ⇒�ψ
(S5)

�Γ⇒�Δ,ψ
�Γ⇒�Δ,�ψ

(�⇒)
Γ, ψ⇒Δ
Γ,�ψ⇒Δ

Finally, we define basic systems, and the consequence relations induced by them.
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Definition 4

– A basic system G consists of a finite set of basic rules, such that:
1. The identity axiom is in G. The identity axiom is the basic rule ∅/p1⇒p1.

Applications of this rule provide all axioms of the form ψ⇒ψ.
2. The cut rule is in G. Cut is the basic rule {〈p1⇒ , π0〉, 〈⇒p1, π0〉}/ ⇒ .

Applications of this rule allow one to infer Γ1, Γ2⇒Δ1, Δ2 from Γ1, ψ⇒
Δ1 and Γ2⇒Δ2, ψ.

3. The weakening rules are in G. These are the basic rules {〈⇒ , π0〉}/p1⇒
and {〈⇒ , π0〉}/ ⇒p1. Applications of them allow one to infer Γ, ψ⇒Δ
and Γ⇒Δ,ψ from Γ⇒Δ.

We denote by ΠG the set of context-relations appearing in the rules of G.
– A sequent s follows in basic system G from a set of sequents S (S G s) if

there exists a proof in G of s from S.

Example 2. We list some known sequent systems, each of which is either a basic
system, or it can easily be shown to be equivalent to a basic system:

– The family of canonical systems studied in [6] (which includes the proposi-
tional part of Gentzen’s LK for classical logic).

– The propositional part of LJ′ from [14] (the multiple-conclusion version of
Gentzen’s LJ for intuitionistic logic).

– The propositional part of SLK1 from [8] for bi-intuitionistic logic.
– All modal ordinary sequent systems described in [17], as well as that for GL

described in Example 1.
– The (fully-structural) sequent systems for finite-valued logics in [3].
– All paraconsistent sequent systems investigated in [4].

4 Kripke Semantics

In this section we introduce a method for providing Kripke semantics for any
given basic system. We provide a general definition of a (Kripke-) frame, and
show that every basic system G induces a class of frames for which it is strongly
sound and complete. Various fundamental soundness and completeness theorems
for known logics are easily obtained as special cases.

Definition 5. A frame is a tuple 〈W,R, v〉, where W is a set (of worlds),
R is a finite set of binary relations on W (called accessibility relations), and
v : W × FrmL → {t, f} is a valuation function. Given a frame 〈W,R, v〉, we say
that a signed formula of the form f:ψ (resp. t:ψ) is true in a world a ∈ W if
v(a, ψ) = f (v(a, ψ) = t).

Three notions of truth of sequents are defined as follows:

Definition 6. Let W = 〈W,R, v〉 be a frame, and s be a sequent.

1. s is true in some a ∈W if there exists x ∈ s such that x is true in a.
2. Let R ∈ R. s is R-true in a ∈ W if s is true in every b ∈W such that aRb.



48 A. Avron and O. Lahav

3. W is a model of s if s is true in every a ∈ W . W is a model of a set of
sequents S if it is a model of every s ∈ S.

Since we deal with arbitrary basic systems, no constraints on the set of relations
and on the valuation function were imposed in the definition of a frame. These
constraints are directly related to the context-relations and the basic rules of a
specific basic system. The idea is that each context-relation and each basic rule
imposes constraints on the set of frames. Next we describe these constraints.

Definition 7. Let G be a basic system. A frame W = 〈W,R, v〉 is G-legal if
the following conditions are met:

(1) R consists of a relation Rπ for every context-relation π ∈ ΠG, where Rπ0 is
the identity relation.

(2) For every a, b ∈ W , and π ∈ ΠG, if aRπb then for every two signed formulas
x, y such that xπ̄y, either x is not true in b or y is true in a.

(3) For every a ∈ W , L-substitution σ, and S/C ∈ G, if σ(s) is Rπ-true in a for
every 〈s, π〉 ∈ S, then σ(C) is true in a.

Example 3. The constraints imposed by the context-relations πint and πK ac-
cording to condition (2) of the previous definition are:

(1) Assume that πint ∈ ΠG. In G-legal frames, if aRπintb, then for every formula
ψ, either f:ψ is not true in b or f:ψ is true in a. Or equivalently, if aRπintb
and v(a, ψ) = t, then v(b, ψ) = t. Thus πint imposes the usual persistence
condition of intuitionistic logic (with respect to Rπint).

(2) Assume that πK ∈ ΠG. In G-legal frames, if aRπK b, then either f:ψ is not
true in b or f:�ψ is true in a. Equivalently, if aRπK b and v(a,�ψ) = t, then
v(b, ψ) = t. Thus πK imposes “one half” of the usual semantics of �.

Example 4. We present the constraints imposed by some basic rules according
to condition (3) of the previous definition:

(1) Assume that G contains a rule of the form {〈⇒p1, π〉}/ ⇒�p1. In G-legal
frames, v(a,�ψ) = t whenever v(b, ψ) = t for every world b such that aRπb.
Thus this rule imposes the “other half” of the usual semantics of �.

(2) Assume that G contains a rule of the form {〈⇒p1, π〉, 〈p2⇒ , π〉}/p1 ⊃ p2⇒.
In G-legal frames, v(a, ψ ⊃ ϕ) = f if v(b, ψ) = t and v(b, ϕ) = f for every
world b such that aRπb.

(3) Assume that G contains a rule of the form {〈p1⇒p2, π〉}/ ⇒ p1 ⊃ p2. In
G-legal frames, v(a, ψ ⊃ ϕ) = t whenever for every world b such that aRπb,
either v(b, ψ) = f or v(b, ϕ) = t.

(4) Assume that G contains a rule of the form {〈⇒ , π〉}/ ⇒ (application of
this rule allow to infer s′ from s where 〈s, s′〉 is a π-instance). In G-legal
frames, (⇒ ) (the empty sequent) should be true in every world, in which it
is Rπ-true. Since (⇒ ) is not true in any world, this condition would hold
iff for every world a there exists a world b such that aRπb. In other words,
if {〈⇒ , π〉}/ ⇒ is in G, then Rπ should be a serial relation.
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Example 5. Let LK be the usual basic system for classical logic. Here ΠLK =
{π0}. In LK-legal frames, R consists of one relation Rπ0 which is the identity re-
lation. π0 imposes a trivial condition, v(a, ψ) = v(b, ψ) whenever a = b. The basic
rules of LK impose the usual truth-tables in each world, e.g. v(a, ψ ⊃ ϕ) = t iff
either v(a, ψ) = f or v(a, ϕ) = t.

Example 6. Assume that G contains the two standard rules for intuitionistic
implication. Example 4 (3) and the combination of Example 3 (1) and Example
4 (2) together imply that in G-legal frames v(a, ψ ⊃ ϕ) = t iff for every world b
such that aRπintb, either v(b, ψ) = f or v(b, ϕ) = t. Thus the two rules and πint
impose the usual Kripke semantics of intuitionistic implication.

We define the semantic consequence relation induced by a basic system G.

Definition 8. Let G be a basic system, and S∪{s} be a set of sequents. S �G s
if every G-legal frame which is a model of S is also a model of s.

Remark 1. It can easily be seen that in any basic system G like LK, in which
ΠG = {π0}, it suffices to consider only trivial Kripke frames which have a single
world, and the corresponding accessibility relation is the identity relation.

Theorem 1 (Strong Soundness and Completeness). G=�G for every
basic system G.

Theorem 1 generalizes several well-known completeness theorems for specific
basic systems. For example:

Example 7 (KD). Let KD be the basic system for the modal logic KD (see
[17]) obtained adding the rules {〈⇒p1, πK〉}/ ⇒�p1 and {〈⇒ , πK〉}/ ⇒ to the
usual system for classical logic. Applications of the latter allow to infer �Γ⇒
from Γ⇒ . As ΠKD = {π0, πK}, KD-legal frames include two relations, Rπ0

(the identity relation) and RπK . Following Examples 3, 4 and 5, all connectives
of KD have their usual semantics. By Example 4, in the presence of the second
rule, RπK is a serial relation. Thus, we obtain the usual semantics of KD.

Theorem 1 is sometimes difficult to use directly. However, there is a subclass of
G-legal frames that is still sufficient for completeness, and in many cases leads
to simpler conditions on the accessibility relations.

Definition 9. Given a basic system G, a G-legal frameW = 〈W,R, v〉 is called
maximal if for every a, b ∈ W , and π ∈ ΠG, aRπb iff (if and only if) for every
two signed formulas x, y such that xπ̄y, either x is not true in b or y is true in a.

Proposition 1. Let G be a basic system, and W = 〈W,R, v〉 be a maximal
G-legal frame. The following hold for every π1, π2, π3 ∈ ΠG:

(1) If π1 = ∅, then Rπ1 is the full relation.
(2) If π̄3 = π̄1 ∪ π̄2, then Rπ3 = Rπ2 ∩Rπ1 . In particular:

(a) If π̄1 ⊆ π̄2, then Rπ2 ⊆ Rπ1 .
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(b) If π̄1 ⊆ π̄0, then Rπ1 is a reflexive relation.
(3) If π̄3 ⊆ π̄1 ◦ π̄2, then Rπ2 ◦ Rπ1 ⊆ Rπ3 . In particular, if π̄1 ⊆ π̄1 ◦ π̄1, then

Rπ1 is a transitive relation.
(4) If xπ̄2y implies yπ̄1x (where f:ψ

.= t:ψ and t:ψ
.= f:ψ), then Rπ1 ⊆ R−1

π2
. In

particular, if xπ̄1y implies yπ̄1x, then Rπ1 is a symmetric relation.

Example 8. Assume that π0, πint ∈ ΠG (as in the system for intuitionistic logic).
Since ¯πint ◦ ¯πint = ¯πint, Rπint is a transitive relation in maximal G-legal frames.
Since ¯πint ⊆ π̄0, Rπint is reflexive. We obtain that in maximal G-legal frames
Rπint is a preorder, as Kripke semantics for intuitionistic logic is usually defined.

Theorem 2. Let G be a basic system, and S∪{s} be a set of sequents. If S ��G s
then there exists a maximal G-legal frame which is a model of S, but not of s.

Taken together, Theorems 1 and 2 imply various well-known completeness the-
orems for specific basic systems. Indeed, with the exception of GL (which we
discuss later), for every system in Example 2 our semantics is equivalent to the
usual Kripke semantics of the corresponding logic. Here are some other examples:

Example 9 (KB). Let KB be the basic system for the modal logicKB ([17]), ob-
tained from the system for classical logic by adding the rule {〈⇒p1, π〉}/ ⇒�p1,
where π = {〈f:p1, f:�p1〉, 〈t:�p1, t:p1〉}. Applications of this rule allow to infer
�Γ⇒Δ,�ψ from Γ⇒�Δ,ψ. KB-legal frames include two relations, Rπ0 (the
identity relation) and Rπ. The rules of KB dictate the usual semantics of modal
logic for every connective. By Proposition 1, in maximal KB-legal frames Rπ is
a symmetric relation. It follows that KB is sound and complete with respect to
usual symmetric Kripke frames.

Example 10 (Intuitionistic S5). Consider the basic system G3 from [11] (ob-
tained from the propositional part of LJ′ by adding the usual S5 rules for �).
Here ΠG3 = {π0, πint, πS5}. Maximal G3-legal frames include three relations,
Rπ0 (the identity relation), a preorder Rπint , and an equivalence relation RπS5 .
πS5 and the rules for � enforce the usual Kripke semantics of � with respect to
RπS5 . πint and the rules for the intuitionistic connective dictate the usual Kripke
intuitionistic semantics with respect to Rπint . Note that πint also enforces per-
sistence of �-formulas, i.e. if aRπintb and v(a,�ψ) = t then v(b,�ψ) = t. This
condition is equivalent to the following one: if aRπintb and v(c, ψ) = t for every
world c such that aRπS5c, then v(d, ψ) = t for every world d such that bRπS5d.
The Kripke semantics presented in [11] is not identical to the one obtained by our
method. In particular, in our semantics RπS5 should be an equivalence relation,
and no direct conditions bind Rπint and RπS5 .

Example 11. Consider the basic system G obtained from the propositional part
of LJ′ by adding the rules: {〈⇒¬p1, πS4〉}/ ⇒�¬p1 and {〈p1⇒ , π0〉}/�p1⇒ .
Applications of the first rule allow to infer �Γ⇒�¬ψ from �Γ⇒¬ψ. Maximal
G-legal frames include the identity relation Rπ0 , and two preorders Rπint and
RπS4 , such that Rπint ⊆ RπS4 . The rules of LJ′ dictate the usual semantics of
the intuitionistic connectives, The two other rules and πS4 impose the following
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three conditions: (1) if v(b,¬ψ) = t for every world b such that aRπS4b then
v(a,�¬ψ) = t; (2) if v(a, ψ) = f then v(a,�ψ) = f; (3) if v(a,�ψ) = t then
v(b,�ψ) = t for every world b such that aRπS4b. As in Example 10, πint also
enforces persistence of �-formulas. But, since Rπint ⊆ RπS4 , this condition must
hold if (3) holds. In this case we get non-deterministic semantics. To see this,
note that if ψ is not of the form ¬ϕ and v(b, ψ) = t whenever aRπS4b, then
v(a,�ψ) can be freely chosen between t and f.

Remark 2. The last example provides a case in which the various constraints
imposed by the rules (and context-relations) of a system do not uniquely deter-
mine the truth-value of a compound formula. Another, more natural, example is
given by the system for primal intuitionistic logic from [10] (see also [5]). These
examples demonstrate the need in general of non-deterministic semantics.

Example 12 (GL). Let GL be the basic system for the modal logic of provability
GL (see Example 1). It is well-known that GL is sound and complete with
respect to the set of modal Kripke frames whose accessibility relation is transitive
and conversely well-founded. However, GL is not strongly complete with respect
to this set of frames ([16]), and the compactness theorem fails for the logic
induced by this semantics. Using our method, one obtains a different Kripke
semantics for GL with an unusual interpretation of �. Indeed, maximal GL-
legal frames include one (non-trivial) transitive relation, RπK4 . The rules and
context-relations of GL impose the usual truth-tables in every world for the
classical connectives. Concerning �, a maximal GL-legal frame admits the usual
semantics of �, and it should also satisfy the following condition: if v(b, ψ) = f
for some b such that aRπK4b, then there is some c such that aRπK4c, v(c, ψ) = f
and v(c,�ψ) = t. By Theorems 1 and 2, GL is strongly sound and complete
with respect to this semantics (and so the compactness theorem does hold for
this semantic consequence relation). It can easily be verified that every usual
GL-frame is GL-legal. However, the converse is not true.

5 Semantic Characterization of Analyticity

In this section we investigate the crucial property of analyticity in the frame-
work of basic systems. Roughly speaking, a sequent system is (strongly) analytic
if whenever some sequent is provable in it (from a set of assumptions), then
this sequent can be proven using only the syntactic material available within
(the assumptions and) the proven sequent. For the formal definition, we use the
following relation:

Definition 10. Let G be a basic system, S ∪ {s} be a set of sequents, and E
be a set of formulas. S EG s if there exists a proof in G of s from S, containing
only formulas from E .

Definition 11. A basic system G is analytic if S G s implies S sub[S∪{s}]
G s.

The following are two major consequences of analyticity.
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Proposition 2 (Consistency). Let G be an analytic basic system. Assume
that the basic rule ∅/ ⇒ is not in G. Then, �G⇒ .

Proof. Assume that G⇒ . Since G is analytic, ∅G⇒ . The only way one can
prove ⇒ without using any formulas, is using a rule of the form ∅/ ⇒ . ��

Proposition 3 (Decidability). Let G be an analytic basic system. Given a
finite set S of sequents and a sequent s, it is decidable whether S G s or not.

Proof. Let S′ be the set of sequents consisting of formulas from sub[S ∪ {s}],
and let n = |S′|. Since G is analytic, if S G s then there exists a proof of s
from S in G having length ≤ n (viewing a proof as a sequence), and consisting
only of sequents from S′. Thus an exhaustive proof-search is possible. ��

We shall obtain a characterization of analyticity by identifying a semantic conse-
quence relation that corresponds to EG. For this purpose, we define semiframes.

Definition 12. Let E be a set of formulas.

1. An E-semiframe is a tuple 〈W,R, v〉, where W and R are as in Definition 5,
and v : W × E → {t, f} is a valuation function.

2. Given an E-semiframe 〈W,R, v〉, a signed formula of the form f:ψ (resp. t:ψ)
is true in some world a ∈W if ψ ∈ E and v(a, ψ) = f (v(a, ψ) = t).

3. A frame 〈W,R, v′〉 (see Definition 5) extends an E-semiframe 〈W,R, v〉 if
v′(a, ψ) = v(a, ψ) whenever ψ ∈ E .

Note that a frame (Definition 5) is obtained as a special case, when E = FrmL.

Definition 13. Given an E-semiframe W = 〈W,R, v〉 and a sequent s:

1. s is true in some a ∈W if s is an E-sequent and there exists x ∈ s such that
x is true in a.

2. Let R ∈ R. s is R-true in a ∈ W if s is an E-sequent and s is true in every
b ∈W such that aRb.

3. W is a model of a sequent s if s is true in every a ∈ W . W is a model of a
set of sequents S if it is a model of every s ∈ S.

(Maximal) G-legal semiframes are defined as follows:

Definition 14. Let G be a basic system, and E be a set of formulas.

– An E-semiframe W = 〈W,R, v〉 is G-legal if the following hold:
(1) R consists of a relation Rπ for every context-relation π ∈ ΠG, where

Rπ0 is the identity relation.
(2) For every a, b ∈ W , and π ∈ ΠG, if aRπb then for every two signed
E-formulas x, y such that xπ̄y, either x is not true in b, or y is true in a.

(3) For every a ∈W , L-substitution σ, and S/C ∈ G, if frm[σ(C)] ⊆ E , and
σ(s) is Rπ-true in a for every 〈s, π〉 ∈ S, then σ(C) is true in a.

– A G-legal E-semiframeW = 〈W,R, v〉 is called maximal if for every a, b ∈ W
and π ∈ ΠG, the converse of the condition in (2) holds as well.
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Proposition 4. Let G be a basic system, and W = 〈W,R, v〉 be a maximal
G-legal E-semiframe.

1. (1), (2) and (4) from Proposition 1 hold without any changes.
2. If for every two signed E-formulas x, y, xπ̄3y implies that there exists a signed
E-formula z such that xπ̄1z and zπ̄2y, then Rπ2 ◦Rπ1 ⊆ Rπ3 .

3. |W | ≤ 2|E|.

We now define the semantic consequence relation �E
G, and prove a stronger

soundness and completeness theorem.

Definition 15. Let G be a basic system, S ∪ {s} be a set of sequents, and E
be a set of formulas. S �E

G s if every G-legal E-semiframe which is a model of
every E-sequent s′ ∈ S, is also a model of s.

Theorem 3. Let G be a basic system, and E be a set of formulas.

1. EG=�E
G.

2. If S ��E
G s then there exists a maximal G-legal E-semiframe which is a model

of every E-sequent s′ ∈ S, but not a model of s.

Theorems 1 and 2 are derived now as corollaries, by choosing E = FrmL. To-
gether with Proposition 4, Theorem 3 makes it possible to have a semantic
decision procedure for G in case G is analytic (compare with the syntactic one
in Proposition 3). Indeed, let E = sub[S ∪ {s}]. To decide whether S G s, it
suffices to check triples of the form 〈W,R, v〉 where |W | ≤ 2|E|, |R| = |ΠG|, and
v ∈ W × E → {t, f}. S �EG s iff one of these semiframes is a G-legal model of S,
which is not a model of s. If G is analytic, then S EG s iff S G s. In this case
the semantics is effective, leading to a counter-model search procedure. Another
corollary is the following characterization of analyticity.

Corollary 1 (Semantic Characterization of Analyticity). A basic system
G is analytic iff for every S and s, S �G s implies S �sub[S∪{s}]

G s.

The above characterization might be quite complicated to be used in practice.
We present a simpler sufficient criterion:

Corollary 2. Let G be a basic system. If every maximal G-legal E-semiframe
can be extended to a G-legal frame for every finite set E of formulas closed under
subformulas, then G is analytic.

The last corollary provides a uniform and simple method of proving that a
specific basic system is analytic. Indeed, the required “extension property” can
very easily be proved for the Kripke semantics of various basic systems mentioned
above. This includes (the propositional parts of): LK, LJ′, SLK1 from [8],
various systems for modal logics from [17] (including those presented in Examples
7 and 9), the family of coherent canonical systems from [6], and many more.
Hence all of them are analytic.2

2 Concerning SLK1, it was shown in [9] and [12] that it does not enjoy cut-
admissibility. From our results it follows that it is nevertheless analytic. This answers
a question raised in [12].
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Remark 3. The criterion given in Corollary 2 is not necessary for analyticity.
For example, the system GL (see Example 12) is analytic (and even enjoys
strong cut-admissibility, as can be shown by a straightforward generalization
of the proof of cut-admissibility for it given in [1]), yet it does not meet the
semantic condition of Corollary 2. To see this, let E = {p1,�p1}, and let W =
〈W, {RπK4}, v〉 be an E-semiframe, where W = {a, b}, RπK4 = {〈a, a〉, 〈a, b〉},
v(a, p1) = v(b, p1) = v(a,�p1) = f and v(b,�p1) = t. W is a maximal GL-legal
E-semiframe, but it cannot be extended to a GL-legal frame: there is no way to
assign a truth-value to ��p1. This phenomenon might be connected with the
fact that the natural first-order extension of GL does not enjoy cut-admissibility
([1]). Further research is needed to clarify this issue (and hopefully to find an
effective semantic criterion which is both sufficient and necessary).

Remark 4. While analyticity is defined using the subformula relation, it is also
possible to study more general notions of analyticity. Indeed, let � be any partial
order on FrmL, such that {ψ | ψ � ϕ} is finite and computable for every ϕ. For
every set S of sequents, let �[S] = {ψ | ∃ϕ ∈ frm[S].ψ � ϕ}. It is now possible
to define �-analyticity as in Definition 11 with � instead of sub. Consistency and
decidability of a basic system follow from its �-analyticity. By a straightforward
generalization of Corollary 1, we obtain that a basic system G is �-analytic
iff S �G s implies S ��[S∪{s}]

G s. This can be used for basic systems which
are not strictly analytic, but are nevertheless �-analytic for some well-founded
partial order on FrmL. For example, this is the case with some systems of the
family LJ(S) in [4], which extend LJ′ with different rules for negation. For these
systems, it can be proven that whenever S  s, then there also exists a proof
involving only subformulas of S ∪ {s} and their negations.

6 Semantic Characterization of Strong Cut-Admissibility

While analyticity of a proof system suffices for many desirable properties, cut-
admissibility is traditionally preferred (especially if all other rules enjoy the
subformula property, in which case cut-admissibility implies analyticity). Since
in this work we deal with proofs from arbitrary sets of assumptions (not nec-
essarily the empty one), we again consider a stronger property: the one which
was called strong cut-admissibility in [2]. In this section we provide a seman-
tic characterization of the basic sequent systems which enjoy this property. This
characterization can serve as a uniform basis for semantic proofs of many (strong)
cut-admissibility theorems in various basic systems.

Definition 16. Let G be a basic system, S ∪ {s} be a set of sequents, and E
be a set of formulas. S Ecuts

G s if there exists a proof in G of s from S, in which
the cut formula of every application of the cut rule is in E .

Definition 17. A basic system G enjoys strong cut-admissibility if S G s

implies S frm[S]cuts

G s.
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As for analyticity, the semantic characterization of cut-admissibility is obtained
by identifying a semantic consequence relation that corresponds to Ecuts

G . For
that purpose, we define another generalization of frames, called quasiframes.

Definition 18. Let E be a set of formulas.

1. An E-quasiframe is a tuple 〈W,R, v〉, where W and R are as in Defini-
tion 5, and v : W × FrmL → {t, f, i} is a valuation function, such that
v(w,ψ) ∈ {t, f} for every ψ ∈ E .

2. Given an E-quasiframe 〈W,R, v〉, a signed formula of the form f:ψ (resp. t:ψ)
is true in some world a ∈W if v(a, ψ) ∈ {f, i} (v(a, ψ) = {t, i}).

3. A frame 〈W,R, v′〉 (see Definition 5) refines an E-quasiframe 〈W,R, v〉 if
v′(a, ψ) ≥k v(a, ψ) for every a ∈W and ψ ∈ FrmL, where the partial order
≥k on {t, f, i} is defined by: x ≥k x,t ≥k i, and f ≥k i.

The third truth-value i is used in quasiframes to distinguish the formulas that
belong to E (on which cut is allowed) from those that do not. Note that if ψ �∈ E
then v(a, ψ) can be i, making both f:ψ and t:ψ true in a. Note also that a frame
(Definition 5) is again obtained as a special case: it is an FrmL-quasiframe.
Definition 6 is extended to quasiframes without any changes. (Maximal) G-legal
quasiframes are defined as follows:

Definition 19. Let G be a basic system, and E be a set of formulas.

1. An E-quasiframe W = 〈W,R, v〉 is G-legal if the conditions formulated in
Definition 7 hold for W , except for the third condition, which should apply
to all basic rules except for the cut-rule.

2. A G-legal E-quasiframeW is called maximal if the condition in Definition 9
holds for W .

Proposition 5. Properties (1) − (3) from Proposition 1 hold for maximal G-
legal quasiframes.

We now define the relation �Ecuts

G , and strengthen Theorems 1 and 2.

Definition 20. Let G be a basic system, S ∪{s} be a set of sequents, and E be
a set of formulas. S �Ecuts

G s if every G-legal E-quasiframe which is a model of S,
is also a model of s.

Theorem 4. Let G be a basic system, and E be a set of formulas.

1. Ecuts

G =�Ecuts

G .
2. If S ��Ecuts

G s then there exists a maximal G-legal E-quasiframe which is a
model of S, but not a model of s.

The following characterization of strong cut-admissibility is a simple corollary.

Corollary 3 (Semantic Characterization of Strong Cut-Admissibility).
A basic system G enjoys strong cut-admissibility iff S �G s implies S �Ecuts

G s
where E = frm[S].
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Example 13. It is well-known that the system S5 (see Example 1) does not admit
strong cut-admissibility. We demonstrate this fact using our semantic character-
ization. Let s be the sequent⇒ p1,�¬�p1. It is easy to see that s is provable
in S5 (using a cut on �p1), and so (by soundness) �S5 s. Let E = {p1,�¬�p1}.
We show that ��Ecuts

S5 s by constructing a S5-legal E-quasiframe W = 〈W,R, v〉
which is not a model of s. Let W = {a0, b0}, and R = {Rπ0 , RπS5}, where Rπ0 is
the identity relation, and RπS5 = {〈a0, a0〉, 〈b0, b0〉, 〈a0, b0〉}. Define v(a0, p1) =
v(a0,�¬�p1) = f and v(a0, ψ) = i for other formulas, v(b0, p1) = v(b0,�p1) = t,
v(b0,¬�p1) = v(b0,�¬�p1) = f, and v(b0, ψ) = i for other formulas. One can
now verify that W is not a model of s and that it a S5-legal E-quasiframe.
Indeed, all conditions from Definition 7 are met. For example:3

– The conditions imposed by πS5 are: (1) if aRπS5b and v(a,�ψ) = t then
v(b,�ψ) = t; (2) if aRπS5b and v(a,�ψ) = f then v(b,�ψ) = f. Both (1)
and (2) hold for W .

– The rules for � impose the following conditions: (1) if v(b, ψ) ∈ {t, i} for
every b such that aRπS5b, then v(a,�ψ) ∈ {t, i}; (2) if v(a, ψ) ∈ {f, i} then
v(a,�ψ) ∈ {f, i}. Again, both (1) and (2) hold for W .

Corollary 3 implies that S5 does not admit strong cut-admissibility.

We present a simpler sufficient criterion for strong cut-admissibility.4

Corollary 4. Let G be a basic system. If every maximal G-legal E-quasiframe
can be refined to a G-legal frame, then G enjoys (strong) cut-admissibility.

Example 14. It is easy to verify that the criterion given in Corollary 4 holds
for the systems LK, LJ′, K,K4, and S4 from Example 1, and for KD from
Example 7. Hence all these systems enjoy strong cut-admissibility.

Example 15 (Intuitionistic S4). Consider the basic system G0 from [11], ob-
tained from the propositional part of LJ′ by adding the usual S4 rules for �

(see Example 1). Maximal G0-legal quasiframes include Rπ0 (the identity rela-
tion), and two preorders Rπint and RπS4 , such that Rπint ⊆ RπS4 . The context-
relations and the rules of this system dictate the usual Kripke semantics of �

with respect to RπS4 , and of the intuitionistic connectives with respect to Rπint .
It is straightforward to verify that every maximal G0-legal quasiframe can be
refined to a G0-legal frame. It follows that G0 enjoys (strong) cut-admissibility.

7 Further Research Topics

The examples we have given are somewhat limited in comparison to the gener-
ality of the framework we have presented. For example, the conclusions of the
3 The condition of Definition 9 also holds for W, and so W is a maximal S5-legal

quasiframe. Recall that property (4) from Proposition 1 does not necessarily hold
for quasiframes, and so RπS5 can be non-symmetric.

4 Here too the example of GL shows that this is not a necessary criterion.
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basic rules were all either singletons or empty, and only one context-relation was
involved in every basic rule. We leave it as a further research to exploit the full
power of this framework. In addition, the following extensions of the framework
will be investigated in the future: single-conclusion systems, hypersequential sys-
tems, systems employing more than two signs, substructural systems, first order
logics and beyond.
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Abstract. We investigate the hybrid extension of CaRet, denoted HyCaRet, ob-
tained by adding the standard existential binder operator ∃. We show that the one
variable fragment 1-HyCaRet of HyCaRet is expressively complete for the first-
order logic FOµ which extends FO over words with a binary matching predicate.
While all the known FOµ-complete and elementary extensions of CaRet can be
linearly translated in 1-HyCaRet, 1-HyCaRet can be exponentially more succinct
than them. Moreover, the complexity of its satisfiability and pushdown model-
checking problems are 2EXPTIME-complete, which is the same complexity as
that of two known FOµ-complete extensions of CaRet suitable for compositional
and modular reasoning, namely CaRet + ‘within’ and CaRet + ‘forgettable past’.
Finally, we show that for each h≥ 1, satisfiability and pushdown model-checking
of the fragment HyCaReth of HyCaRet consisting of formulas with nesting depth
of ∃ at most h is exactly (h+1)-EXPTIME-complete.

1 Introduction

The linear temporal logic CaRet and its extensions. CaRet [AEM04] is a well-known
context–free extension of LTL + Past, obtained by adding non-regular versions of the
standard LTL + Past temporal modalities. Even though verifying context-free proper-
ties of pushdown systems is in general undecidable, model checking pushdown systems
against CaRet is decidable with the same complexity as standard LTL model-checking
for pushdown systems, i.e. EXPTIME-complete [BEM97]. In [AM04], the class of non-
deterministic visibly pushdown automata (NVPA) is proposed as an automata-theoretic
generalization of CaRet. NVPA are pushdown automata where the input symbol deter-
mines when the automaton can push or pop, and thus the stack depth at every position.
The resulting class of languages (visibly pushdown languages or VPL) is closed under
all boolean operations, and problems such as universality and inclusion that are unde-
cidable for context–free languages are EXPTIME–complete for VPL. Moreover, NVPA
have the same expressiveness as MSOµ [AM04], which extends the classical monadic
second-order logic (MSO) over words with a binary matching predicate. The logic
CaRet is less expressive than NVPA and is easily expressible in the first-order frag-
ment FOµ of MSOµ. However, it is an open question whether CaRet is FOµ-complete
[AAB08].

More recently, some elementary and FOµ-complete extensions of CaRet have been
introduced. In particular, Alur et al. [AAB08] propose two extensions of CaRet. One, the
logic NWTL+, is obtained by adding since and until modalities interpreted on
summary paths. The other one, more suitable for modular and compositional reasoning,
extends CaRet with the non-regular unary modality “within” W. Satisfiability and push-
down model-checking of NWTL+ (resp., CaRet + W) are EXPTIME-complete (resp.,

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 58–72, 2011.
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2EXPTIME-complete). An other extension of CaRet has been studied in [Boz08], where
the extension is obtained by adding the well-known unary regular modality “from now
on” N [LS95,LMS02]. Satisfiability and pushdown model checking for the resulting
logic are shown to be 2EXPTIME-complete.

As illustrated in [AM06], besides software model checking, the theory of CaRet
and VPL has applications also in the processing of semistructured data, such as XML
documents, where each open-tag is matched with a closing-tag in a well-nested manner.

Hybrid logics. Hybrid logics extend temporal logics by first-order concepts which pro-
vide very natural modeling facilities. The main ingredients that set hybrid logics apart
from temporal logics are operators for accessing states by names and for dynamically
creating new names for states. Applications of hybrid logics range from verification
tasks to reasoning about semistructured data [FR06]. Full regular linear-time hybrid
logic has been investigated in [FRS03]. Like LTL, it is FO-complete, but its satisfiabil-
ity problem is non-elementary, and this already holds for the fragment with only two
variables [SW07]. However, for its one-variable fragment, which is still FO-complete,
satisfiability is elementary and precisely EXPSPACE-complete [SW07,BL08].

Our contribution. In this paper we introduce and investigate a non-regular linear-time
hybrid logic, denoted by HyCaRet, which extends CaRet by (position) variables and the
binder modality ∃x, which binds variable x to some position of the given word.

First, we show that the one-variable fragment 1-HyCaRet of HyCaRet is FOµ-
complete, and this, surprisingly, already holds for weak 1-HyCaRet, obtained by dis-
allowing all non-regular until modalities. Moreover, 1-HyCaRet represents a unifying
and convenient framework for specifying FOµ-properties. Indeed, we demonstrate that
all the known FOµ-complete and elementary extensions of CaRet, namely CaRet +
W, CaRet + N, and NWTL+, can be linearly translated into 1-HyCaRet, but (weak) 1-
HyCaRet can be ‘simultaneously’ more succinct than them (w.r.t. the same family of
FOµ-properties). Moreover, for this new logic, the complexity of its satisfiability and
pushdown model-checking problems is the same as that of CaRet + N and CaRet +
W, i.e., 2EXPTIME-complete. Compared with NWTL+, we pay for conciseness with
added complexity. However, we think that the semantics of 1-HyCaRet-modalities is
more suitable for reasoning and verification tasks than that of NWTL+-modalities. Fur-
thermore, we conjecture that there is no elementary translation from (weak) 1-HyCaRet
to NWTL+ (resp., CaRet + W, CaRet + N).

Second, we show that for each h≥ 1, satisfiability and pushdown model-checking of
the fragment HyCaReth of HyCaRet consisting of formulas with nesting depth of ∃ at
most h is exactly (h+1)-EXPTIME-complete (and this already holds for the two-variable
fragment of HyCaReth). For the upper bounds, we exploit an automata-theoretic ap-
proach based on a translation of HyCaRet formulas into a subclass of generalized Büchi
(one-way) alternating jump automata (AJA) [Boz07]. The construction, which gener-
alizes the standard tableau-based construction for LTL, is direct and compositional, and
is based on a non-trivial characterization of the satisfaction relation, for a given for-
mula ϕ, in terms of sequences of pairs of sets associated with ϕ satisfying determined
requirements which can be checked by AJA. Moreover, the AJA Aϕ associated with a
HyCaRet formula ϕ has a special structure, and we show that it can be translated into
an equivalent Büchi NVPA Pϕ which has the same size as Aϕ w.r.t. |ϕ|. This translation
is direct and is a non-trivial readaptation of the standard construction used to convert a
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Büchi one-way alternating finite-state word automaton into an equivalent nondetermin-
istic one [MH84]. Finally, for the logic 1-HyCaRet, we show that nested occurrences of
∃ can be avoided at no cost, hence membership in 2EXPTIME for its satisfiability and
pushdown model-checking problems follows from the above results.

Due to lack of space, many proofs are omitted and can be found in [BL11].

2 Preliminaries

2.1 The Linear Hybrid Logic HyCaRet and Known Extensions of CaRet

A pushdown alphabet Σ is a finite alphabet which is partitioned in three disjoint sets
Σint , Σc, and Σr, where Σint is a set of internal actions, Σc is a set of calls, and Σr is a set
of returns. For a word w over Σ, |w| is the length of w (we set |w| = ∞ if w is infinite).
For all i ≤ j < |w|, w(i) is the ith symbol of w, w[i, j] is the finite word w(i)w(i + 1)
. . .w( j), and wi and w[i, |w|] denote the suffix of w from position i. A finite word w is
well-matched if inductively or (1) w is empty, or (2) w = σw′, σ ∈ Σint and w′ is well-
matched, or (3) w = σcw′σrw′′, σc ∈ Σc, σr ∈ Σr, and w′ and w′′ are well-matched. Let
i be a call position of a word w (i.e. w(i) ∈ Σc). If there is j > i such that j is a return
position of w (i.e. w( j) ∈ Σr) and w[i+1, j−1] is well-matched (note that j is uniquely
determined), we say that j is the matching return of i, and i is the matching call of j. We
consider five different notions of successor for a position i along a word w [AEM04]:

– The forward local successor of i along w, written succ(+,w, i), is i+1 if i+1 < |w|,
and it is ⊥ otherwise (the symbol ⊥ is for ‘undefined’).

– The backward local successor, succ(−,w, i), is i−1 if i > 0, and it is ⊥ otherwise.
– The forward abstract successor of i along w, succ(a+,w, i). If w(i) ∈ Σc, then

succ(a+,w, i) is the matching return of i if any, otherwise succ(a+,w, i) = ⊥. If
instead w(i) /∈ Σc, then succ(a+,w, i) = i+1 if i+1 < |w| and i+1 is not a matched
return position, and succ(a+,w, i) =⊥ otherwise.

– The backward abstract successor of i along w, succ(a−,w, i). If there is a position
j of w such that succ(a+,w, j) = i (note that j < i and j is uniquely determined),
then succ(a−,w, i) = j; otherwise, succ(a−,w, i) = ⊥.

– The caller of i along w, succ(c,w, i), points to the greatest call position ic < i such
that either succ(a+,w, ic) = ⊥ or succ(a+,w, ic) > i if such a call position exists;
otherwise, succ(c,w, i) =⊥.

w =
0 1 2 3 4 5 6 7 8 9 10

succ(c,w,7)

succ(a+,w,7)
succ(a+,w,1)� ��

c c i c i r r c i r i

i = internal action

c = call

r = return

For i < |w| and dir ∈ {+,−,a+,a−,c}, the dir-path of w from i, is the maximal
sequence of positions ν = j0, j1, . . . such that j0 = i and jh = succ(dir,w, jh−1) for each
0 < h < |ν|. Intuitively, the forward and backward abstract paths (i.e., the a+-paths
and a−-paths) capture the local computation within a procedure removing computation
fragments corresponding to nested calls, while a caller path (i.e., a c-path) captures the
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content of the call-stack of a procedure. For example, in the figure above, the sequence
4,3,1,0 is a caller path, while the sequence 1,6,7,9,10 is a forward abstract path.

The hybrid logic HyCaRet: Fix a finite set AP of atomic propositions and let call,ret,
int be three special symbols not in AP. The pushdown alphabet induced by AP is Σ =
{call,ret, int}×2AP, where Σint = {int}×2AP, Σc = {call}×2AP, and Σr = {ret}×2AP.
Fix a countable set {x1,x2, . . .} of variables. The syntax of HyCaRet on AP is as follows:

ϕ ::= true | p | xh | ¬ϕ | ϕ∧ϕ | Xdirϕ | ϕU dirϕ | ϕ Ũc ϕ | ∃xh.ϕ
where p ∈ AP∪{call,ret, int}, and dir ∈ {+,−,a+,a−,c}. For each type of successor,
HyCaRet provides the corresponding versions of the usual ‘next’ operator and ‘until’
operator. Moreover, the logic provides the forward version of the caller until operator
U c, denoted Ũc, and the standard existential binder operator ∃. As in standard LTL,
for each dir ∈ {+,−,a+,a−,c}, we will use Fdirϕ as an abbreviation for trueUdirϕ,
and Gdirϕ for ¬Fdir¬ϕ. A formula ϕ is open if there is some variable xh which occurs
free in ϕ (i.e., the occurrence is not in the scope of ∃xh). A non-open formula is called
sentence. The size |ϕ| of a formula ϕ is the number of distinct subformulas of ϕ.

HyCaRet is interpreted on words w over Σ = {call,ret, int}×2AP. A valuation for w
is a mapping g assigning to each variable a position j < |w|. The satisfaction relation
(w, i,g) |= ϕ, meaning that ϕ holds at position i along w w.r.t. the valuation g, is defined
by induction as follows (we omit the rules for boolean connectives which are standard):

(w, i,g) |= p iff w(i) = (d,Y ) and either p ∈ Y or p = d
(w, i,g) |= xh iff g(xh) = i
(w, i,g) |= Xdirϕ iff succ(dir,w, i) �=⊥ and (w,succ(dir,w, i),g) |= ϕ
(w, i,g) |= ϕ1 Udirϕ2 iff for the dir-path ν = j0, j1, . . . of w from i, there is n < |ν|

such that (w, jn,g) |= ϕ2 and for all 0≤ h <n,(w, jh,g) |= ϕ1

(w, i,g) |= ϕ1 Ũcϕ2 iff there is a prefix of a caller-path j0, j1, . . . , jn of w leading to
jn = i s.t.(w, j0,g) |= ϕ2, and for all 0 < h≤ n,(w, jh,g) |= ϕ1

(w, i,g) |= ∃xh.ϕ iff (w, i,g[xh← m]) |= ϕ for some m < |w|

where g[xh← m](xh) = m and g[xh← m](xi) = g(xi) for i �= h. Note that the satisfac-
tion relation depends only on the values assigned to the variables occurring free in the
formula. We write (w, i) |= ϕ to mean that (w, i,g0) |= ϕ, where g0(xh) = 0 for each h.

As example, let us consider the requirement: “before any occurrence of condition
cond within a procedure A, every request p is followed by a response q”, which can be
expressed in the one-variable fragment of HyCaRet as follows, where tA holds iff the
control is within procedure A:

G+[(tA ∧ cond) −→ ∃x.(x ∧ Ga−(p → Fa+
(q ∧ F+x)))]

In the following, unless stated otherwise, a given HyCaRet formula is assumed to
be a sentence. Note that the fragment of HyCaRet obtained by disallowing variables
and ∃ corresponds to full CaRet [AEM04], while the fragment of HyCaRet obtained by
disallowing the non-regular modalities, i.e. Xdir, U dir, Ũc with dir ∈ {a+,a−,c}, corre-
sponds to standard linear hybrid logic [FRS03]. W.l.o.g. we assume that if a formula ϕ
uses at most n-variables, these variables are x1, . . . ,xn, and we write (w, i, j1, . . . , jn) |= ϕ
to mean that (w, i,g) |= ϕ for any valuation g for w such that g(xh) = jh for 1≤ h≤ n.

We denote by weak HyCaRet, the set of HyCaRet formulas obtained by disallowing
the non-regular modalities, with the exception of the non-regular next-modalities Xa+
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and Xc. For each k ≥ 0, k-HyCaRet denotes the fragment of HyCaRet using at most k
variables. For all h,k≥ 0, HyCaReth and k-HyCaReth denote the fragments of HyCaRet
and k-HyCaRet, respectively, where the nesting depth of the binder ∃-operator is at most
h. The weak versions of the considered fragments are defined in the obvious way. In the
rest of this Section, we recall known extensions of the logic CaRet.

CaRet with forgettable past [Boz08]: this logic is obtained from CaRet by adding the
regular unary modality “from Now on” N [LS95,LMS02], which intuitively chops away
the past. Formally, the semantics of N is as follows: (w, i) |= Nϕ iff (wi,0) |= ϕ.

CaRet plus “within” [AEM04,AAB08]: this logic is obtained from CaRet by adding
the non-regular unary modality ‘within’ W, whose semantics is given by

(w, i) |= Wϕ iff w(i) is a call and(w[i,rw(i)],0) |= ϕ
where rw(i) = succ(a+,w, i) if i is a matched-call position, and rw(i) = |w| otherwise.
In other words, Wϕ evaluates ϕ on a subword restricted to a single procedure.

The logics NWTL and NWTL+[AAB08]: these logics are based on the notion of sum-
mary path. Formally, for a word w, i ≤ j < |w|, a summary path of w from i to j is
a sequence i = j0 < j1 . . . < jn = j such that for each 0 ≤ h < n: if jh is a matched-
call and succ(a+,w, jh)≤ j, then jh+1 = succ(a+,w, jh); otherwise jh+1 = jh +1. Note
that there is exactly one summary path from i to j. The logic NWTL+ extends CaRet
with the binary modalities Uσ and Sσ, which correspond to the standard until and since
modalities of LTL interpreted on summary paths. Thus, for example, (w, i) |= ϕ1 Uσϕ2

iff there is j ≥ i such that for the summary path i = j0 < j1 . . . < jn = j from i to j,
(w, j) |= ϕ2 and (w, jp) |= ϕ1 for each 0 ≤ p < n. NWTL is obtained from NWTL+ by
disallowing modalities Udir, Ũc,Xc, where dir ∈ {+,−,a+,a−,c}. 1

The satisfiability problem for any of the considered logics F is to decide given a
formula ϕ of F, whether L(ϕ) �= /0, where L(ϕ) denotes the set of infinite words w such
that (w,0) |= ϕ. Given two formulas ϕ1 and ϕ2, we say that ϕ1 and ϕ2 are (globally)
equivalent iff for each word w and 0≤ i < |w|, (w, i) |= ϕ1⇔ (w, i) |= ϕ2.

We will use the following notion. For a word w over a pushdown alphabet Σ and
i < |w|, the next unmatched return of i in w, UM(w, i), is defined as: if the caller of i is
defined and has matching return ir, then UM(w, i) = ir; otherwise, UM(w, i) =⊥.

2.2 Automata for Visibly Pushdown Languages

A Büchi Nondeterministic Visibly Pushdown Automaton (NVPA) [AEM04] is a tuple
P = 〈Σ,Q,Q0,Γ,Δ,F〉, where Σ = Σc ∪Σr ∪Σint is a pushdown alphabet, Q is a finite
set of states, Q0 ⊆ Q is the set of initial states, Γ is the finite stack alphabet, Δ ⊆ (Q×
Σc×Q×Γ)∪(Q×Σr×(Γ∪{γ0})×Q)∪(Q×Σint×Q) is the transition relation (where
γ0 /∈ Γ is the stack bottom symbol), and F ⊆ Q is a Büchi condition on Q. On reading a
call σc, P chooses a push transition of the form (q,σc,q′,B), pushes the symbol B �= γ0

onto the stack, and the control changes from q to q′. On reading a return σr, P chooses
a pop transition of the form (q,σr,B,q′), where B is popped from the stack. Finally, on

1 The caller until modalities in [AAB08] have semantics slightly different from that considered
here and in [AEM04]. They can be trivially expressed in terms of the caller until modalities
Uc, Ũc considered here and the next modalities Xa+

and Xc.
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reading an internal action σint , P can choose only transitions of the form (q,σint ,q′)
which do not use the stack. The notion of ω-language L(P ) accepted by P is defined
as for standard Büchi pushdown automata (for details, see [BL11]). An ω-language L
over Σ is a visibly pushdown language (VPL) if L = L(P ) for some Büchi NVPA P .

We also recall the class of generalized Büchi Alternating Jump Automata (AJA)
[Boz07], which capture exactly the class of VPL. AJA extend standard alternating finite–
state automata by also allowing non-local moves: on reading a matched-call σc, a copy
of the automaton can move (jump) in a single step to the matching-return of σc.

For a set X , Bp(X) denotes the set of positive boolean formulas over X built from
elements in X using∨ and∧. A subset Y of X satisfies θ∈Bp(X) iff the truth assignment
assigning true to the elements in Y and false to the elements of X \Y satisfies θ.
A generalized Büchi AJA is a tuple A = 〈Σ,Q,Q0,δ,F 〉, where Σ is a pushdown al-
phabet, Q is a finite set of states, Q0 ⊆ Q is the set of initial states, δ : Q× Σ →
Bp({+,a+}×Q×Q) is the transition function, and F = {F1, . . . ,Fk} is a set of sets
of accepting states. A run of A over an infinite word w ∈ Σω is a N×Q-labeled tree
r such that the root is labeled by (0,q0) with q0 ∈ Q0 and for each node x with la-
bel (i,q) (describing a copy of A in state q which reads w(i)), there is a minimal set
H = {(dir1,q′1,q

′′
1), . . . ,(dirm,q′m,q′′m)} ⊆ {+,a+}×Q×Q satisfying δ(q,w(i)) such

that x has m children x1, . . . ,xm, and for each 1 ≤ h ≤ m: xh has label (i + 1,q′′h) if
succ(dirh,w, i) = ⊥, and label (succ(dirh,w, i),q′h) otherwise. The run r is accepting if
for each infinite path x0x1 . . . in the tree and each accepting component F ∈ F , there are
infinitely many i ≥ 0 such that xi is labeled by some state in F . The ω-language of A ,
L(A), is the set of w ∈ Σω such that there is an accepting run r of A over w.

Pushdown model-checking: In order to model verification problems of pushdown sys-
tems M using specifications (such as NVPA) denoting VPL languages, we choose a suit-
able pushdown alphabet Σ = Σc∪Σr∪Σint , and associate a symbol in Σ with each transi-
tion of M with the restriction that push transitions are mapped to Σc, pop transitions are
mapped to Σr, and transitions that do not use the stack are mapped to Σint . Note that M
equipped with such a labeling is a Büchi NVPA where all the states are accepting. The
specification S describes another VPL L(S) over Σ, and M is correct iff L(M)⊆ L(S).

Given a class C of finite specifications S describing VPL over a pushdown alphabet
Σ, the pushdown model checking problem against C -specifications is to decide, given a
pushdown system M over Σ and a specification S in the class C , whether L(M)⊆ L(S).
Note that all the considered linear logics capture a subclass of the class of VPL.

3 Expressiveness and Succinctness of 1-HyCaRet

In this section, we show that the (weak) one-variable fragment of HyCaRet is expres-
sively complete for the first-order logic FOµ [AM04], which extends standard FO over
words with a binary matching predicate µ(x,y) that holds iff y is the matching return
for the call position x. Moreover, while the FOµ-complete logics NWTL +, CaRet + N,
and CaRet + W can be linearly translated into 1-HyCaRet, 1-HyCaRet is exponentially
more succinct than them. Note that FOµ can be trivially and linearly translated into
HyCaRet, and vice-versa [AAB08].

FOµ-completeness of weak 1-HyCaRet: We show that NWTL, which is FOµ-complete
[AAB08], can be linearly translated into weak 1-HyCaRet. Hence, the result follows.
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We need preliminary results (Claims 1–4 below) whose proofs are in [BL11]. Fix a word
w (over a pushdown alphabet Σ) and two positions i≤ j < |w|. We say that the summary
path of w from i to j is of type I if either j = i, or j > i and j is a matched return position
whose matching call succ(a−,w, j) satisfies succ(a−,w, j) < i. Moreover, we say that
the summary path of w from i to j is of type II if either j = i, or j > i and i is a call
position such that either succ(a+,w, i) =⊥ or succ(a+,w, i) > j.

Claim 1: let π be a summary path of w from i to j ≥ i of type I. Then, for all h ∈ [i, j[,
π visits position h if and only if succ(c,w,h) �=⊥ and succ(c,w,h) < i.

Claim 2: let π be a summary path of w from i to j ≥ i of type II. Then, for all h ∈ [i, j],
π visits position h if and only if UM(w,h) �=⊥ implies UM(w,h) > j.

Claim 3: A sequence π = i0 < i1 < .. . < ip of positions in w is a summary path of w iff
there are two positions NI and NII such that i0≤NI ≤NII ≤ ip and π is the concatenation
of three summary paths:

– the first one is a summary path of w from i0 to NI of type I;
– the second one is a prefix leading to position NII of the forward abstract path of w

from position NI ;
– the third one is a summary path of w from NII to ip of type II.

Claim 4: let ϕ1 and ϕ2 be two weak 1-HyCaRet formulas. Then, one can construct
in linear time two weak 1-HyCaRet formulas Ua+

(ϕ1,ϕ2) and Ua−(ϕ1,ϕ2) such that
Ua+

(ϕ1,ϕ2)≡ ϕ1 Ua+
ϕ2 and Ua−(ϕ1,ϕ2)≡ ϕ1 Ua−ϕ2.

Theorem 1. Weak 1-HyCaRet is FOµ-complete. Moreover, NWTL+ can be linearly
translated into 1-HyCaRet, and NWTL can be linearly translated into weak 1-HyCaRet.

Proof. Since NWTL is known to be FOµ-complete [AAB08], it suffices to show that
NWTL can be linearly translated into weak 1-HyCaRet. The next modality Xa− can
be easily translated into weak 1-HyCaRet. It remains to show that given two weak
1-HyCaRet formulas ϕ1 and ϕ2, one can construct in linear time two weak 1-HyCaRet
formulas, denoted by Uσ(ϕ1,ϕ2) and Sσ(ϕ1,ϕ2), such that Uσ(ϕ1,ϕ2)≡ ϕ1 Uσϕ2 and
Sσ(ϕ1,ϕ2)≡ ϕ1S

σϕ2. Here, we illustrate the construction of Uσ(ϕ1,ϕ2) (the construc-
tion of Sσ(ϕ1,ϕ2) is given in [BL11]). First, by using Claims 1 and 2, we construct
in linear time two weak 1-HyCaRet formulas Uσ

I (ϕ1,ϕ2) and Uσ
II(ϕ1,ϕ2) such that:

(w, i) |= Uσ
I (ϕ1,ϕ2) (resp., (w, i) |= Uσ

II(ϕ1,ϕ2)) iff there is j > i so that the summary
path π of w from i to j is of type I (resp., type II), and ϕ1 “until” ϕ2 holds along π.

Uσ
I (ϕ1,ϕ2) := ∃x.

[
x ∧ X+F+

(
ret ∧ ϕ2 ∧

(
X−(¬call ∧ Xc X+F+ x)

)
∧

X−G−
(
F− x → Xc X+F+ x→ ϕ1

))]

Uσ
II(ϕ1,ϕ2) := ∃x.

(
(X+F+ x) ∧ call ∧ (Xa+

true→ Xa+
X−F− x) ∧ F+(x ∧ϕ2)∧

G+(
X+F+ x →

(
Xc Xa+

true→ Xc Xa+
X−F− x

)
→ ϕ1

))

By Claim 4, we can construct in linear time a weak 1-HyCaRet formula U a+
(ϕ1,ϕ2)

such that U a+
(ϕ1,ϕ2)≡ ϕ1 U a+

ϕ2. Then, the formula Uσ(ϕ1,ϕ2) is given by

Uσ(ϕ1,ϕ2) := U a+
(ϕ1,ϕ2) ∨ Uσ

I (ϕ1, U
a+

(ϕ1,ϕ2)) ∨ Ua+
(ϕ1, U

σ
II(ϕ1,ϕ2)) ∨

Uσ
I (ϕ1, Ua+

(ϕ1, U
σ
II(ϕ1,ϕ2)))
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By Claim 3 it follows that Uσ(ϕ1,ϕ2)≡ ϕ1 Uσϕ2. ��

Moreover, we show the following (a proof is given in [BL11]).

Theorem 2. CaRet + N and CaRet + W can be linearly translated into 1-HyCaRet.

Succinctness issues: We show that weak 1-HyCaRet can be simultaneously exponen-
tially more succinct than CaRet + N, CaRet + W, and NWTL+, i.e. for some set of
propositions AP, there is a family (ϕn)n∈N of weak 1-HyCaRet formulas over AP such
that for each n, ϕn has size polynomial in n and each equivalent formula of any of the
logics CaRet + N, CaRet + W, and NWTL+ has size at least 2Ω(n).
Let AP = {a,b,c,0,1,$,#}. An n-configuration is a finite word C over 2AP of the form
{d1} ·w1 . . .{d2n} ·w2n s.t. for each 1 ≤ i ≤ 2n, di ∈ {a,b} and wi ∈ {{0},{1}}n is the
binary code of i−1. A finite word w over the pushdown alphabet Σ = {call,ret, int}×
2AP is n-good iff w = w1 ·w2, where w1 is a well-matched word over Σ whose projection
over 2AP is of the form {c}k for some k≥ 0, and w2 satisfies the following: w2 consists
of internal actions, and the projection of w2 over 2AP has the form {$} ·C1 · {$} . . .{$} ·
Cp · {$} such that p > 1, for each 1 ≤ h≤ p, Ch is a n-configuration, and there is k > 1
such that Ck = C1. An infinite n-good word is of the form w · (int,{#})ω such that w is
a finite n-good word. Note that the set of infinite n-good words is not ω-regular.

Lemma 1. For each n ≥ 1, there is a weak 1-HyCaRet formula ϕn over AP of size
O(n2) such that L(ϕn) is the set of infinite n-good words.

Lemma 2. For each n ≥ 1, any generalized Büchi AJA accepting the set of infinite

n-good words needs at least 22Ω(n)
states.

The proof of Lemmata 1 and 2 are given in [BL11]. In particular, the proof of Lemma 2
is based on the following additional result of independent interest: for an AJA over finite
words with k states accepting the language L, one can build a dual deterministic NVPA
over finite words of size 2O(k) accepting the reverse of L, where a dual NVPA is defined
as a NVPA with the difference that the automaton pushes onto the stack on reading
returns, pops the stack on reading calls, and does not use the stack on internal actions.

For each n, let ϕn be the weak 1-HyCaRet formula of Lemma 1 of size O(n2), and
let ψn (resp., θn) be an equivalent CaRet + N (resp., NWTL+) formula. Since ψn can
be translated into a generalized Büchi AJA of size 2O(|ψn|) accepting L(ψn) = L(ϕn)
[Boz08], by Lemma 2 it follows that |ψn| is at least 2Ω(n). Moreover, since the NWTL +

formula θn can be translated into a Büchi NVPA of size 2O(|θn|) accepting L(θn) = L(ϕn)
[AAB08], and Büchi NVPA can be translated in quadratic time into equivalent Büchi
AJA [Boz07], by Lemma 2 it follows that |θn| is at least 2Ω(n). Since CaRet + W can be
linearly translated into CaRet + N [Boz08], by Theorem 2 we obtain the following.

Theorem 3. 1-HyCaRet (resp., weak 1-HyCaRet) is (resp., can be) simultaneously ex-
ponentially more succinct than CaRet + W, CaRet + N, and NWTL+.

4 Decision Procedures for HyCaRet

In this section we describe an optimal automata-theoretic algorithm to solve satisfia-
bility and pushdown model-checking of HyCaRet and 1-HyCaRet, which is based on
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a direct translation of HyCaRet formulas into a subclass of generalized Büchi AJA, we
call AJA with main states (MAJA). Formally, a generalized Büchi MAJA is a generalized
Büchi AJA whose set of states is partitioned into a set Qm of main states and into a set
Qs of secondary states. Moreover, the following semantic requirement holds: in each
run of the MAJA and for each input position i, there is at most one copy of the automa-
ton which is in a main state and reads position i (i.e., for each i≥ 0, there is at most one
node in the run-tree whose label has the form (i,q), where q is a main state).

Theorem 4. Given a generalized Büchi MAJA A with set of states Q = Qm ∪Qs and
acceptance condition F = {F1, . . . ,Fk}, one can construct a Büchi NVPA PA with size
polynomial in |Qm| and singly exponential in k and |Qs| such that L(PA) = L(A).

Sketched proof. In order to obtain an equivalent Büchi NVPA of the desired size, we can-
not use the construction in [Boz07] to convert a parity two-way AJA into an equivalent
Büchi NVPA with a single exponential-time blow-up. Instead the construction proposed
here is a non-trivial readaptation of the standard construction used to convert a Büchi
one-way alternating finite-state word automaton into an equivalent nondeterministic one
with a single exponential-time blow-up [MH84].

Fix a generalized Büchi MAJA A = 〈Σ,Q = Qm∪Qs,Q0,δ,F 〉. By using the standard
construction to convert a generalized Büchi nondeterministic finite-state word automa-
ton (NWA) into an equivalent Büchi NWA (see, for example, [Wol00]), we can easily
convert A into an equivalent Büchi MAJA whose set of states Q′ = Q′m ∪Q′s satisfy
|Q′m| = k · |Qm| and |Q′s| = k · |Qs|. Thus, in the following, we can assume that A is a
Büchi MAJA, i.e., F = {F} is a singleton.

We construct a Büchi NVPA PN with number of states O(|Qm| · 2O(|Qs|)) accepting
L(A). Essentially, for the given input word w, PN guesses a run r of A over w and
checks that it is accepting. At a given position i > 0 of a run of PN , PN keeps track by
its finite control of the set Ui of states of A associated with the nodes of r whose input
position is i and which have been obtained from the parent node by an ordinary move
(obviously, if i is not a matched return position, then all the nodes of r whose input posi-
tion is i have been obtained in this way). If i is a matched return position with matching
call ic, then the NVPA on reading w(ic) pushes onto the stack the guessed set Ri of states
of A associated with the copies of A which read i and have been obtained by a jump-
move (starting from position ic). This ensures that Ri is on the top of the stack when
the input position i is read. Moreover, in order to check that r is accepting, the set Ui,
where Ui = Ui if i is not a matched return position, and Ui = Ui∪Ri otherwise, is split
into two sets, say U

1
i and U

2
i , in order to distinguish between paths of the run tree r that

hit F recently and paths that did not hit F recently. The crucial observation is that each
infinite path of r from the root visits all the positions i such that UM(w, i) =⊥, and the
set of these positions is always infinite (also if we remove from this set those positions
j such that j is a matched return). Thus, by König’s Lemma, if r is accepting, then the
set of input positions can be partitioned into infinitely many nonempty segments such
that: (1) for each segment, its starting position i satisfies UM(w, i) = ⊥ and i is not a
matched return, and (2) each suffix of an infinite path of r that starts at the beginning
of a segment will visit an accepting state in F before reaching the end of the segment.
Then, the set U

1
i (resp., U

2
i ) represents the set of states associated with the copies of the

automaton A (reading i) in r that have not visited so far (have already visited) a state in
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F in the current segment. Furthermore, in the construction we use the fact that for each
input position i , there is at most one node of r whose label is of the form (i,q), where
q is a main state. Details of the construction of PN are given in [BL11]. ��
In the following, first we give a characterization of the satisfaction relation (w,0) |= ϕ,
for a given formula HyCaRet ϕ, in terms of sequences of pairs of sets associated with ϕ
satisfying determined requirements which can be checked by generalized Büchi MAJA.
Then, we describe the translation into MAJA based on this characterization. For all
n,k≥ 0, let Tower(n,0) = n and Tower(n,k + 1) = 2Tower(n,k).

Characterization of the satisfaction relation. Fix n≥ 1 and a (possibly open) formula
ϕ in n-HyCaRet over a finite set AP of atomic propositions. Let [n] = {1, . . . ,n} and
Σ = {call,ret, int}×2AP. For clarity of presentation, we assume that ϕ does not contain
occurrences of modality Ũc. It is easy to extend the construction to allow also Ũc with-
out changing the time complexity of the translation (for details see [BL11]). We denote
by d∃(ϕ) the nesting depth of modality ∃ in ϕ. A formula ψ is a first-level subformula of
ϕ if there is an occurrence of ψ in ϕ which is not in the scope of modality ∃. The closure
cl(ϕ) of ϕ is the smallest set containing true, each proposition in AP∪{call,ret, int},
variable xh for each h ∈ [n], Xdirtrue for each dir ∈ {+,−,a+,a−,c}, all the first-level
subformulas of ϕ, Xdir(ψ1 Udirψ2) for any first-level subformula ψ1 Udirψ2 of ϕ, and
the negations of all these formulas (we identify ¬¬ψ with ψ). For each forward local
until formula ψ1 U+ψ2 ∈ cl(ϕ), we introduce a new symbol τψ2 associated with the
liveness requirement ψ2, and denote by P(ϕ) the set of these symbols. The intended
meaning of proposition τψ2 is as follows: fix a word w and a matched-call position ic
with matching return ir such that UM(w, ic) =⊥. Then, τψ2 ‘holds’ at position ic iff ψ2

holds at some position in [ic, ir] (w.r.t. a fixed valuation of variables x1, . . . ,xn).
Essentially, for each infinite word w over Σ and valuation j1, . . . , jn of variables

x1, . . . ,xn, we associate to w infinite sequences π = (Ar
0,A0),(Ar

1,A1) . . . of pairs of sets,
where for each i≥ 0, Ai is an atom and intuitively describes a maximal set of subformu-
las of ϕ which can hold at position i along w w.r.t. the valuation j1, . . . , jn of variables
x1, . . . ,xn, while Ar

i = /0 if UM(w, i) =⊥, and Ar
i = AUM(w,i) otherwise. The set Atoms(ϕ)

of atoms of ϕ is defined by induction on d∃(ϕ). In particular, we require that each atom
A ∈ Atoms(ϕ) contains some arbitrary elements of P(ϕ) and the following objects:

– some formulas in cl(ϕ). As for LTL, the set S of these formulas has to satisfy ad-
ditional requirements, which syntactically capture the semantic of boolean connec-
tives, the fixpoint characterization of the until modalities in terms of the next modal-
ities of the same type, and some consistency constraints between different next
modalities. Thus, for example, we require that for each ψ1 U dirψ2 ∈ cl(ϕ) (where
dir ∈ {+,−,a+,a−,c}), ψ1 Udirψ2 ∈ S iff either ψ2 ∈ S or ψ1,X

dir(ψ1 Udirψ2)∈ S.
– for each k ∈ [n], A contains exactly one pair of the form (xk,dir) for some dir ∈
{+,−,0} (with xk ∈A iff (xk,0)∈A). Intuitively, if A is associated with position i of
the word w, then for each k ∈ [n], the unique pair (xk,dir) ∈ A keeps track whether
the position jk referenced by variable xh strictly precedes (dir =−), strictly follows
(dir = +), or coincides (dir = 0 and xh ∈ A) with the current position i.

– for each ∃xh.ψ ∈ cl(ϕ), A contains tuples of the form (Br,B,ψ,h), where B ∈
Atoms(ψ) and Br ∈ { /0}∪Atoms(ψ). Intuitively, if A is associated with position
i of the word w w.r.t. the valuation j1, . . . , jn of variables x1, . . . ,xn, then B de-
scribes the set of subformulas of ψ which hold at position i of w w.r.t. a valuation of
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variables x1, . . . ,xn of the form j1, . . . , jh−1,m, jh+1, . . . , jn for some position m≥ 0
(in particular, we syntactically require that for each k ∈ [n] \ {h}, (xk,dir) ∈ B iff
(xk,dir)∈A). Thus, the semantics of the binder modality ∃ is syntactically captured
by requiring that: ∃xh.ψ ∈ A if and only if there is (Br,B,ψ,h) ∈ A such that ψ∈ B.

Formally, the set Atoms(ϕ) is inductively defined as: A ∈ Atoms(ϕ) ⇔ A ⊆ cl(ϕ)∪
P(ϕ)∪

⋃

h∈[n]

({xh}×{−,0,+})∪
⋃

∃xh.ψ∈cl(ϕ)

(Atoms(ψ)∪{ /0})×Atoms(ψ)×{ψ}×{h}

and the following additional conditions hold:

1. true ∈ A and A contains exactly one proposition in {call,ret, int};
2. if ψ ∈ cl(ϕ), then ψ ∈ A iff ¬ψ /∈ A;
3. if ψ1∧ψ2 ∈ cl(ϕ), then ψ1∧ψ2 ∈ A iff ψ1,ψ2 ∈ A;
4. if ψ1 U dirψ2 ∈ cl(ϕ) for dir ∈ {+,−,a+,a−,c}, then ψ1 Udirψ2 ∈ A iff either ψ2 ∈

A or ψ1,X
dir(ψ1 Udirψ2) ∈ A;

5. if Xdirψ ∈ A (where dir ∈ {−,a+,a−,c}), then Xdirtrue ∈ A;
6. if ¬X−true ∈ A, then ¬Xa−true,¬Xctrue ∈ A, and (xh,−) /∈ A for each h ∈ [n];
7. for each h ∈ [n], xh ∈ A iff (xh,0) ∈ A;
8. for each h ∈ [n], A contains exactly one pair of the form (xh,dir) for some dir ∈
{−,0,+};

9. if (Br,B,ψ,h) ∈ A, then (i) ¬X−true ∈ B iff ¬X−true ∈ A, (ii) for each p ∈ AP∪
{call,ret, int}, p ∈ A iff p ∈ B, and (iii) for each k ∈ [n] with k �= h and dir ∈
{−,0,+}, (xk,dir) ∈ B iff (xk,dir) ∈ A;

10. for each ∃xh.ψ ∈ cl(ϕ), there is (Br,B,ψ,h) ∈ A such that xh ∈ B;
11. for each ∃xh.ψ ∈ cl(ϕ), ∃xh.ψ ∈ A iff there is (Br,B,ψ,h) ∈ A with ψ ∈ B.

Assuming w.l.o.g. that each proposition p ∈ AP occurs in ϕ, and x1, . . . ,xn occur
in ϕ, by construction it follows that |Atoms(ϕ)| = Tower(O(|ϕ|),d∃(ϕ)+ 1). For A ∈
Atoms(ϕ), let σ(A) = (d,A∩AP), where d is the unique element in A∩{call,ret, int}.
Let π = (Ar

0,A0),(Ar
1,A1) . . . be an infinite sequence of pairs in (Atoms(ϕ)∪ { /0})×

Atoms(ϕ) and w ∈ Σω. We say that π is a ϕ-sequence over w iff for each i ≥ 0:
(1) Ar

i = /0 if UM(w, i) = ⊥, and Ar
i = AUM(w,i) otherwise, (2) w(i) = σ(Ai), and (3)

(Ar
i+1,Ai+1) ∈ Jump Succϕ(Ar

i ,Ai). The function Jump Succϕ (which is formally de-
fined in [BL11]) syntactically, locally, and recursively captures the semantics of the
regular and non-regular next modalities. For example, if w(i) is a call, w(i + 1) is not
a return, and UM(w, i+ 1) �=⊥, then UM(w, i+ 1) represents the matching return posi-
tion of i along w. Thus, in particular, we have to require that the forward-abstract-next
requirements in Ai are exactly the ones that hold in Ar

i+1, i.e. for each Xa+ψ ∈ cl(ϕ),
Xa+ψ ∈ Ai iff ψ ∈ Ar

i+1. Moreover, the definition of Jump Succϕ ensures that for each
k ∈ [n], there is at most a position jk such that xk ∈ A jk . We say that the ϕ-sequence
π is good if such a jk exists (intuitively, in this case, π is associated with the valuation
j1, . . . , jn of variables x1, . . . ,xn). Furthermore, there are some subtleties in the definition
of Jump Succϕ ensuring that for each i≥ 0 and (Br,B,ψ,h) ∈ Ai:

Condition A: there is a ψ-sequence ρ = (Br
0,B0),(Br

1,B1), . . . over w s.t. (Br
i ,Bi) =

(Br,B) and (Br
j,B j,ψ,h)∈A j for each j≥ 0 (hence, for k∈ [n]\{h}, xk ∈B j iff xk ∈A j).

Finally, we have to require that the ϕ-sequence π =(Ar
0,A0),(Ar

1,A1) . . . on w satisfies
additional non-local fairness requirements in order to ensure that it is good, and to
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capture the liveness requirements ψ2 in forward until subformulas ψ1 Udirψ2 of ϕ with
dir ∈ {+,a+}. Formally, we say that π is fair iff the following is inductively satisfied:

1. there is K ≥ 0 s.t. for each h∈ [n], (xh,−)∈ AK and for all i≥K if (Br,B,ψ,h)∈ Ai

and Ar
i = /0, then there is a fair ψ-sequence over the suffix wi of w from (Br,B);

2. if ψ1 Ua+
ψ2 ∈ cl(ϕ) , then for infinitely many h≥ 0, {ψ2,¬(ψ1 U a+

ψ2)}∩Ah �= /0
and Ar

h = /0;
3. if ψ1 U+ψ2 ∈ cl(ϕ), then for infinitely many h ≥ 0, Ar

h = /0, and or ψ2 ∈ Ah, or

¬(ψ1 U+ψ2) ∈ Ah, or (τψ2 ,X
a+
true ∈ Ah and σ(Ah) ∈ Σc).

As we will see, the MAJA associated with ϕ guesses a ϕ-sequence π over the in-
put word and checks that it is fair. The automaton keeps tracks by its finite control of
the current pair of π, and in particular, its ‘main’ copy tracks an infinite path in the
run which visits all and only the nodes associated with the pairs (Ar,A) of π such that
Ar = /0 (i.e., the next unmatched return of the current position is undefined). Thus, the
acceptance condition of the MAJA (when interpreted on the main path) reflects Proper-
ties 2 and 3 above. In particular, the propositions τψ2 are used to guarantee that in case
ψ1 U+ψ2 is asserted at a node x of the main path and the liveness requirement ψ2 does
not hold along the suffix of the main path from x, then ψ2 holds at some other position
j ≥ i (i.e., there is a pair (Ar,A) with Ar �= /0 of the guessed ϕ-sequence associated with
position j for some j ≥ i such that ψ2 ∈ A). Moreover, Property 1 and Condition A
above ensure that the semantics of HyCaRet is recursively fully captured. In particular,
we obtain the following two results, whose proofs are given in [BL11].

Lemma 3. Each fair ϕ-sequence (Ar
0,A0),(Ar

1,A1), . . . on a word w s.t. ¬X−true∈A0

is good (i.e., for each k ∈ [n], there is exactly one position jk such that xk ∈ A jk ).

Lemma 4. Let π = (Ar
0,A0),(Ar

1,A1), . . . be a fair ϕ-sequence over w with ¬X−true∈
A0. Then, for all i ≥ 0, m ≥ i, and (Br,B,ψ,h) ∈ Ai, there exists a fair ψ-sequence
(Br

0,B0),(Br
1,B1), . . . over w such that (Br

i ,Bi) = (Br,B), ¬X−true ∈ B0, for each j ≤
m, (Br

j,B j,ψ,h) ∈ A j, and for each k ∈ [n]\ {h} and l ≥ 0, xk ∈ Bl iff xk ∈ Al.

Now, we show that the notion of good fair ϕ-sequence over w provides a characteriza-
tion of the satisfaction relation (w,0) |= ϕ.

Theorem 5 (Correctness). Let π = (Ar
0,A0),(Ar

1,A1), . . . be a fair ϕ-sequence over w∈
Σω such that ¬X−true ∈ A0, and for each h ∈ [n], let jh be the unique index such that
xh ∈ A jh .2 Then, for each i≥ 0 and ψ ∈ cl(ϕ), (w, i, j1, . . . , jh) |= ψ⇔ ψ ∈ Ai.

Proof. By induction on d∃(ϕ). The base step (d∃(ϕ) = 0) and the induction step (d∃(ϕ)
> 0) are similar, and we focus on the induction step. Thus, we can assume that the
theorem holds for each formula θ and fair θ-sequence such that ∃xh.θ ∈ cl(ϕ) for some
h ∈ [n] (note that if d∃(ϕ) = 0, there is no such formula). Fix a fair ϕ-sequence π =
(Ar

0,A0),(Ar
1,A1), . . . over w ∈ Σω such that ¬X−true ∈ A0, and for each h ∈ [n], let jh

be the unique index such that xh ∈ A jh . Let i≥ 0 and ψ ∈ cl(ϕ). By a nested induction
on the structure of ψ, we show that (w, i, j1, . . . , jn) |= ψ⇔ ψ ∈ Ai. Here, we consider
the case where ψ = ∃xh.ψ1 for some h ∈ [n] (for the other cases, see [BL11]):

2 whose existence is guaranteed by Lemma 3
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(w, i, j1, . . . , jn) |= ψ⇒ψ ∈ Ai: assume that (w, i, j1, . . . , jn) |= ψ. Then, for some l ≥ 0,
(w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |= ψ1. By Property 10 in definition of atom, there is
(Br,B,ψ1,h) ∈ Al such that xh ∈ B. Since ¬X−true ∈ A0, by Lemma 4 there is a
fair ψ1-sequence ρ = (Br

0,B0),(Br
1,B1), . . . over w such that (Br

l ,Bl) = (Br,B) (hence,
xh ∈ Bl), ¬X−true ∈ B0, (Br

i ,Bi,ψ1,h) ∈ Ai, and for each k ∈ [n]\{h}, xk ∈ B jk . Since
the theorem holds for ψ1 (and the fair ψ1-sequence ρ = (Br

0,B0),(Br
1,B1), . . .) and

(w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |= ψ1, it follows that ψ1 ∈ Bi. Since (Br
i ,Bi,ψ1,h)∈ Ai,

by Property 11 in definition of atom we obtain that ψ ∈ Ai.
ψ ∈ Ai ⇒ (w, i, j1, . . . , jn) |= ψ: let ψ ∈ Ai. By Property 11 in def. of atom there is
(Br,B,ψ1,h) ∈ Ai with ψ1 ∈ B. Since ¬X−true ∈ A0, by Lemma 4 there is a fair ψ1-
sequence ρ = (Br

0,B0),(Br
1,B1), . . . over w such that (Br

i ,Bi) = (Br,B), ¬X−true ∈ B0,
and for each k∈ [n]\{h}, xk ∈B jk . Let l≥ 0 be the unique index such that xh ∈Bl . Since
the theorem holds for ψ1 and ψ1 ∈ Bi, we obtain that (w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |=
ψ1, hence (w, i, j1, . . . , jn) |= ψ. ��

Theorem 6 (Completeness). For each infinite word w over Σ and j1, . . . , jn ∈N, there
exists a fair ϕ-sequence π = (Ar

0,A0),(Ar,A1), . . . over w such that ¬X−true∈ A0 and
for each k ∈ [n], xk ∈ A jk .

Theorem 6 is proved in [BL11]. By Theorems 5–6, we obtain the desired result.

Corollary 1. For each word w ∈ Σω, (w,0) |= ϕ iff there is a fair ϕ-sequence π =
(Ar

0,A0),(Ar
1,A1), . . . on w s.t. ϕ,¬X−true,xh ∈ A0 for each h ∈ [n] (note that Ar

0 = /0).

Translation into MAJA Now, we illustrate the translation of HyCaRet formulas into
generalized Büchi MAJA based on the result of Corollary 1.

Theorem 7. Let ϕ be a n-HyCaRet formula for some n ≥ 1. Then, one can construct a
generalized Büchi MAJA Aϕ with O(|ϕ|) accepting components and states Qm∪Qs s.t.
L(Aϕ) = L(ϕ), |Qm|= Tower(O(|ϕ|),d∃(ϕ)+ 1), and |Qs|= Tower(O(|ϕ|),d∃(ϕ)).

Proof. We construct a generalized Büchi MAJA Aϕ of the desired size with set of main
states containing (Atoms(ϕ)∪{ /0})×Atoms(ϕ) and initial states of the form ( /0,A) ∈
{ /0}×Atoms(ϕ) with ϕ,¬X−true,xh ∈ A for each h ∈ [n] such that for all main states
of the form ( /0,A) and infinite words w, Aϕ has an accepting run over w starting from
( /0,A) if and only if there is a fair ϕ-sequence over w from ( /0,A). Hence, the result
follows from Corollary 1. The construction is given by induction on d∃(ϕ). Thus, we
can assume that for each ∃xh.ψ∈ cl(ϕ), one can construct the MAJA Aψ associated with
ψ. We informally describe the construction (the formal definition is given in [BL11]).

Essentially, starting from a main state of the form (0,A), Aϕ guesses a ϕ-sequence
over the input w and checks that it is fair. The first-level copy of Aϕ, which reads all
and only the positions i such that UM(w, i) =⊥, behaves as follows. Assume that i is a
matched-call position and w(i + 1) /∈ Σr (the other cases being simpler). Note that Aϕ
can check whether this condition is satisfied or not. Let (0,A) be the current main state.
Then, Aϕ guesses a pair (A′r,A

′) ∈ Jump Succϕ( /0,A) with A′r �= /0, where A′r represents
the guessed atom associated with the matching return position ir of i. Thus, a copy (the
first-level copy) jumps to the matching-return ir of i in state ( /0,A′r) (note that UM(w, i) =
UM(w, ir) =⊥), and another copy moves to position i+ 1 in state (A′r,A

′). The goal of
this last copy is also to check that the guess A′r is correct. The behavior of these auxiliary
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copies, which are in main states of the form (Ar,A) with Ar �= /0 is as follows. If the input
symbol w(i) is a call (note that i is a matched call-position) or (w(i) /∈ Σc and w(i+1) /∈
Σr), the behavior is similar to that of the first-level copy. If instead w(i) = σ(A) is not a
call and w(i+ 1) is a return, then Ar �= /0 is the guessed atom associated with w(i+ 1).
Thus, the considered copy terminates with success its computation iff σ(Ar) = w(i+1)
and (A′r,Ar) ∈ Jump Succϕ(Ar,A) for some A′r (note that since σ(A) /∈ Σc, σ(Ar) ∈ Σr,
and Ar �= /0, the definition of Jump Succϕ ensures that the fulfilment of this condition is
independent on the value of A′r). Moreover, in order to check that Property 1 in definition
of fair ϕ-sequence is satisfied, the first-level copy guesses a point along the input word
(the constant K in Property 1), checks that (xh,−) is in the current atom for each h∈ [n],
and from this instant forward, whenever the first-level copy reads a position j (where
UM(w, j) = ⊥) with associated guessed pair ( /0,A), it starts an additional copy of the
MAJA Aψ in the secondary state (Br,B) for each (Br,B,ψ,h) ∈ A (the definition of
Jump Succϕ ensures that Br = /0). The construction guarantee that in each run and for
each input position i, there is exactly one node of the run whose label has the form (i,q),
where q is a main state. Thus, the semantic requirement in def. of MAJA is satisfied.

Finally, the acceptance condition of Aϕ extends the acceptance conditions of the
MAJAs Aψ, where ∃xh.ψ ∈ cl(ϕ) for some h ∈ [n], with additional sets used to check
that the infinite sequence of states visited by the first-level copy of Aϕ (note that these
states correspond to the pairs (Ar,A) visited by the guessed ϕ-sequence over w such
that Ar = /0) satisfies Properties 2 and 3 in definition of fair ϕ-sequence. ��

For the one-variable fragment of HyCaRet, we can do better.

Theorem 8. Given a 1-HyCaRet formula ϕ over AP, one can construct a Büchi NVPA
Pϕ on {call,ret, int}×2AP of size doubly exponential in the size of ϕ s.t. L(Pϕ) = L(ϕ).

Proof. Note that for ÂP⊃ AP and a Büchi NVPA P on {call,ret, int}×2ÂP, L(P ) can

be seen as a language on ({call,ret, int}× 2AP)× 2ÂP\AP. Since we can easily build a
Büchi NVPA of the same size as P accepting the projection of L(P ) on {call,ret, int}×
2AP, the result follows from Theorems 7 and 4, and the following claim, essentially
establishing that nested occurrences of ∃ in 1-HyCaRet can be avoided at no cost.

Claim. For a 1-HyCaRet formula ϕ over AP, one can construct a 1-HyCaRet1 formula
ψ (d∃(ψ) ≤ 1) on a set of propositions ÂP⊇ AP s.t. |ψ|= O(|ϕ|) and for each infinite
word w over {call,ret, int}×2AP, (w,0) |= ϕ iff there is an ÂP-extension ŵ of w (i.e., for
each i≥ 0, ŵ(i) = (d,X1∪X2), where (d,X1) = w(i) and X2 ⊆ ÂP\AP) s.t. (ŵ,0) |= ψ.

The claim above is a generalization of a similar result given in [SW07] for the one-
variable fragment of regular linear hybrid logic (a proof is given in [BL11]). ��

Now, we can prove the main result of this Section. For h ≥ 1, let h-EXPTIME be the
class of languages which can be decided in deterministic time of exponential height h.

Theorem 9. For each h ≥ 1 and n ≥ 2, satisfiability and pushdown model-checking of
(weak) HyCaReth and (weak) n-HyCaReth are (h + 1)-EXPTIME-complete. Moreover,
for (weak) 1-HyCaRet , the same problems are 2EXPTIME-complete.

Proof. By Theorems 7 and 4 (resp., Theorem 8) for a HyCaReth (resp., 1-HyCaRet)
formula ϕ, one can build an equivalent Büchi NVPA Pϕ of size Tower(O(|ϕ|),h + 1)
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(resp., Tower(O(|ϕ|),2)). Moreover, for a pushdown system M and a HyCaRet formula
ϕ, checking whether L(M) ⊆ L(ϕ) reduces to checking emptiness of L(M)∩L(P¬ϕ),
where P¬ϕ is the Büchi NVPA associated with ¬ϕ. By [AM04] this can be done in time
polynomial in the size of M and P¬ϕ. Since nonemptiness of Büchi NVPA is in PTIME,
the upper bounds follows. The proof for the lower bounds is given in [BL11]. ��
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Abstract. In this paper, we focus our attention on tableau systems
for the propositional interval logic of temporal neighborhood (Proposi-
tional Neighborhood Logic, PNL for short). PNL is the proper subset of
Halpern and Shoham’s modal logic of intervals whose modalities corre-
spond to Allen’s relations meets and met by. We first prove by a model-
theoretic argument that the satisfiability problem for PNL over the class
of all (resp., dense, discrete) linear orders is decidable (and NEXPTIME-
complete). Then, we develop sound and complete tableau-based decision
procedures for all the considered classes of orders, and we prove their
optimality. (As a matter of fact, decidability with respect to the class of
all linear orders had been already proved via a reduction to the decidable
satisfiability problem for the two-variable fragment of first-order logic of
binary relational structures over ordered domains).

1 Introduction

Propositional interval temporal logics play a significant role in computer science,
as they provide a natural framework for representing and reasoning about tem-
poral properties [10]. This is the case, for instance, of natural language semantics,
where significant interval-based logical formalisms have been developed to rep-
resent and reason about tenses and temporal prepositions, e.g., [17]. As another
example, the possibility of encoding and reasoning about various constructs of
imperative programming in interval temporal logic has been systematically ex-
plored by Moszkowski in [15]. Unfortunately, for a long time the computational
complexity of most interval temporal logics has limited their systematic inves-
tigation and extensive use for practical applications: the two prominent ones,
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namely, Halpern and Shoham’s HS [12] and Venema’s CDT [18], are highly un-
decidable. A renewed interest in interval temporal logics has been stimulated by
a number of recent positive results [13].

A general, non-terminating, tableau system for CDT, interpreted over par-
tially ordered temporal domains, has been devised in [11]. It combines features
of the classical tableau method for first-order logic with those of explicit tableau
methods for modal logics with constraint label management, and it can be easily
tailored to most propositional interval temporal logics proposed in the literature,
including propositional temporal neighborhood logic. A tableau-based decision
procedure for Moszkowski’s ITL [15], interpreted over finite linearly ordered do-
mains, has been devised by Bowman and Thompson [2]. As a matter of fact,
decidability is achieved by making a simplifying assumption, called locality prin-
ciple, that constrains the relation between the truth value of a formula over
an interval and its truth values over the initial subintervals of that interval.
Tableau-based decision procedures have been recently developed for some mean-
ingful fragments of HS, interpreted over relevant classes of temporal structures,
without resorting to any simplifying assumption. The most significant ones are
the logics of temporal neighborhood and those of the subinterval relation.

In the following, we focus our attention on the propositional fragment of
Neighborhood Logic [8], called Propositional Neighborhood Logic (PNL). PNL
can be viewed as the fragment of HS that features the two modal operators
〈A〉 and 〈A〉, that respectively correspond to Allen’s relations meets and met-by.
Basic logical properties of PNL have been investigated by Goranko et al. in [9].
The authors first introduce interval neighborhood frames and provide representa-
tion theorems for them; then, they develop complete axiomatic systems for PNL
with respect to various classes of interval neighborhood frames. The satisfiability
problem for PNL has been addressed by Bresolin et al. in [3]. Decidability over
the classes of all linearly ordered domains, well-ordered domains, finite linearly
ordered domains, and natural numbers has been proved via a reduction to the
satisfiability problem for the two-variable fragment of first-order logic of binary
relational structures over ordered domains [16].

Despite these significant achievements, the problem of devising decision pro-
cedures of practical interest for PNL has been only partially solved. A tableau
system for its future fragment RPNL, interpreted over the natural numbers, has
been developed in [7], and later extended to full PNL over the integers [4], while
a tableau system for RPNL over the class of all linear orders can be found in [5].
In this paper, we develop a NEXPTIME tableau-based decision procedure for
PNL interpreted over the class of all linear orders and then we show how to
tailor it to the subclasses of dense linear orders and of (weakly) discrete linear
orders. NEXPTIME-hardness can be proved exactly as in [7], and thus the pro-
posed procedures turn out to be optimal. From a technical point of view, the
proposed tableau systems are quite different from that for RPNL. Besides addi-
tional rules for the past-time existential and universal modalities, a revision of
the definition of blocked points is needed, to distinguish between right-blocked
(points that do not require the addition of new points to their future) and
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left-blocked (points that do not require the addition of new points to their past)
points. These changes have a relevant impact on the way in which soundness,
completeness, and termination of the tableau systems can be proved.

The paper is organized as follows. In Section 2, we introduce syntax and se-
mantics of PNL. Then, in Section 3 we introduce the notion of labeled interval
structure (LIS) and we show that PNL satisfiability can be reduced to the ex-
istence of a fulfilling LIS. In Section 4 we prove the decidability of PNL over
different classes of linear orders by a model-theoretic argument. Next, in Section
5, by taking advantage of the results given in the previous section, we develop
optimal tableau-based decision procedures for PNL over the considered classes of
linear orders. Conclusions provide an assessment of the work and outline future
research directions.

2 Propositional Neighborhood Logic

In this section, we give syntax and semantics of PNL interpreted over different
classes of linear orders. Let D be a set of points and D = 〈D,<〉 be a linear order
on it. We say that D is (weakly) discrete if any point having a successor (resp.,
predecessor) has an immediate one and that D is dense if for every pair of points
di < dj there exists a point dk such that di < dk < dj . In the following, we
will focus our attention on the representative classes of all linear orders, dense
linear orders, and (weakly) discrete linear orders. In fact, similar results can be
obtained for other classes of linear orders [3].

An interval on D is an ordered pair [di, dj ] such that di, dj ∈ D and di < dj
(strict semantics)1. The set of all intervals over D will be denoted by I(D). For
every pair of intervals [di, dj ], [d′i, d

′
j ] ∈ I(D), we say that [d′i, d

′
j ] is a right (resp.,

left) neighbor of [di, dj ] if and only if dj = d′i (resp., d′j = di).
The language of PNL consists of a set AP of propositional letters, the con-

nectives ¬ and ∨, and the modal operators 〈A〉 and 〈A〉. The other connectives,
as well as the logical constants � (true) and ⊥ (false), can be defined as usual.
Formulae of PNL, denoted by ϕ, ψ, . . ., are recursively defined by the following
grammar:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | 〈A〉ϕ | 〈A〉ϕ.
We denote by |ϕ| the length of ϕ, that is, the number of symbols in ϕ (in the
following, we shall use | | to denote the cardinality of a set as well). A formula of
the form 〈A〉ψ, ¬〈A〉ψ, 〈A〉ψ, or ¬〈A〉ψ is called a temporal formula (from now
on, we identify ¬〈A〉¬ψ with [A]ψ and ¬〈A〉¬ψ with [A]ψ).

An interval model for a PNL formula is a pair M = 〈D,V〉, where D = 〈D,<〉
and V : I(D) �→ 2AP is a valuation function assigning to every interval the set
of propositional letters true over it. Given a model M = 〈D,V〉 and an interval
[di, dj ] ∈ I(D), the semantics of PNL is defined recursively by the satisfiability
relation � as follows:
1 As an alternative, one may assume a non-strict semantics which admits point inter-

vals, that is, intervals of the form [di, di]. It is not difficult to show that all results
in the paper can be adapted to the case in which non-strict semantics is assumed.
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– for every propositional letter p ∈ AP , M, [di, dj ] � p iff p ∈ V([di, dj ]);
– M, [di, dj ] � ¬ψ iff M, [di, dj ] 
� ψ;
– M, [di, dj ] � ψ1 ∨ ψ2 iff M, [di, dj ] � ψ1 or M, [di, dj ] � ψ2;
– M, [di, dj ] � 〈A〉ψ iff ∃dk ∈ D such that dk > dj and M, [dj , dk] � ψ;
– M, [di, dj ] � 〈A〉ψ iff ∃dk ∈ D such that dk < di and M, [dk, di] � ψ.

We do not impose any constraint on the valuation function, thus placing
ourselves in the most general (and difficult) setting. As an example, given an
interval [di, dj ], it may happen that p ∈ V([di, dj ]) and p 
∈ V([d′i, d

′
j ]) for all

intervals [d′i, d
′
j ] (strictly) contained in [di, dj ].

It can be shown that PNL is expressive enough to distinguish between satis-
fiability over the class of all linear orders and the class of discrete (resp., dense)
linear orders. As a matter of fact, PNL also allows one to distinguish between
satisfiability over the class of all (resp., dense, discrete) linear orders and over
the integers. To this end, it suffices to exhibit a formula that is satisfiable over
the former and unsatisfiable over the latter. The formulae are the following:

– Let ImmediateSucc be the PNL formula 〈A〉〈A〉p ∧ [A][A][A]¬p. It is pos-
sible to show that ImmediateSucc is satisfiable over the class of all (resp.,
discrete) linear orders, but it is not satisfiable over dense linear orders.

– Let NoImmediateSucc be the PNL formula (〈A〉�∧ [A](p∧ [A]¬p∧ [A]p))∧
〈A〉〈A〉[A]([A]p ∨ 〈A〉〈A〉¬p). It is possible to show that NoImmediateSucc
is satisfiable over the class of all (resp., dense) linear orders, but it is not
satisfiable over discrete linear orders.

– Let [G] be the universally-in-the-future operator defined as follows: [G]ψ =
ψ ∧ [A]ψ ∧ [A][A]ψ and let seqp be a shorthand for p → 〈A〉p. Consider
the formula AccPoints = 〈A〉p ∧ [G]seqp ∧ 〈A〉[G]¬p. It is possible to show
that AccPoints is unsatisfiable over Z, while it is satisfiable whenever the
temporal structure in which it is interpreted has at least one accumulation
point, that is, a point which is the right bound of an infinite (ascending)
chain of points, thus including all, dense, and discrete linear orders.

Detailed proofs of these statements are given in [6]. A precise characterization
of PNL expressiveness with respect to that of the other HS fragments can be
found in [14].

3 Labeled Interval Structures and Satisfiability

In this section, we introduce preliminary notions and we state basic results on
which our tableau method for PNL relies. Let ϕ be a PNL formula to be checked
for satisfiability and let AP be the set of its propositional letters. The closure
CL(ϕ) of ϕ is the set of all subformulae of ϕ and of their negations (we identify
¬¬ψ with ψ). Moreover, the set of temporal formulae of ϕ is the set TF(ϕ) =
{〈A〉ψ | 〈A〉ψ ∈ CL(ϕ)} ∪ {[A]ψ | [A]ψ ∈ CL(ϕ)} ∪ {〈A〉ψ | 〈A〉ψ ∈ CL(ϕ)} ∪
{[A]ψ | [A]ψ ∈ CL(ϕ)}. Finally, a maximal set of requests for ϕ is a set S ⊆
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TF(ϕ) that satisfies the following conditions: (i) for every 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈
S iff ¬〈A〉ψ 
∈ S; (ii) for every 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ S iff ¬〈A〉ψ 
∈ S. By
induction on the structural complexity of ϕ, we can easily prove that, for every
formula ϕ, |CL(ϕ)| is less than or equal to 2 · (|ϕ| + 1), while |TF(ϕ)| is less
than or equal to 2 · |ϕ|. We are now ready to introduce the notion of ϕ-atom.

Definition 1. A ϕ-atom is a set A ⊆ CL(ϕ) such that (i) for every ψ ∈ CL(ϕ),
ψ ∈ A iff ¬ψ 
∈ A, and (ii) for every ψ1 ∨ ψ2 ∈ CL(ϕ), ψ1 ∨ ψ2 ∈ A iff ψ1 ∈ A
or ψ2 ∈ A.

We denote the set of all ϕ-atoms by Aϕ. It can be easily checked that |Aϕ| ≤
2|ϕ|+1. We now define a suitable labeling of intervals based on ϕ-atoms.

Definition 2. A ϕ-labeled interval structure (ϕ-LIS for short) is a pair L =
〈D,L〉, where D = 〈D,<〉 and L : I(D) �→ Aϕ is a labeling function such that,
for every pair of neighboring intervals [di, dj ], [dj , dk] ∈ I(D), it holds that (i) for
every [A]ψ ∈ CL(ϕ), if [A]ψ ∈ L([di, dj ]), then ψ ∈ L([dj , dk]), and (ii) for every
[A]ψ ∈ CL(ϕ), if [A]ψ ∈ L([dj , dk]), then ψ ∈ L([di, dj ]).

For the sake of simplicity, hereafter we will write LIS for ϕ-LIS. We say that
a LIS L = 〈D,L〉 is discrete (resp., dense) if D is discrete (resp., dense). If we
interpret the labeling function as a valuation function, LISs represent candidate
models for ϕ: the truth of formulae devoid of temporal operators follows from
the definition of ϕ-atom, and universal temporal conditions, imposed by [A]/[A]
operators, are forced by conditions (i) and (ii). To actually get a model for ϕ, we
must also guarantee the satisfaction of existential temporal conditions, imposed
by 〈A〉/〈A〉 operators. To this end, we introduce the notion of fulfilling LIS.

Definition 3. A LIS L = 〈D,L〉 is fulfilling iff (i) for every temporal formula
〈A〉ψ ∈ TF(ϕ) and every interval [di, dj ] ∈ I(D), if 〈A〉ψ ∈ L([di, dj ]), then
there exists a right neighbor interval [dj , dk] ∈ I(D) such that ψ ∈ L([dj , dk]) and
(ii) for every temporal formula 〈A〉ψ ∈ TF(ϕ) and every interval [di, dj ] ∈ I(D),
if 〈A〉ψ ∈ L([di, dj ]), then there exists a left neighbor interval [dk, di] ∈ I(D) such
that ψ ∈ L([dk, di]).

The next theorem proves that for any given formula ϕ, the satisfiability of ϕ is
equivalent to the existence of a fulfilling LIS with an interval labeled by ϕ.

Theorem 1. A PNL formula ϕ is satisfiable iff there exists a fulfilling LIS
L = 〈D,L〉 with ϕ ∈ L([di, dj ]) for some [di, dj ] ∈ I(D).

The implication from left to right is straightforward; the opposite implication is
proved by induction on the structural complexity of the formula [6]. From now
on, we say that a fulfilling LIS L = 〈D,L〉 satisfies ϕ if and only if there exists
an interval [di, dj ] ∈ I(D) such that ϕ ∈ L([di, dj ]).

Definition 4. Given a LIS L = 〈D,L〉 and d ∈ D, the set of future temporal
requests of d is the set REQL

f (d) = {(A)ξ ∈ TF(ϕ) : ∃d′ ∈ D (A)ξ ∈ L([d′, d])},
where (A) ∈ {〈A〉, [A]}, and the set of past temporal requests of d is the set
REQL

p (d) = {(A)ξ ∈ TF(ϕ) : ∃d′ ∈ D (A)ξ ∈ L([d, d′])}, where (A) ∈ {〈A〉, [A]}.
The set of temporal requests of d is the set REQL(d) = REQL

p (d) ∪ REQL
f (d).
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Definition 5. Given a LIS L = 〈D,L〉, d ∈ D, and 〈A〉ψ ∈ REQL(d) (resp.,
〈A〉ψ ∈ REQL(d)), we say that 〈A〉ψ (resp., 〈A〉ψ) is fulfilled for d in L if
there exists d′ ∈ D, with d′ > d (resp., d′ < d), such that ψ ∈ L([d, d′]) (resp.,
ψ ∈ L([d′, d])). We say that d is fulfilled in L if for every 〈A〉ψ ∈ REQL(d)
(resp., 〈A〉ψ ∈ REQL(d)) 〈A〉ψ (resp., 〈A〉ψ ∈ REQL(d)) is fulfilled for d in L.

Definition 6. Given a LIS L = 〈D,L〉 for a PNL formula ϕ and d ∈ D, we
say that d (resp., REQ(d)) is unique in L if for every d̃ ∈ D, with d̃ 
= d,
REQ(d̃) 
= REQ(d).

Given a formula ϕ, let REQϕ be the set of all possible sets of requests. It is not

difficult to show that |REQϕ | is equal to 2
|TF(ϕ)|

2 .

Definition 7. Given a LIS L = 〈D,L〉, with D = 〈D,<〉, D′ ⊆ D, and R ∈
REQϕ, we say that R occurs n times in D′ iff there exist exactly n distinct points
di1 , . . . , din ∈ D′ such that REQL(dij ) = R, for all 1 ≤ j ≤ n.

4 Decidability of PNL

In this section, we prove that the satisfiability problem for PNL over the classes
of all linear orders is decidable. Moreover, we explain how to tailor the proof to
the cases of dense and discrete linear orders.

Definition 8. Let ϕ be a PNL formula, A be a ϕ-atom, and S1, S2 ⊆ TF(ϕ) be
two maximal sets of requests. The triplet 〈S1, A, S2〉 is an interval-tuple iff

(i) for every [A]ψ ∈ S1, ψ ∈ A;
(ii) for every [A]ψ ∈ S2, ψ ∈ A;
(iii) for every 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ A iff 〈A〉ψ ∈ S2;
(iv) for every 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ A iff 〈A〉ψ ∈ S1;
(v) for every ψ ∈ A such that 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ S1;
(vi) for every ψ ∈ A such that 〈A〉ψ ∈ TF(ϕ), 〈A〉ψ ∈ S2.

Let L = 〈D,L〉 be a LIS for a PNL formula ϕ. By Definition 2 and Definition
4, it easily follows that, for every d, d′ ∈ D, the triplet 〈REQL(d),L([d, d′]),
REQL(d′)〉 is an interval-tuple.

Definition 9. Let L = 〈D,L〉 be a LIS and 〈R,A,R′〉 be an interval-tuple.
If there exists [d, d′] ∈ I(D) such that L([d, d′]) = A, REQL(d) = R, and
REQL(d′) = R′, we say that 〈R,A,R′〉 occurs in L (at [d, d′]). Moreover, if
〈R,A,R′〉 occurs in L at [d, d′] and both d and d′ are fulfilled in L, we say that
〈R,A,R′〉 is fulfilled in L (via [d, d′]).

Definition 10. Given a finite LIS L = 〈D,L〉 for a PNL formula ϕ, we say
that L is a pseudo-model for ϕ if every interval-tuple 〈R,A,R′〉 that occurs in
L is fulfilled.
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From the fact that all interval-tuples are fulfilled in L, that is, L is a pseudo-
model for ϕ, it does not follow that L is fulfilling, since in L there can be multiple
occurrences of the same interval-tuple, associated with different intervals. Thus,
to turn a pseudo-model into a fulfilling LIS (for ϕ) some additional effort is
needed. The next definition introduces an important ingredient of such a process.

Definition 11. Let ϕ be a PNL formula and L = 〈D,L〉 be a fulfilling LIS that
satisfies it. For any d ∈ D, we say that:

(future) a set ESdf ⊆ D is a future essential set for d if (i) for every 〈A〉ψ ∈
REQL(d), there exists d′ ∈ ESdf such that ψ ∈ L([d, d′]) (fulfilling condition)
and (ii) for every d′ ∈ ESdf there exists a formula 〈A〉ψ ∈ REQL(d) such
that, for every d′′ ∈ (ESdf \ {d′}), ¬ψ ∈ L([d, d′′]) (minimality);

(past) a set ESdp ⊆ D is a past essential set for d if (i) for every 〈A〉ψ ∈
REQL(d), there exists d′ ∈ ESdp such that ψ ∈ L([d′, d]) (fulfilling condition)
and (ii) for every d′ ∈ ESdp there exists a formula 〈A〉ψ ∈ REQL(d) such
that, for every d′′ ∈ (ESdp \ {d′}), ¬ψ ∈ L([d′′, d]) (minimality).

Let d ∈ D. By Definition 11, for all d′ ∈ ESdf (resp., d′ ∈ ESdp), there exists at
least one formula ψ belonging to L([d, d′]) (resp., L([d′, d]) only. On the contrary,
we cannot exclude the existence of formulas ψ that belong to the labeling of more
than one interval [d, d′] (resp., [d′, d]), with d′ ∈ ESdf (resp., d′ ∈ ESdp).

The decidability of the satisfiability problem for PNL over the class of all
linear orders rests on the following lemma.

Lemma 1. Given a pseudo-model L = 〈D,L〉 for a PNL formula ϕ, there exists
a fulfilling LIS L′ that satisfies ϕ.

Proof. We show how to obtain a fulfilling LIS L′ starting from the pseudo-
model L as the limit of a possibly infinite sequence of pseudo-models L0(=
L),L1,L2, . . .. In the following, we describe how to obtain the pseudo-model
Li+1 = 〈Di+1,Li+1〉, with Di+1 = 〈Di+1, <〉, from the pseudo-model Li =
〈Di,Li〉, with Di = 〈Di, <〉, for any i ≥ 0. Let Qi be the queue of all points
d ∈ Di that must be checked for fulfillment (Q0 consists of all and only the
points d ∈ D such that d is not fulfilled in L). If Qi is empty, then we stop the
procedure by putting L′ = Li. Otherwise, Li+1 is built as follows. Let d be the
first element of the queue Qi. If d is fulfilled, we remove it from the queue and
put Li+1 = Li (every point in the queue is not fulfilled at insertion time; how-
ever, it may happen that subsequent expansions of the domain make it fulfilled
before the time at which it is taken into consideration). Otherwise, either there
exists 〈A〉ψ ∈ REQLi(d) which is not fulfilled, or there exists 〈A〉ψ ∈ REQLi(d)
which is not fulfilled, or both.
Suppose that there exists (at least) one 〈A〉-formula in REQLi(d) which is not
fulfilled. Two cases may arise:

1) There exists d′ > d such that REQLi(d′) = REQLi(d) and d′ is fulfilled. Let
ESd

′
f = {d1, ..., dk}. For j = 1, . . . , k, we proceed as follows:
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a) If dj is unique, we put Li+1([d, dj ]) = Li([d′, dj ]). We prove that such
a replacement does not introduce new defects for dj . Suppose by con-
tradiction that it is not the case. Then there must exist a formula
〈A〉θ ∈ REQLi(dj) that is fulfilled only by the interval [d, dj ] (in Li).
Since the interval-tuple 〈REQLi(d), Li([d, dj ]),REQLi(dj)〉 is fulfilled
in Li, there exists an interval [d′′, d′′′] such that 〈REQLi(d),Li([d, dj ]),
REQLi(dj)〉 is fulfilled in Li via [d′′, d′′′]. Since dj is unique, d′′′ = dj .
However, since d in not fulfilled in Li, d′′ 
= d, and thus the interval
[d′′, dj ] fulfills 〈A〉θ, in contradiction with the hypothesis that 〈A〉θ causes
a defect for dj . This case is depicted in Figure 1.

d′′ d d′ dj

Li([d
′′, dj ])

Li([d, dj ])

Li([d
′, dj ])

d′′ d d′ dj

Li+1([d
′′, dj ]) = Li([d

′′, dj ])

Li+1([d, dj ]) = Li([d
′, dj ])

Li+1([d
′, dj ]) = Li([d

′, dj ])

Fig. 1. Relabeling of the interval [d, dj ] in Case 1a

b) If dj is not unique, there exists d 
= dj , with REQLi(d) = REQLi(dj). In
such a case, we introduce a new point d̂ immediately after dj with the
same requests as dj , that is, we put Di+1 = Di ∪ {d̂}, with dj < d̂

and for all d̃, if d̃ > dj , then d̃ > d̂, and we force REQLi+1(d̂) to
be equal to REQLi(dj). To this end, for every d′′ /∈ {d, dj, d′}, we
put Li+1([d′′, d̂]) = Li([d′′, dj ]) (when d′′ < d̂) and Li+1([d̂, d′′]) =
Li([dj , d′′]) (when d′′ > d̂). Moreover, we put Li+1([d, d̂]) = Li([d′, dj ])
and Li+1([d′, d̂]) = Li([d, dj ]), as depicted in Figure 2. In such a way, d
satisfies over [d, d̂] the request that d′ satisfies over [d′, dj ]. At the same
time, we guarantee that d̂ satisfies the same past requests that dj satis-
fies: d̂ satisfies over [d, d̂] (resp., [d′, d̂]) the request that dj satisfies over
[d′, dj ] (resp., [d, dj ]) and it satisfies the remaining past requests over in-
tervals that start at the same point where the intervals over which dj sat-
isfies them start. Finally, if d > dj , we put Li+1([dj , d̂]) = Li([dj , d]), and
Li+1([dj , d̂]) = Li([d, dj ]) otherwise. For all the remaining pairs dr, ds the
labeling remains unchanged, that is, Li+1([dr, ds]) = Li([dr, ds]). Now,
we observe that, by definition of Li+1, if dj is fulfilled (in Li), then d̂ is
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fulfilled (in Li+1), while if dj is not fulfilled (in Li), being d̂ fulfilled or
not (in Li+1) depends on the labeling of the interval [dj , d̂]. If d̂ is not
fulfilled (in Li+1), we insert it into the queue Qi+1.

d
. . .

d′
. . .

dj d̂

Li([d
′, dj ])

Li+1([d, d̂]) = Li([d
′, dj ])

Li([d, dj ])

Li+1([d
′, d̂]) = Li([d, dj ])

Fig. 2. Labeling of the intervals [d, d̂] and [d′, d̂] in Case 1b

2) For every d′ > d, with REQLi(d′) = REQLi(d), d′ is not fulfilled. Let d′ < d
such that REQLi(d′) = REQLi(d), d′ is fulfilled, and, for every d′ < d′′ < d,
if REQLi(d′′) = REQLi(d), then d′′ is not fulfilled. For every point d̃ ∈
D, we define the set PastLi(d̃) = {REQLi(d̂) | d̂ < d̃}. As a preliminary
step, we prove that PastLi(d′) = PastLi(d). Suppose, by contradiction, that
there exists d′ < d′′ < d such that REQLi(d′′) /∈ PastLi(d′). Since Li is a
pseudo-model, there exist d, d

′ ∈ Di such that the interval-tuple 〈REQLi(d′′),
Li([d′′, d]),REQLi(d)〉 is fulfilled in Li via [d, d

′
]. By definition, both d and

d
′
are fulfilled; moreover, REQLi(d) = REQLi(d′′), REQLi(d

′
) = REQLi(d),

and Li([d, d
′
]) = Li([d′′, d]). Since REQLi(d′′) /∈ PastLi(d′), d′ < d and

thus d′ < d
′
. However, since d′ is the largest fulfilled element in Di with

REQLi(d′) = REQLi(d), d
′
cannot be greater than d′ (contradiction). Hence,

PastLi(d′) = PastLi(d).
Let ESd

′
f = {d1, ..., dk}. For every j = 1, ..., k, we proceed as follows:

a) If dj is unique, then dj > d, since PastLi(d′) = PastLi(d). We proceed
as in Case 1a.

b) If dj is not unique and dj > d, then we proceed as in Case 1b.
c) If dj is not unique and d′ < dj < d, then we introduce a new point

d̂ immediately after d with the same requests as dj , that is, we put
Di+1 = Di ∪ {d̂}, with d < d̂ and for all d̃, if d̃ > d, then d̃ >

d̂, and we force REQLi+1(d̂) to be equal to REQLi(dj). To this end,
for every

←−
d with

←−
d < dj (resp., for every

−→
d with

−→
d > d̂), we put

Li+1([
←−
d , d̂]) = Li([

←−
d , dj ]) (resp., Li+1([d̂,

−→
d ]) = Li([dj ,

−→
d ])). Then,
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for all dj ≤
←→
d < d, there exists d′′ < d′ such that REQLi(d′′) =

REQLi(
←→
d ), since PastLi(d′) = PastLi(d). Hence, we put Li+1([

←→
d , d̂]) =

Li([d′′, dj ]). Moreover, we put Li+1([d, d̂]) = Li([d′, dj ]). Finally, if d̂ is
not fulfilled, we insert it into the queue Qi+1. This case is depicted in
Figure 3.

d′′ ←−
d d′ dj

←→
d d d̂

−→
d

Fig. 3. Labeling of intervals starting/ending in d̂ in Case 2c

The case in which there exists (at least) one 〈A〉-formula in REQLi(d) which is
not fulfilled is completely symmetric, and thus its description is omitted. This
concludes the construction of Li+1. Since all points which are fulfilled in Li
remain fulfilled in Li+1, it is immediate to conclude that Li+1 is a pseudo-model.
Moreover, as d is fulfilled in Li+1, it can be safely removed from the queue. As
it can be easily checked, the proposed construction does not remove any point,
but it can introduce new ones, possibly infinitely many. However, the use of a
queue to manage points which are (possibly) not fulfilled guarantees that the
defects of each of them sooner or later will be fixed.

To complete the proof, it suffices to show that the fulfilling LIS L′ for ϕ we
were looking for is the limit of this (possibly infinite) construction. Let L−

i be
equal to Li devoid of the labeling of all intervals consisting of a (non-unique)
point in Qi and a unique point (in Di\Qi). We define L′ as the (possibly infinite)
union ∪i≥0L−

i (if Qi turns out to be empty for some i, then L′ is simply equal to
Li). It is trivial to check that for every pair Di, Di+1, Di ⊆ Di+1. To prove that
for every pair L−i , L−i+1, it holds that L−i ⊆ L−i+1, we observe that: (i) the labeling
of intervals whose endpoints are both non-unique points (resp., unique points)
never changes, that is, it is fixed once and for all, and (ii) for every pair of point
d, d′ ∈ Di \Qi such that d is a non-unique point and d′ is a unique one, if d < d′

(resp., d′ < d), then Lj([d, d′]) = Li([d, d′]) (resp., Lj([d′, d]) = Li([d′, d])) for
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all j ≥ i, that is, the labeling of an interval consisting of a non-unique point and
a unique one may possibly change when the non-unique point is removed from
the queue and then it remains unchanged forever (notice that non-unique points
which are fulfilled from the beginning never change “their labeling”). Finally, to
prove that all points are fulfilled in ∪i≥0L−

i , it is sufficient to observe that: (i) all
unique points belong to D0 and are fulfilled in the restriction of L0 to D0 \Q0

(and thus in L−
0 ), and (ii) for every i ≥ 0, all points in Di \ Qi are fulfilled in

L−
i and the first element of Qi may be not fulfilled in Li (and thus in L−

i ), but
it is fulfilled in L−

i+1. Every point is indeed either directly inserted into Di \Qi
or added to Qi (and thus it becomes the first element of Qj for some j > i) for
some i ≥ 0. ��

Lemma 2. Given a PNL formula ϕ and a fulfilling LIS L = 〈D,L〉 that satisfies
it, there exists a pseudo-model L′ for ϕ, with |D′| ≤ 2 · |ϕ| · 23·|ϕ|+1.

Decidability of PNL over the class of all linear orders immediately follows.

Theorem 2. The satisfiability problem for PNL over the class of all linear or-
ders is decidable.

We conclude the section by explaining how to tailor the above proofs to the cases
of dense and discrete linear orders (details can be found in [6]).

To cope with dense linear orders, we introduce the notion of covering.

Definition 12. Let L = 〈D,L〉 be a pseudo-model for a PNL formula ϕ and
d ∈ D. We say that d is covered if either d is not unique or (d is unique and)
both its immediate predecessor (if any) and successor (if any) are not unique.
We say that L is covered if every d ∈ D is covered.

The construction of Lemma 1 is then revised to force each point in a pseudo-
model for ϕ to be covered so that we can always insert a point in between any
pair of consecutive points, thus producing a dense model for ϕ.

To deal with discrete orders, we make us of the notion of safe pseudo-model.

Definition 13. Let L = 〈D,L〉 be a pseudo-model for a PNL formula ϕ and
d ∈ D. We say that d is safe if either d is not unique or (d is unique and) both
its immediate predecessor (if any) and successor (if any) are fulfilled. We say
that L is safe if every d ∈ D is safe.

Such a safety condition guarantees that the building procedure of Lemma 1 can
be done in such a way that all points added during the construction get their
(definitive) immediate successor and immediate predecessor in at most one step.

As for complexity, it is possible to show that forcing covering (resp., safety)
does not cause any exponential blow-up in the maximum size of a pseudo-model.
More formally, by suitably adapting Lemma 2, we can prove that if ϕ is satisfiable
over dense (resp., discrete) linear orders, then there exists a covered (resp., safe)
pseudo-model L = 〈D,L〉 for it with |D| ≤ 4 · |ϕ| · 23·|ϕ|+1 (resp., |D| ≤ 2 ·
|ϕ| · 24·|ϕ|+1). It easily follows that the satisfiability problem for PNL over all
(resp., dense, discrete) linear orders belongs to the NEXPTIME complexity class.
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NEXPTIME-hardness immediately follows from [7], where a reduction of the
exponential tiling problem, which is known to be NEXPTIME-complete [1], to
the satisfiability problem for the future fragment of PNL is provided (as it can
be easily verified, the reduction is completely independent from the considered
linear order). This allows us to conclude that the satisfiability problem for PNL
over all (resp., dense, discrete) linear orders is NEXPTIME-complete.

5 Tableau Systems for PNL

In this section, we develop tableau-based decision procedures for PNL over all,
dense, and discrete linear orders. We describe in detail the tableau system for
the general case (all linear orders), and then we briefly explain how to specialize
it to deal with the dense and discrete cases. The presentation is organized as
follows. First, we give the rules of the tableau system; then, we describe expansion
strategies and blocking conditions; finally, we state termination, soundness, and
completeness of the method. We conclude the section by proving the optimality
of all the proposed tableau-based decision procedures.

We preliminarily introduce basic concepts and notation. A tableau for a
PNL formula ϕ is a special decorated tree T . We associate a finite linear or-
der DB = 〈DB, <〉 and a request function REQB : DB �→ REQϕ with every
branch B of T . Every node n in B is labeled with a pair 〈[di, dj ], An〉 such that
the triple 〈REQB(di), An, REQB(dj)〉 is an interval-tuple. The initial tableau
for ϕ consists of a single node (and thus of a single branch B) labeled with the
pair 〈[d0, d1], Aϕ〉, where DB = {d0 < d1} and ϕ ∈ Aϕ.

Given a point d ∈ DB and a formula 〈A〉ψ ∈ REQB(d), we say that 〈A〉ψ
is fulfilled in B for d if there exists a node n′ ∈ B such that n′ is labeled
with 〈[d, d′], An′〉 and ψ ∈ An′ . Similarly, given a point d ∈ DB and a formula
〈A〉ψ ∈ REQB(d), we say that 〈A〉ψ is fulfilled in B for d if there exists a node
n′ ∈ B such that n′ is labeled with 〈[d′, d], An′〉 and ψ ∈ An′ . Given a point
d ∈ DB, we say that d is fulfilled in B if every 〈A〉ψ (resp., 〈A〉ψ) in REQB(d)
is fulfilled in B for d.

Let T be a tableau and B be a branch of T , with DB = {d0 < . . . < dk}. We
denote by B · n the expansion of B with an immediate successor node n and by
B · n1| . . . |nh the expansion of B with h immediate successor nodes n1, . . . , nh.
To possibly expand B, we apply one of the following expansion rules:

1. 〈A〉-rule. If there exist dj ∈ DB and 〈A〉ψ ∈ REQB(dj) such that 〈A〉ψ is not
fulfilled in B for dj , we proceed as follows. If there is not an interval-tuple
〈REQB(dj), Aψ, S〉, with ψ ∈ Aψ, we close the branch B. Otherwise, let
〈REQB(dj), Aψ , S〉 be such an interval-tuple. We take a new point d and we
expand B with h = k−j+1 immediate successor nodes n1, . . . , nh such that,
for every 1 ≤ l ≤ h, DB·nl

= DB ∪{dj+l−1 < d < dj+l} (for l = h, we simply
add a new point d, with d > dk, to the linear order), nl = 〈[dj , d], Aψ〉, with
ψ ∈ Aψ, REQB·nl

(d) = S, and REQB·nl
(d′) = REQB(d′) for every d′ ∈ DB.

2. 〈A〉-rule. It is symmetric to the 〈A〉-rule and thus its description is omitted.
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3. Fill-in rule. If there exist two points di, dj , with di < dj , such that there is not
a node in B decorated with the interval [di, dj ], but there exists an interval-
tuple 〈REQB(di), A,REQB(dj)〉, we expand B with a node n = 〈[di, dj ], A〉.
If such an interval-tuple does not exist, then we close B.

The application of any of the above rules may result in the replacement of
the branch B with one or more new branches, each one featuring one new node
n. However, while the Fill-in rule decorates such a node with a new interval
whose endpoints already belong to DB, the 〈A〉-rule (resp., 〈A〉-rule) adds a
new point d to DB which becomes the ending (resp., beginning) point of the
interval associated with the new node.

We say that a node n = 〈[di, dj ], A〉 in a branch B is active if for every prede-
cessor n′ = 〈[d, d′], A′〉 of n in B, the interval-tuples 〈REQB(di), A,REQB(dj)〉
and 〈REQB(d), A′,REQB(d′)〉 are different. Moreover, we say that a point d ∈
DB is active if and only if there exists an active node n in B such that n =
〈[d, d′], A〉 or n = 〈[d′, d], A〉, for some d′ ∈ DB and some atom A. Given a
non-closed branch B, we say that B is complete if for every di, dj ∈ DB, with
di < dj , there exists a node n in B labeled with n = 〈[di, dj ], A〉, for some atom
A. It can be easily seen that if B is complete, then the tuple 〈DB, I(DB),LB〉
such that, for every [di, dj ] ∈ I(DB), LB([di, dj ]) = A if and only if there exists
a node n in B labeled with 〈[di, dj ], A〉, is a LIS. Given a non-closed branch B,
we say that B is blocked if B is complete and for every active point d ∈ B we
have that d is fulfilled in B.

We start from an initial tableau for ϕ and we apply the expansion rules to
all the non-blocked and non-closed branches B. The expansion strategy is the
following one:

1. Apply the Fill-in rule until it generates no new nodes in B.
2. If there exist an active point d ∈ DB and a formula 〈A〉ψ ∈ REQB(d) such

that 〈A〉ψ is not fulfilled in B for d, then apply the 〈A〉-rule on d. Go back
to step 1.

3. If there exist an active point d ∈ DB and a formula 〈A〉ψ ∈ REQB(d) such
that 〈A〉ψ is not fulfilled in B for d, then apply the 〈A〉-rule on d. Go back
to step 1.

A tableau T for ϕ is final if and only if every branch B of T is closed or blocked.

Theorem 3 (Termination). Let T be a final tableau for a PNL formula ϕ and
B be a branch of T . We have that |B| ≤ (2 · |ϕ| ·23·|ϕ|+1) · (2 · |ϕ| ·23·|ϕ|+1−1)/2.

Theorem 4 (Soundness). Let T be a final tableau for a PNL formula ϕ. If T
features one blocked branch, then ϕ is satisfiable over all linear orders.

Theorem 5 (Completeness). Let ϕ be a PNL formula which is satisfiable
over the class of all linear orders. Then there exists a final tableau for ϕ with at
least one blocked branch.



86 D. Bresolin et al.

The above tableau system can be tailored to the dense and discrete cases.
As for the dense case, it suffices to apply the following rule immediately after

the 〈A〉/〈A〉-rules:

Dense rule. If there exist two consecutive non-covered points di, di+1, we proceed
as follows. If there is not an interval-tuple 〈REQB(di), A, S〉 for some S ∈ REQϕ

and A ∈ Aϕ, we close the branch B. Otherwise, let 〈REQB(di), A, S〉 be such an
interval-tuple. We expand B with a node n, labeled with 〈[di, d], A〉, such that
REQB·n(d) = S and DB·n = DB ∪ {di < d < di+1}.

The discrete case is more complex. First, we partition nodes (intervals) in two
classes, namely, free and unit nodes. Free nodes are labeled with triples of the
form 〈[d, d′], A, free〉, meaning that a point can be added in between d and d′;
unit nodes, labeled with triples of the form 〈[d, d′], A, unit〉, denote unit intervals
(insertions are forbidden). The set of expansion rules is then updated as follows.
The Fill-in rule remains unchanged. The 〈A〉/〈A〉-rules are revised to prevent
the insertion of points inside unit-intervals. The introduction of unit intervals is
managed by two additional rules (Predecessor and Successor rules) to be applied
immediately after the 〈A〉/〈A〉-rules.

Successor rule. If there exists dj ∈ DB such that dj is unique in DB, its im-
mediate successor dj+1 in DB is not fulfilled, there exists a node n labeled
by 〈[dj , dj+1], An, free〉, for some atom An, in B, and there exists no node n′

labeled by 〈[dj , dj+1], An′ , unit〉, for some atom An′ , in B, then we proceed
as follows. We expand B with 2 immediate successor nodes n1, n2 such that
n1 = 〈[dj , dj+1], An, unit〉 and n2 = 〈[dj , d], A′, unit〉, with dj < d < dj+1 and
there exists an interval-tuple 〈REQB(dj), A′, S〉, for some A′ and S (the exis-
tence of such an interval tuple is guaranteed by the existence of a node n with
label 〈[dj , dj+1], An, free〉). We have that DB·n1 = DB and DB·n2 = DB ∪ {dj <
d < dj+1}. Moreover, REQB·n2

(d) = S and REQB·n2
(d′) = REQB(d′) for every

d′ ∈ DB.

Predecessor rule. Symmetric to the successor rule and thus omitted.
As for the complexity, in both cases (dense and discrete), no exponential

blow-up in the maximum length of a branch B (with respect to the general
case) occurs. More formally, following the reasoning path of Theorem 3, we can
prove that the maximum length of a branch B in the dense (resp., discrete) case
is |B| ≤ (4 · |ϕ| · 23·|ϕ|+1 − 1) · (4 · |ϕ| · 23·|ϕ|+1 − 2)/2 (resp., |B| ≤ (2 · (3 · |ϕ|+
1) · 23·|ϕ|+1) · (2 · (3 · |ϕ|+ 1) · 23·|ϕ|+1 − 1)/2). Optimality easily follows.

6 Conclusions and Future Work

In this paper, we have developed an optimal tableau system for PNL interpreted
over the class of all linear orders, and we have shown how to adapt it to deal
with the subclasses of dense and (weakly) discrete linear orders. We are currently
working at the implementation of the three tableau systems.
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Abstract. We give a general proof-theoretic method for proving Craig
interpolation for displayable logics, based on an analysis of the individual
proof rules of their display calculi. Using this uniform method, we prove
interpolation for a spectrum of display calculi differing in their structural
rules, including those for multiplicative linear logic, multiplicative addi-
tive linear logic and ordinary classical logic. Our analysis of proof rules
also provides new insights into why interpolation fails, or seems likely to
fail, in many substructural logics. Specifically, contraction appears par-
ticularly problematic for interpolation except in special circumstances.

1 Introduction

I believe or hope that Display logic can be used as a basis for establishing
an interpolation theorem; but that remains to be seen.

Nuel D. Belnap, Display Logic [1], 1982

Craig’s original interpolation theorem for first-order logic [6] states that for
any provable entailment F � G between formulas, an “intermediate formula” or
interpolant I can be found such that both F � I and I � G are provable and
every nonlogical symbol occurring in I occurs in both F and G. This seemingly
innocuous property turns out to have considerable mathematical significance be-
cause Craig interpolation is intimately connected with consistency, compactness
and definability (see [8] for a survey). In computer science, it plays an important
rôle in settings where modular decomposition of complex theories is a concern,
and has been applied to such problems as invariant generation [16], type infer-
ence [12], model checking [5,15] and the decomposition of complex ontologies [13].
Whether a given logic satisfies interpolation is thus of practical importance in
computer science as well as theoretical importance in logic.

In this paper, we give a proof-theoretic method for establishing Craig in-
terpolation in the setting of Belnap’s display logic. Display logic is a general
consecution framework which allows us to combine multiple families of logical
connectives into a single display calculus [1]. Display calculi are characterised by
the availability of a “display-equivalence” relation on consecutions which allows
us to rearrange a consecution so that a selected substructure appears alone on
one side of the proof turnstile. Various authors have shown how to capture large

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 88–103, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



Craig Interpolation in Displayable Logics 89

classes of modal and substructural logics within this framework [2,11,14,20], and
how to characterise the class of Kripke frame conditions that can be captured by
displayed logics [10]. A major advantage of display calculi is that they enjoy an
extremely general cut-elimination theorem which relies on checking eight simple
conditions on the rules of the calculus. Restall has also shown how decidability
results can be obtained from cut-free display calculi [17].

In the case that a cut-free sequent calculus à la Gentzen is available, inter-
polation for the logic in question can typically be established by induction over
cut-free derivations (see e.g. [4]). Besides its theoretical elegance, this method
has the advantage of being fully constructive. One of the main criticisms lev-
elled against display calculi is that they do not enjoy a true sub-formula property
and hence, in contrast to the situation for sequent calculi, Belnap’s general cut-
elimination theorem cannot be used to prove results like interpolation for display
calculi. Indeed, to our knowledge there are no interpolation theorems for display
calculi in the literature. Here we (partially) rebut the aforementioned criticism
by giving a general Craig interpolation result for a large class of displayed logics.

The main idea of our approach is to construct a set of interpolants at each
step of a given proof, one for every possible “rearrangement” of the consecution
using both display-equivalence and any native associativity principles. Our aim
is then to show that, given interpolants for all rearrangements of the premises
of a rule, one can find interpolants for all rearrangements of its conclusion. This
very general interpolation method applies to a wide range of logics with a display
calculus presentation and is potentially extensible to even larger classes of such
logics. However, some proof rules enjoy the aforementioned property only under
strong restrictions, with contraction being the most problematic among the rules
we study in this paper. This gives a significant new insight into the reasons why
interpolation fails, or appears likely to fail, in many substructural logics.

Section 2 introduces the display calculi that we work with throughout the
paper. We develop our interpolation methodology incrementally in Sections 3, 4
and 5. Section 6 concludes. The proofs in this paper have been abbreviated for
space reasons; detailed proofs can be found in an associated technical report [3].

2 Display Calculus Fundamentals

We now give a basic display calculus which can be customised to various logics by
adding structural rules. In general, one may formulate display calculi for logics
involving arbitrarily many families of formula and structure connectives. To limit
the bureaucracy and technical overhead due to such generality, we limit ourselves
in this paper to display calculi employing only a single family of connectives. For
similar reasons, we also restrict to commutative logics.

Definition 2.1 (Formula, Structure, Consecution). Formulas and struc-
tures are given by the following grammars, where P ranges over a fixed infinite
set of propositional variables, F ranges over formulas, and X over structures:

F ::= P | � | ⊥ | ¬F | F & F | F ∨ F | F → F | �a | ⊥a | F &a F | F ∨a F
X ::= F | ∅ | �X | X ; X
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(The subscript “a” is for “additive”.) A structure is called atomic if it is either
a formula or ∅. When we reason by induction on a structure X , we typically
conflate the cases X = F and X = ∅ into the case where X is atomic. We
use F,G, I etc. to range over formulas, W,X, Y, Z etc. to range over structures,
and A,B etc. to range over atomic structures. We write V(X) for the set of
propositional variables occurring in the structure X . If X and Y are structures
then X � Y is a consecution. We use C, C′ etc. to range over consecutions.

Definition 2.2 (Interpretation of structures). For any structure X we de-
fine the formulas ΨX and ΥX by mutual structural induction on X as:

ΨF = F Ψ∅ = � ΥF = F Υ∅ = ⊥
Ψ�X = ¬ΥX ΨX1;X2 = ΨX1 & ΨX2 Υ�X = ¬ΨX ΥX1;X2 = ΥX1 ∨ ΥX2

For any consecution X � Y we define its formula interpretation to be ΨX � ΥY .

Definition 2.3 (Antecedent and consequent parts). A part of a structure
X is an occurrence of one of its substructures. We classify the parts of X as
either positive or negative in X as follows:

– X is a positive part of itself;
– a negative / positive part of X is a positive / negative part of �X ;
– a positive / negative part of X1 orX2 is a positive / negative part ofX1 ; X2.

Z is said to be an antecedent / consequent part of a consecution X � Y if it is a
positive / negative part of X or a negative / positive part of Y .

Definition 2.4 (Display-equivalence). We define display-equivalence ≡D to
be the least equivalence on consecutions containing the (symmetric) relation �D

given by the following display postulates :

X ;Y � Z �D X � �Y ;Z �D Y ;X � Z
X � Y ;Z �D X ; �Y � Z �D X � Z;Y
X � Y �D �Y � �X �D ��X � Y

Note that Defn. 2.4 builds in the commutativity of ; on the left and right of
consecutions, i.e., we are assuming both & and ∨ commutative.

Proposition 2.5 (Display property). For any antecedent / consequent part
Z of a consecution X � Y , one can construct a structure W such that X � Y ≡D
Z �W / X � Y ≡D W � Z, respectively.

Proof. (Sketch) For any X � Y , the display postulates of Defn. 2.4 allow us to
display each of the immediate substructures of X and Y (as the antecedent or
consequent as appropriate). The proposition follows by iterating. 	


Rearranging X � Y into Z �W or W � Z in Prop. 2.5 is called displaying Z.
Figure 1 gives the proof rules of a basic display calculus D0 which only uses the

logical connectives �, ⊥, ¬, &, ∨, and→. Figure 2 presents “structure-free” rules
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Identity rules:

(Id)
P � P

X ′ � Y ′
X � Y ≡D X ′ � Y ′ (≡D)

X � Y

Logical rules:

∅ � X
(�L)

� � X
(�R)

∅ � �
F ;G � X

(&L)
F & G � X

X � F Y � G
(&R)

X ; Y � F & G

(⊥L)
⊥ � ∅

X � ∅
(⊥R)

X � ⊥
F � X G � Y

(∨L)
F ∨G � X ; Y

X � F ;G
(∨R)

X � F ∨G
�F � X

(¬L)
¬F � X

X � �F
(¬R)

X � ¬F
X � F G � Y

(→L)
F → G � �X ; Y

X ; F � G
(→R)

X � F → G

Fig. 1. Proof rules for the basic display calculus D0

(⊥aL)
⊥a � X

Fi � X
i ∈ {1, 2} (&aL)

F1 &a F2 � X
F � X G � X

(∨aL)
F ∨a G � X

(�aR)
X � �a

X � F X � G
(&aR)

X � F &a G

X � Fi

i ∈ {1, 2} (∨aR)
X � F1 ∨a F2

Fig. 2. Structure-free proof rules for the “additive” logical connectives

for the additive logical connectives �a, ⊥a, &a and ∨a, and Figure 3 presents
some structural rules governing the behaviour of the structural connectives ∅,
‘;’ and �. The rules in Figures 2 and 3 should be regarded as optional: if D is a
display calculus and R is a list of rules from Figures 2 and 3 then the extension
D+R of D is the display calculus obtained from D by adding all rules in R. We
write D+

0 to abbreviate the extension of D0 with all of the structure-free rules
in Figure 2.

We prove interpolation by induction over cut-free derivations, so we omit the
cut rule from D0. The following theorem says that this omission is harmless.

Theorem 2.6. The following cut rule is admissible in any extension of D0:

X � F F � Y
(Cut)

X � Y

Proof. (Sketch) Given the display property (Prop. 2.5), we verify that the proof
rules in Figures 1–3 meet Belnap’s conditions C1–C8 for cut-elimination [1]. 	
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∅;X � Y
(∅CL)

X � Y
X � Y ; ∅

(∅CR)
X � Y

X � Y
(∅WL)

∅;X � Y
X � Y

(∅WR)
X � Y ; ∅

(W ;X);Y � Z
(α)

W ; (X;Y ) � Z
X � Z

(W)
X; Y � Z

X;X � Y
(C)

X � Y

Fig. 3. Some structural rules

Comment 2.7. Under the formula interpretation of consecutions given by Def-
inition 2.2, certain of our display calculi can be understood as follows:

DMLL = D0+(α), (∅CL), (∅CR), (∅WL), (∅WR) is multiplicative linear logic (LL);
DMALL = D+

0 + (α), (∅CL), (∅CR), (∅WL), (∅WR) is multiplicative additive LL;
DCL = D0 +(α), (∅CL), (∅CR), (W), (C) is standard classical propositional logic.

3 Interpolation: Nullary, Unary and Structure-Free Rules

We now turn to our main topic: whether interpolation holds in our display calculi.

Definition 3.1 (Interpolation). A display calculus D has the interpolation
property if for any D-provable consecutionX � Y there is an interpolant formula
I such that X � I and I � Y are both D-provable with V(I) ⊆ V(X) ∩ V(Y ).

We note that, by cut-admissibility (Theorem 2.6), the existence of an interpolant
for a consecution C implies the provability of C.

We aim to emulate the spirit of the classical proof-theoretic approach to in-
terpolation for cut-free sequent calculi such as Gentzen’s LK (see e.g. [4]). That
is, given a cut-free display calculus proof of a consecution, we aim to construct
its interpolant by induction over the structure of the proof. However, the dis-
play postulates introduce a difficulty: for example, given an interpolant I for
X ; Y � Z, it is not clear how to use I to obtain an interpolant for X � �Y ; Z.
In fact, similar problems arise for sequent calculi as well (e.g., in the classical
negation rules of LK), and the usual solution is to simultaneously construct inter-
polants for all possible decompositions of each sequent. We employ an analogue
of this strategy for the setting of display calculi: we simultaneously construct in-
terpolants for all possible rearrangements of each consecution, where the notion
of “rearrangement” is provided by the combination of display-equivalence and,
if it is present in the calculus, the associativity rule (α). The latter inclusion is
necessary for similar reasons to those for the inclusion of the display postulates.

Definition 3.2. Let D be a display calculus and C, C′ be consecutions. We
define C →A C′ to hold iff D includes (α) and C is the premise of an instance of
(α) with conclusion C′. Then the relation →AD is defined to be →A ∪�D and
the relation ≡AD is defined to be the reflexive-transitive closure of →AD.

Clearly ≡D ⊆≡AD, and ≡AD is exactly ≡D in any display calculus without (α).
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Comment 3.3. The relation ≡AD is indeed an equivalence relation. Further-
more, the following proof rule is derivable in any extension of D0:

X ′ � Y ′
X � Y ≡AD X ′ � Y ′ (≡AD)

X � Y
Our definition of ≡AD gives rise to the following “local AD-interpolation” prop-
erty for display calculus proof rules.

Definition 3.4 (LADI property). A proof rule of a display calculus D with
conclusion C is said to have the local AD-interpolation (LADI) property if, given
that for each premise of the rule Ci we have interpolants for all C′i ≡AD Ci, we
can construct interpolants for all C′ ≡AD C.
Lemma 3.5. If the proof rules of a display calculus D each have the LADI
property, then D has the interpolation property.

Proof. (Sketch) We require an interpolant for each D-provable consecution C.
We construct interpolants for all C′ ≡AD C by induction on the proof of C, using
LADI for the proof rules at each induction step, giving an interpolant for C. 	

Thus the LADI property gives a sufficient condition, in terms of individual proof
rules, for interpolation to hold in display calculi. In proving this property for a
given rule, we will require to track the atomic parts of a consecution being
rearranged using ≡AD, and possibly substitute other structures for these parts.
It is intuitively obvious how to do this: the next definitions formalise the concept.

Definition 3.6 (Substitution). Let Z be a part of the structure X . We write
the substitution notation X [Y/Z], where Y is a structure, to denote the replace-
ment of Z (which we emphasise is a substructure occurrence) by the structure
Y . We extend substitution to consecutions in the obvious way.

Definition 3.7 (Congruence). Let C →AD C′, whence C and C′ are obtained
by assigning structures to the structure variables occurring in our statement of
some display postulate (see Defn. 2.4) or the rule (α) (see Figure 3). Two atomic
parts A and A′ of C and C′ respectively are said to be congruent if they occupy
the same position in the structure assigned to some structure variable.

(E.g., the two indicated occurrences of F are congruent in X ; (F ; ∅) � Z →AD

X � �(F ; ∅);Z, as are the two indicated occurrences of ∅, because they occupy
the same position in the structure (F ; ∅) assigned to the structure variable Y in
our statement of the display postulate X ;Y � Z �D X � �Y ;Z.)

We extend congruence to atomic parts A and A′ of consecutions C and C′
such that C ≡AD C′ by reflexive-transitive induction on ≡AD in the obvious way.
That is, any atomic part of C is congruent to itself, and if C →AD C′′ ≡AD C′
then A and A′ are congruent if there is an atomic part A′′ of C′′ such that A is
congruent to A′′ and A′′ is congruent to A′.

Finally, we extend congruence to non-atomic parts of consecutions as follows.
If C ≡AD C′ and Z, Z ′ are parts of C, C′ respectively then Z and Z ′ are congruent
if every atomic part A of Z is congruent to an atomic part A′ of Z ′, such that
the position of A in Z is identical to the position of A′ in Z ′.
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Comment 3.8. If C ≡AD C′ then, for any atomic part of C, there is a unique
congruent atomic part of C′. Moreover, congruent parts of C and C′ are oc-
currences of the same structure. We use identical names for parts of ≡AD-
related consecutions to mean that those parts are congruent. E.g., we write
C[Z/A] ≡AD C′[Z/A] to mean that the two indicated parts A are congruent.

Lemma 3.9 (Substitution lemma). If C ≡AD C′ and A is an atomic part of
C then, for any structure Z, we have C[Z/A] ≡AD C′[Z/A].

Proof. (Sketch) Since the display postulates and the associativity rule (α) are
each closed under substitution of an arbitrary structure for congruent atomic
parts, this follows by an easy reflexive-transitive induction on C ≡AD C′. 	

Proposition 3.10. The proof rules (≡D), (Id), (�L), (�R), (⊥L), (⊥R), (¬L),
(¬R), (&L), (∨R), and (→R) each have the LADI property in any extension
of D0. Furthermore, the associativity rule (α) has the LADI property in any
extension of D0+(α), and the structure-free rules (�aR), (⊥aL), (&aL), (&aR),
(∨aL), and (∨aR) each have the LADI property in any extension of D+

0 .

Proof. (Sketch) We treat each rule separately, noting that (≡D) and (α) are more
or less immediate by assumption. We just show one case here, the structure-free
rule (∨aL). In that case, we must produce interpolants for all W � Z ≡AD
F ∨a G � X . We distinguish two subcases: either the indicated F ∨a G oc-
curs in W or in Z. We suppose it occurs in Z, so that by Lemma 3.9 we
have F � X ≡AD W � Z[F/F ∨a G] and G � X ≡AD W � Z[G/F ∨a G]. Let
I1 and I2 be the interpolants given by assumption for W � Z[F/F ∨a G] and
W � Z[G/F ∨a G] respectively. We claim that I1 &a I2 is an interpolant1 for
W � Z. The variable condition is easily seen to hold, so it remains to check
the provability conditions. Given that W � I1 and W � I2 are provable by as-
sumption, we can derive W � I1 &a I2 by a single application of (&aR). Fi-
nally, given that I1 � Z[F/F ∨a G] and I2 � Z[G/F ∨a G] are provable by as-
sumption, we must show that I1 &a I2 � Z is provable. First, since the indi-
cated F ∨a G occurs in Z by assumption, we have I1 &a I2 � Z ≡D F ∨a G � U
for some U by the display property (Prop. 2.5). Thus by Lemma 3.9 we have
I1 &a I2 � Z[F/F ∨a G] ≡D F � U and I1 &a I2 � Z[G/F ∨a G] ≡D G � U . So
we can derive I1 &a I2 � Z as follows:

···
I1 � Z[F/F ∨a G]

(&aL)
I1 &a I2 � Z[F/F ∨a G]

(≡D)
F � U

···
I2 � Z[G/F ∨a G]

(&aL)
I1 &a I2 � Z[G/F ∨a G]

(≡D)
G � U

(∨aL)
F ∨a G � U

(≡D)
I1 &a I2 � Z

If the indicated F ∨aG instead occurs in W , then the argument is similar but we
pick the interpolant to be I1 ∨a I2. This completes the case, and the proof. 	

1 Equivalently, ¬(¬I1 ∨a ¬I2) also works. Note that, because of the display postulate
X � Y �D �Y � �X , it is not possible to construct ¬-free interpolants in general.



Craig Interpolation in Displayable Logics 95

4 Interpolation: Binary Logical Rules

We now extend our basic method for proving LADI of display calculus proof rules
to the binary logical rules of D0. These cases are considerably harder than the
simple rules considered in the previous section because they combine arbitrary
structures from the two premises, leading to many new ≡AD-rearrangements of
the conclusion compared to the premises. To deal with this complexity, we will
require several technical substitutivity lemmas for ≡AD.

The following notion of deletion of a part of a structure is similar to that used
by Restall [17]. We write �n for a string of n occurrences of �. Recall that identical
names are used to denote congruent parts of ≡AD-equivalent consecutions.

Definition 4.1 (Deletion). A part Z of a structure X is delible from X if X
is not of the form �nZ for some n ≥ 0, i.e., X contains a substructure occurrence
of the form �nZ;W (up to commutativity of “;”). If Z is delible from X , we
write X \ Z for the structure X [W/(�nZ;W )], the result of deleting Z from X .

A part Z of a consecution C is delible from C if it can be deleted from the
side of C of which it is a part, and we write C \ Z for the consecution obtained
by deleting Z from the appropriate side of C.

The following lemma says that ≡AD-rearrangement is (essentially) preserved
under deletion of congruent parts. This is crucial to the subsequent substitutivity
Lemmas 4.3 and 4.5, which say that ≡AD-rearrangement does not depend on the
presence of “contextual” structure not directly affected by the rearrangement.

Lemma 4.2 (Deletion lemma). Let C be a consecution and let A be an atomic
part of C. If C ≡AD C′ and A is delible from C then the following hold:

1. if A is delible from C′ then C \A ≡AD C′ \A;
2. if A is not delible from C′ then one side of C′ is of the form �m(Z1;Z2) and

we have C \A ≡AD Z1 � �Z2 if (Z1;Z2) is an antecedent part of C′, and
C \A ≡AD �Z1 � Z2 if (Z1;Z2) is a consequent part of C′.

Proof. (Sketch) By reflexive-transitive induction on C ≡AD C′. In the reflexive
case we have C′ = C and are trivially done. In the transitive case we have C ≡AD
C′′ →AD C′, and we distinguish subcases on C′′ →AD C′. The nonstraightforward
subcases are those where A is delible from C′′ but not from C′ or vice versa. For
example, consider the case S;T � U →AD S � �T ;U , and suppose (for 1) that A
is delible from S � �T ;U but not from S;T � U . Then we must have U = �nA,
whence we have by part 2 of the induction hypothesis that (S;T � U) \A ≡AD
S � �T (because S;T is an antecedent part of S;T � U). Then 1 holds as required
because, given U = �nA, we have S � �T = (S � �T ;U) \A. 	


Lemma 4.3 (Substitutivity I). For all W,X, Y, Z, if W � X ≡AD W � Y
then Z � X ≡AD Z � Y , and if X �W ≡AD Y �W then X � Z ≡AD Y � Z.

Proof. (Sketch) By Lemma 3.9 it suffices to consider the case in which Z is a
formula F . We prove both implications simultaneously by structural induction
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on W . The atomic case follows by Lemma 3.9. The case W = �W ′ is straightfor-
ward by induction hypothesis. In the case W = W1;W2 we obtain, for the first
implication, F ;G � X ≡AD F ;G � Y using the induction hypothesis. Thus we
obtain, by Lemma 4.2, (F ;G � X) \G ≡AD (F ;G � Y ) \G, i.e. F � X = F � Y
as required. The second implication is similar. 	


Definition 4.4. Let C ≡AD C′ and let Z, Z ′ be parts of C and C′ respectively.
We write Z ′ �Z if every atomic part of Z ′ is congruent to an atomic part of Z.

Lemma 4.5 (Substitutivity II). For all structures W,W ′, X, Y and for any
atomic structure A, all of the following hold:

1. if W � X ≡AD W ′ � Y and W ′ �W then ∃U. W � A ≡AD W ′ � U ;
2. if X �W ≡AD W ′ � Y and W ′ �W then ∃U. A �W ≡AD W ′ � U ;
3. if W � X ≡AD Y �W ′ and W ′ �W then ∃U. W � A ≡AD U �W ′;
4. if X �W ≡AD Y �W ′ and W ′ �W then ∃U. A �W ≡AD U �W ′.

(Also, in each case we still have W ′ �W under the replacement of X by A.)

Proof. (Sketch) We show all four implications simultaneously by structural in-
duction on X . The atomic case follows from Lemma 3.9. The case X = �X ′ is
straightforward by induction hypothesis. In the case X = X1;X2 we obtain, for
the first implication, W � A;A ≡AD W ′ � V for some V using the induction hy-
pothesis (twice). Since W ′ �W , both indicated occurrences of A must occur in,
and be delible from V . Thus by Lemma 4.2, we have W � A ≡AD W ′ � (V \A)
and are done by taking U = V \A. The other implications are similar. 	


Our final lemma says that if two separate structures have been “mixed up” by
≡AD, then the resulting structure can be “filtered” into its component parts.

Lemma 4.6 (Filtration). Let X ;Y � U ≡AD W � Z, where W � X ;Y but
W � X and W � Y . Then there exist W1 and W2 such that W � Z ≡AD
W1;W2 � Z with W1 �X and W2 �Y . Similarly, if X ;Y � U ≡AD Z �W with
W � X ;Y but W � X and W � Y , then there exist W1 and W2 such that
Z �W ≡AD Z �W1;W2 with W1 �X and W2 � Y .

Proof. (Sketch) We prove both implications simultaneously by structural induc-
tion on W . The difficult case is when W = W1;W2. If W1 � X and W2 � Y
or vice versa then we are done. If not, in the case of the first implication we
have X ;Y � U ≡AD W1;W2 � Z where W1;W2 �X ;Y and either W1 � X and
W1 � Y , orW2 � X andW2 � Y (we assume both here). It is clear by inspection
of the display postulates that this situation can only arise when the rule (α) is
present. Using the induction hypotheses, we obtainW ′

1�X ,W ′′
1 �Y , W ′

2�X and
W ′′

2 � Y such that W1;W2 � Z ≡AD (W ′
1;W

′′
1 ); (W ′

2;W
′′
2 ) � Z. Thus, given that

≡AD incorporates (α), we obtain W1;W2 � Z ≡AD (W ′
1;W ′

2); (W ′′
1 ;W ′′

2 ) � Z
where (W ′

1;W
′
2) �X and (W ′′

1 ;W ′′
2 ) � Y as required. 	


Theorem 4.7 (Binary rules). The rules (&R), (∨L) and (→L) all have the
local AD-interpolation property in any extension of D0.
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Proof. (Sketch) We consider the case (&R), in which case we must produce
interpolants for all W � Z ≡AD X ;Y � F&G. We suppose the indicated F&G
occurs in Z, in which case W �X ;Y , and distinguish three subcases: W �X ;
W�Y ; and W � X , W � Y . We just show the last case, the hardest. By the first
part of Lemma 4.6 there exist W1 and W2 such that W � Z ≡AD W1;W2 � Z
with W1 �X and W2 �Y . Thus we have X � �Y ;F & G ≡AD W1 � �W2;Z with
W1 �X , and Y � �X ;F & G ≡AD W2 � �W1;Z with W2 �Y . Hence by part 1 of
Lemma 4.5 we have X � F ≡AD W1 � U1 for some U1 and Y � G ≡AD W2 � U2

for some U2. Let I1, I2 be the interpolants given by assumption for W1 � U1 and
W2 � U2 respectively. We claim that I1 & I2 is an interpolant for W � Z.

First, we show that W � I1 & I2 is provable. We have W1 � I1 and W2 � I2
provable by assumption, so W1;W2 � I1 & I2 is provable by applying (&R).
Since W1;W2 � Z ≡AD W � Z, we have W1;W2 � I1 & I2 ≡AD W � I1 & I2
by Lemma 4.3, and so W � I1 & I2 is provable by applying the rule (≡AD).

Next, we must show that I1 & I2 � Z is derivable, given that I1 � U1 and
I2 � U2 are derivable. First, note that becauseX � F ≡AD W1 � U1 andW1�X ,
the indicated F is a part of U1, and thus I1 � U1 ≡D V1 � F for some V1 by
Prop. 2.5. Similarly, I2 � U2 ≡D V2 � G for some V2. Next, using Lemma 3.9, we
have W1 � �W2;Z ≡AD W1 � U1[(�Y ;F & G)/F ]. Thus by Lemma 4.3 we have
I1 � �W2;Z ≡AD I1 � U1[(�Y ;F & G)/F ]. Since I1 � U1 ≡D V1 � F we have,
using Lemma 3.9, I1 � �W2;Z ≡AD V1;Y � F & G. Now, since Y � G ≡AD
W2 � U2 we obtain using Lemma 3.9W2 � �I1;Z ≡AD W2 � U2[(�V1;F & G)/G].
So by applying Lemma 4.3 we have I2 � �I1;Z ≡AD I2 � U2[�V1;F & G/G].
Since I2 � U2 ≡D V2 � G we obtain I1; I2 � Z ≡AD V1;V2 � F & G (again using
Lemma 3.9). This enables us to derive I1 & I2 � Z as follows:

···
I1 � U1

(≡D)
V1 � F

···
I2 � U2

(≡D)
V2 � G

(&R)
V1;V2 � F & G

(≡AD)
I1; I2 � Z

(&L)
I1 & I2 � Z

Finally, we check the variable condition. We have V(I1) ⊆ V(W1) ∩ V(U1) and
V(I2) ⊆ V(W2) ∩ V(U2). It is clear that V(W1) ⊆ V(W ) and V(W2) ⊆ V(W )
because W � Z ≡AD W1;W2 � Z. Moreover, V(U1) ⊆ V(Z) because we have
X � F ≡AD W1 � U1 and X � �Y ;F & G ≡AD W1 � �W2;Z while W1 �X and
W2 � Y (or, alternatively, it is clear by inspection of the derivation above).
Similarly V(U2) ⊆ V(Z) and thus V(I1 & I2) ⊆ V(W ) ∩ V(Z) as required.

The subcases W �X and W � Y are similar except that we directly use the
interpolant given by just one of the premises. If the indicated F&G occurs in
W rather than Z we again distinguish three subcases and take the interpolant
I1 ∨ I2 in the analogue of the subcase above. This completes the proof. 	
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Corollary 4.8. For any D ∈ {D0,D+
0 ,D0 + (α),D+

0 + (α)}, the proof rules of
D all have the LADI property in (any extension of) D, and thus D has the
interpolation property.

Proof. LADI for the proof rules of D in any extension of D is given by Prop. 3.10
and Theorem 4.7. Interpolation for D then follows by Lemma 3.5. 	


5 Interpolation: Structural Rules

We now examine the LADI property for the structural rules given in Figure 3.

Proposition 5.1 (Unit contraction rules). The unit left-contraction rule
(∅CL) has the LADI property in any extension of D0 + (∅CL). Similarly, the
rule (∅CR) has the LADI property in any extension of D0 + (∅CR).

Proof. (Sketch) We consider (∅CL) here; (∅CR) is similar. We require to con-
struct interpolants for all W � Z ≡AD X � Y . First, by reflexive-transitive in-
duction on W � Z ≡AD X � Y , we show that ∅;X � Y ≡AD (W � Z)[(∅;U)/U ]
or ∅;X � Y ≡AD (W � Z)[(�∅;U)/U ] for some U . We claim that the assumed
interpolant I for W ′ � Z ′ is an interpolant for W � Z. The variable condition is
easily seen to be satisfied, so it remains to check the provability conditions. We
assume without loss of generality that U is a part of Z, so that W � I is provable
by assumption. To prove I � Z, we start with the assumed derivation of I � Z ′

and use Prop. 2.5 to display the structure ∅;U or �∅;U . We then remove the ∅
using (∅CL) and obtain I � Z by inverting the previous display moves. 	


Proposition 5.2 (Unit weakening rules). The unit weakening rule (∅WL)
has the LADI property in any extension of D0+(∅WL). Similarly, the rule (∅WR)
has the LADI property in any extension of D0 + (∅WR).

Proof. (Sketch) We just consider (∅WL), as (∅WR) is similar. We require to
find interpolants for all W � Z ≡AD ∅;X � Y . We distinguish two cases. First
of all, if the indicated ∅ is not delible from W � Z, then W or Z is of the
form �n∅. We suppose Z = �n∅ in which case n must be odd (because the
indicated ∅ is an antecedent part of ∅;X � Y and thus of W � Z) and we pick
the interpolant for W � Z to be ¬�. The variable condition is trivially satisfied,
and ¬� � Z = ¬� � �n∅ is easily provable.W � ¬� is provable from the premise
X � Y using the rule (∅WL) and the derived rule (≡AD) by observing that
∅;X � Y ≡AD ∅ � �W . The case where W = �n∅ is symmetric.

If the indicated ∅ is delible fromW � Z then, by Lemma 4.2, we haveX � Y =
(∅;X � Y ) \ ∅ ≡AD (W � Z) \ ∅. We claim that the interpolant I given for
(W � Z) \ ∅ by assumption is also an interpolant for W � Z. Without loss of
generality, we assume that the indicated ∅ occurs in Z, so that (W � Z) \ ∅ =
W � (Z \ ∅). It is easy to see that the required variable condition holds. It re-
mains to check the provability conditions. We have W � I provable by assump-
tion, so it just remains to show that I � Z is provable, given that I � (Z \ ∅)
is provable. By the definition of deletion (Defn. 4.1), Z \ ∅ = Z[U/(�n∅;U)] for
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some U . Thus, by Prop. 2.5, and assuming (�n∅;U) an antecedent part of Z, we
have I � Z ≡D ∅;U � V and I � (Z \ ∅) ≡D U � V for some V (note that the
same V is obtained in both cases). Thus we can derive I � Z from I � (Z \ ∅)
by applications of (≡D) and (∅WL). 	


Theorem 5.3 (Weakening). The weakening rule (W) has the LADI property
in any extension of D0 + (W), (∅CL) or D0 + (W), (∅CR).

Proof. (Sketch) We require to find interpolants for all W � Z ≡AD X ;X ′ � Y .
We distinguish three cases: W �X ′; Z �X ′; and W � X ′, Z � X ′. In the case
W �X ′, we choose the interpolant I to be � if (∅CL) is available (which guaran-
teesW � � is provable), or ¬⊥ if (∅CR) is available (which guaranteesW � ¬⊥ is
provable). To see that I � Z is provable, note that W � Z ≡AD X ′ � �X ;Y with
(�X ;Y )�Z. Thus, using part 4 of Lemma 4.5, we have I � Z ≡AD X ;U � Y for
some U , whence we can derive I � Z from the premise X � Y by applying (W)
and the derived rule (≡AD). The case Z�X ′ is symmetric. In the case W � X ′

and Z � X ′, we first show that there are atomic parts A1, . . . , An of X ′ with

X � Y ≡AD (. . . (((W � Z) \A1) \A2) . . .) \An = W ′ � Z ′

(This can be proven by structural induction on X ′, using Lemma 4.2 in the
atomic case.) We claim that the interpolant I for W ′ � Z ′ given by assumption
is also an interpolant for W � Z. First we check the variable condition. We have
V(I) ⊆ V(W ′) ∩ V(Z ′) by assumption. It is clear that V(W ′) ⊆ V(W ) and
V(Z ′) ⊆ V(Z) since W ′ and Z ′ are obtained by deleting some parts of W and
Z respectively. Thus V(I) ⊆ V(W ) ∩ V(Z) as required.

It remains to check the provability conditions. We have W ′ � I provable by
assumption. By the definition of deletion (Defn. 4.1), W ′ is obtained from W
by replacing a number of substructure occurrences of the form �nA;S by S.
We obtain the required derivation of W � I by, working backwards, using the
display property (Prop. 2.5) to display each such �nA;S and then removing �nA
using (W). (Formally, we proceed by induction on the number of substructure
occurrences deleted from W to obtain W ′.) Deriving I � Z is similar. 	


Proposition 5.4 (Contraction). The contraction rule (C) has the LADI prop-
erty in any extension of D0 + (α).

Proof. (Sketch) We require to find interpolants for all W � Z ≡AD X � Y . First,
using the fact that ≡AD contains (α) by assumption, we show that there exist
atomic parts A1, . . . , An of X such that

X ;X � Y ≡AD (W � Z)[(A1;A1)/A1, . . . , (An;An)/An] = W ′ � Z ′

(This is proven by structural induction on X , using Lemma 3.9 in the atomic
case.) We claim that the interpolant I for W ′ � Z ′ given by assumption is also
an interpolant for W � Z. We have V(I) ⊆ V(W ′) ∩ V(Z ′) by assumption and,
clearly, V(W ) = V(W ′) and V(Z) = V(Z ′), so we easily have the required
variable condition V(I) ⊆ V(W ) ∩ V(Z).
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D(+)
0

Cor. 4.8

(α)
Cor. 4.8

(∅CL)
Prop. 5.1

(∅CR)
Prop. 5.1

(∅WL)
Prop. 5.2

(∅WR)
Prop. 5.2

(C)
Prop. 5.4

(W)
Thm. 5.3

Fig. 4. Diagrammatic summary of our results. Local AD-interpolation of the proof
rule(s) at a node holds in a calculus with all of the proof rules at its ancestor nodes.

Next we check the provability conditions. We have W ′ � I provable by as-
sumption, and W ′ is obtained from W by replacing a number of its atomic parts
A by the structure A;A. We obtain the required derivation of W � I by, working
backwards, using the display property (Prop. 2.5) to display each such A and
then duplicating it using (C). (Formally, we proceed by induction on the number
of atomic parts of W duplicated to obtain W ′.) Deriving I � Z is similar. 	


Our reliance on the presence of the associativity rule (α) in Prop. 5.4 can be
motivated by considering the following instance of contraction:

(X1;X2); (X1;X2) � Y
X1;X2 � Y

For the LADI property, we need in particular an interpolant for X1 � �X2;Y ≡D
X1;X2 � Y . However, without associativity, we cannot rearrange the premise
into X1;X1 � (�X2; �X2);Y as would otherwise be provided by Prop. 5.4. The
best we can do without associativity is X1 � �X2; (�(X1;X2);Y ), whose inter-
polant I is too weak to serve as an interpolant for X1 � �X2;Y both in terms of
provability and in terms of the variable condition. A similar problem occurs if
there is more than one binary structural connective, even if both are associative.

The various conditions for the LADI property to hold of each proof rule are
set out in Figure 4. In consequence, we have the following interpolation results.

Theorem 5.5 (Interpolation). Let D be an extension of D0 where: if D con-
tains (C) it must also contain (α), and if D contains (W) then it must also
contain either (∅CL) or (∅CR). Then D has the interpolation property.

Proof. By Lemma 3.5 it suffices to prove the LADI property in D for each proof
rule of D. The rules of D0, and (α) if applicable, satisfy the LADI property in
D by Corollary 4.8. The other structural rules of D, if applicable, satisfy LADI
in D by Theorem 5.3 and Propositions 5.1, 5.2 and 5.4.

Drawing on the observations in Comment 2.7, Thm 5.5 yields the following:

Corollary 5.6. DMLL, DMALL and DCL all have the interpolation property.



Craig Interpolation in Displayable Logics 101

6 Related and Future Work

Our central contribution is a general, fully constructive proof-theoretic method
for proving Craig interpolation in a large class of displayable logics, based upon
an analysis of the individual rules of the display calculi. This analysis is “as
local as possible” in that the LADI property required for each proof rule typ-
ically depends only on the presence of certain other rules in the calculus, and
the syntax of the rule itself. The practicality and generality of our method is
demonstrated by its application to a fairly large family of display calculi differ-
ing in their structural rules (and the presence or otherwise of additive logical
connectives). We obtain by this uniform method the interpolation property for
MLL, MALL and ordinary classical logic, as well as numerous variants of these
logics. To our knowledge, ours are the first interpolation results based on display
calculi, thereby answering positively Belnap’s long-standing open question (see
p1) about this possibility.

While interpolation based on display calculi appears to be new, interpolation
for substructural logics is of course not new. The closest work to ours is probably
Roorda’s on interpolation for various fragments of classical linear logic [18], using
induction over cut-free sequent calculus proofs. Roorda also identifies fragments
where interpolation fails (usually because certain logical connectives are unavail-
able). Many of Roorda’s positive interpolation results overlap with our own but
we cover some additional logics (e.g., nonassociative, strict or affine variants,
plus full classical logic) and offer an analysis of the roles played by individual
structural rules. An entirely different approach to interpolation for substructural
logics is offered by Galatos and Ono [9], who establish very general interpolation
theorems for certain substructural logics extending the Lambek calculus, based
on their algebraisations.

Our methodology transfers easily to calculi for intuitionistic logics in which our
“classical” display postulates (Defn. 2.4) are replaced by “residuated” ones of the
form X,Y � Z �D X � Y, Z �D Y,X � Z (where the comma is interpreted as
conjunction in antecedent position and as implication in consequent position). A
more challenging technical extension is to the case where we have such a family
of structural connectives alongside the first, as is typically needed to display
relevant logics [17] or bunched logics [2]. Here, the main technical obstacle is in
extending the substitutivity principles in Section 4 to the more complex notion
of display-equivalence induced by this extension. Other possible extensions to
our calculi include the addition of modalities, quantifiers or linear exponentials.
In the main, these extensions appear more straightforward than adding new
connective families, since they necessitate little or no modification to display-
equivalence. We also note that our notion of interpolant in this paper is relatively
blunt since it does not distinguish between positive and negative occurrences of
variables. It should be possible to read off a sharpened version of interpolation,
that does make this distinction, more or less directly from our proof.

As well as showing interpolation for a variety of substructural logics, our proof
gives insights into the reasons why interpolation fails in some logics. Specifi-
cally, we identify contraction as being just as problematic for interpolation as it
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typically is for decidability (and even weakening causes an issue for interpola-
tion when the logic lacks strong units). Our interpolation method is bound to fail
for any multiple-family display calculus including a contraction rule, due to our
observation that contraction generally has the required LADI property only in
circumstances which are precluded by the presence of multiple binary structural
connectives. This observation is in keeping with the fact that interpolation fails
for the relevant logic R, as shown by Urquhart [19], since its display calculus
employs two families of connectives and a contraction rule. We conjecture that
interpolation might fail in bunched logics such as BI for similar reasons.

The technical overhead of our method is fairly substantial, but the tech-
niques themselves are elementary: we mainly appeal to structural and reflexive-
transitive inductions. This means that our proofs are good candidates for mech-
anisation in a theorem proving assistant. Dawson is currently working on an
Isabelle formalisation of our proofs, based upon earlier work on mechanising dis-
play calculus with Goré [7]. As well as providing the greatest possible degree
of confidence in our proofs, such a mechanisation might eventually provide the
basis for an automated interpolation tool.
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Abstract. In this paper we provide the first (as far as we know) direct
calculus deciding satisfiability of formulae in negation normal form in the
fragment of hybrid logic with the satisfaction operator and the binder,
where no occurrence of the � operator is in the scope of a binder. A
preprocessing step, rewriting formulae into equisatisfiable ones, turns the
calculus into a satisfiability decision procedure for the fragment HL(@, ↓)
\�↓�, i.e. formulae in negation normal form where no occurrence of the
binder is both in the scope of and contains in its scope a � operator.

The calculus is based on tableaux, where nominal equalities are treated
by means of substitution, and termination is achieved by means of a form
of anywhere blocking with indirect blocking. Direct blocking is a relation
between nodes in a tableau branch, holding whenever the respective labels
(formulae) are equal up to (a proper form of) nominal renaming. Indirect
blocking is based on a partial order on the nodes of a tableau branch, which
arranges them into a tree-like structure.

1 Introduction

The Hybrid Logic HL(@, ↓) is an extension of modal (propositional, possibly
multi-modal) logicK by means of three constructs: nominals (propositions which
hold in exactly one state of the model), the satisfaction operator @ (allowing one
to state that a given formula holds at the state named by a given nominal), and
the binder ↓, accompanied by state variables, which allows one to give a name
to the current state (see [2] for an overview of the subject).

The satisfiability problem for formulae of basic Hybrid Logic HL(@) (with-
out the binder)1 is decidable, and it stays decidable even with the addition of
other operators, such as the global and converse modalities. On the contrary, an
unrestricted addition of the binder causes a loss of decidability [1,3].

However, similarly to what happens for first order logic, one can obtain decid-
able fragments of hybrid logic with the binder by imposing syntactic restrictions
on the way formulae are built. Some decidability results are proved in [13], which

1 The notation HL(Op1, ..., Opn) is commonly used to denote the extension of modal
logic K by means of the operators Op1...Opn. In particular, HL(@, ↓, E, �−) and
HL(@, E, �−) include the existential global modality E (and its dual A) and the
converse operator �− (and its dual �−).

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 104–118, 2011.
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considers full Hybrid Logic HL(@, ↓,E,�−), that will henceforth be abbreviated
as FHL. In that work it is proved that the source of undecidability is the occur-
rence of a specific modal pattern in formulae in negation normal form (NNF).
A pattern π is a sequence of operators, and a formula is a π-formula, where
π = Op1...Opn, if it is in NNF and contains some occurrence of Op1 that con-
tains in its scope an occurrence of Op2, that in turn has in its scope an occurrence
of Op3, etc. For simplicity, moreover, when the � operator is used in a pattern, it
actually stands for any universal operator, i.e. one of the modalities �,�− or A.
In particular, a �↓-formula is a hybrid formula in NNF where some occurrence
of the binder is in the scope of a universal operator; a ↓�-formula is a hybrid
formula in NNF where some occurrence of a universal operator is in the scope of
a binder; and a �↓�-formula is a hybrid formula in NNF containing a universal
operator in the scope of a binder, which in turn occurs in the scope of a uni-
versal operator. Finally, if π is a pattern, the fragment HL(Op1, ..., Opk) \ π is
constituted by the class of NNF hybrid formulae in HL(Op1, ..., Opk) excluding
π-formulae.

The main decidability result on syntactic restrictions proved in [13] is the
following:

1. The satisfiability problem for FHL \�↓� is decidable.

This result is tight, in the sense that there is no pattern π that contains �↓�
as a subsequence and such that the satisfiability problem for FHL \ π is still
decidable. Therefore, the fragment FHL \�↓� is particularly interesting.

For the aim of the present work, it is important to recall the intermediate
results allowing [13] to prove 1:

2. The satisfiability problem for FHL \�↓ is decidable. This is proved by show-
ing that there exists a satisfiability preserving translation from FHL \�↓ to
HL(@,E,�−). The translation is obtained by first replacing any occurrence
of the binder by a full existential quantification over states (i.e. ↓x.F is re-
placed by ∃x(x∧F )); in the resulting formula, no existential quantifier is in
the scope of a universal operator, so that the existential quantifiers can be
moved in front of the formula, and, finally, they are skolemized away by use
of fresh nominals.

3. The satisfiability problem for FHL \ ↓� is decidable. This holds because the
standard translation ST of FHL into first order classical logic [1,13] maps
formulae in the considered fragment into universally guarded formulae [13],
that have a decidable satisfiability problem [8].

Result 1 easily follows from 2 and 3. Let in fact F be any formula in FHL \�↓�.
Any occurrence of the binder that contains in its scope a universal operator is
not, in its turn, in the scope of a universal operator. Therefore it can be skolem-
ized away like in the proof of 2. Repeating this transformation for every ↓�-
subformula of F , an equisatisfiable formula F ′ is obtained, where no occurrence
of a universal operator is in the scope of a binder. Satisfiability of F ′ can be
decided because of result 3.
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The above sketched approach to proving result 1 shows also that any decision
procedure for formulae in FHL \↓� can easily be turned into a decision procedure
for formulae in the largest fragment FHL \�↓�, by preprocessing formulae.

Satisfiability of formulae in the fragment FHL \↓� can be tested by translation,
by use of any calculus for the guarded fragment, such as the tableau calculi
defined in [9,10], or the decision procedure based on resolution given in [7].
The translation can be obtained in polynomial time [13], hence the theoretical
complexity does not increase. However, in practice, the overhead coming from the
translation cannot be completely ingnored. In fact, the standard translation of F
is a universally guarded formula, which has to be rewritten into an equisatisfiable
guarded one [8]. Moreover, decision procedures for guarded logic such as the above
mentioned ones apply to constant-free formulae. Since formulae obtained from
the translation may in general contain constants (deriving from nominals), a
further rewriting would be necessary to eliminate them [8,12].

Beyond the generally recognized interest of having direct calculi for modal log-
ics, we therefore consider that the problem of defining direct decision procedures
for decidable fragments of hybrid logics deserves a specific attention.

In this paper we provide the first (as far as we know) direct calculus deciding
satisfiability of formulae in HL(@, ↓) \ ↓�. A preprocessing step, rewriting a
formula into an equisatisfiable one, like explained above, turns the calculus into
a satisfiability decision procedure for HL(@, ↓) \�↓�.

The work is organized as follows. In the rest of this section we recall the
syntax and semantics of HL(@, ↓). In Section 2 we define the tableau system,
and section 3 contains a brief outline of the termination and completeness proofs,
whose details can be found in [6]. Section 4 concludes this work, and includes a
comparison of some aspects of our work with techniques already present in the
literature.

Hybrid Logic. Let PROP (the set of propositional letters) and NOM (the set
of nominals) be disjoint sets of symbols. Let VAR be a set of state variables.
Hybrid formulae F in HL(@, ↓) are defined by the following grammar:

F := p | a | x | ¬F | F ∧ F | F ∨ F | �F | �F | t : F | ↓x.F

where p ∈ PROP, a ∈ NOM, x ∈ VAR and t ∈ VAR ∪ NOM. In this work, the
notation t : F is used rather than the more usual one @tF . We use metavariables
a, b, c, possibly with subscripts, for nominals, while x, y, z are used for variables.

A formula of the form a : F is called a satisfaction statement, whose outermost
nominal is a and F is its body. The operator ↓ is a binder for state variables. A
variable x is free in a formula if it does not occur in the scope of a ↓x. A formula
is ground if it contains no free variables.

A subformula of a formula F is a substring of F (possibly F itself) that is itself
a formula. An instance of a formula F is an expression obtained by replacing
every free variable of F with some nominal.

An interpretation M is a tuple 〈W,R,N, I〉 where W is a non-empty set
(whose elements are the states of the interpretation), R ⊆ W ×W is a binary



Tableaux for Hybrid Formulae with Binders 107

relation on W (the accessibility relation), N is a function NOM → W and I a
function W → 2PROP. We shall write wRw′ as a shorthand for 〈w,w′〉 ∈ R.

A variable assignment σ forM is a function VAR→W . If x ∈ VAR and w ∈
W , the notation σwx stands for the variable assignment σ′ such that: σ′(y) = σ(y)
if y �= x and σ′(x) = w.

If M = 〈W,R,N, I〉 is an interpretation, w ∈ W , σ is a variable assignment
for M and F is a formula, the relation Mw, σ |= F is inductively defined as
follows:

1. Mw, σ |= p if p ∈ I(w), for p ∈ PROP.
2. Mw, σ |= a if N(a) = w, for a ∈ NOM.
3. Mw, σ |= x if σ(x) = w, for x ∈ VAR.
4. Mw, σ |= ¬F ifMw, σ �|= F .
5. Mw, σ |= F ∧G ifMw, σ |= F and Mw, σ |= G.
6. Mw, σ |= F ∨G if eitherMw, σ |= F orMw, σ |= G.
7. Mw, σ |= a : F ifMN(a), σ |= F , for a ∈ NOM.
8. Mw, σ |= x : F ifMσ(x), σ |= F , for x ∈ VAR.
9. Mw, σ |= �F if for each w′ such that wRw′, Mw′ , σ |= F .

10. Mw, σ |= �F if there exists w′ such that wRw′ andMw′ , σ |= F .
11. Mw, σ |= ↓x.F ifMw, σ

w
x |= F .

A formula F is satisfiable if there exist an interpretation M, a variable as-
signment σ for M and a state w of M, such that Mw, σ |= F . Two formulae
F and G are logically equivalent (F ≡ G) when, for every interpretation M,
assignment σ and state w ofM, Mw, σ |= F if and only ifMw, σ |= G.

It is worth pointing out that, if t ∈ VAR ∪ NOM and F is a formula:

¬(t : F ) ≡ t : ¬F ¬↓x.F ≡ ↓x.¬F ¬�F ≡ �¬F ¬�F ≡ �¬F

This allows one to restrict attention to formulae in negation normal form (NNF).

2 The Tableau Calculus

A tableau branch is a sequence of nodes n0, n1, ..., where each node is labelled by
a ground satisfaction statement in NNF, and a tableau is a set of branches. If n
occurs before m in the branch B, we shall write n < m. The label of the node
n will be denoted by label(n). The notation (n) a : F will be used to denote the
node n, and simultaneously say that its label is a : F .

A tableau for a formula F is initialized with a single branch, constituted by
the single node (n0) a0 : F , where a0 is a new nominal. The formula a0 : F is
the initial formula of the tableau, which is assumed to be ground and in NNF.

A tableau is expanded by application of the rules in Table 1, which are applied
to a given branch. Their reading is standard: a rule is applicable if the branch
contains a node (two nodes) labelled by the formula(e) shown as premiss(es) of
the rules. The rules ∧,@, ↓,� and � add one or two nodes to the branch, labelled
by the conclusion(s); the rule ∨ replaces the current branch B with two branches,
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Table 1. Expansion rules

a : (F ∧G)

a : F
a : G

(∧) a : (F ∨G)

a : F | a : G
(∨)

a : b : F
b : F

(@)
a : ↓x.F

a : F [a/x]
(↓)

[B]
a : b

B[b/a]
(=)

(not applicable if a = b)

a : �F a : �b
b : F

(�)

a : �F

a : �b
b : F

(�)

where b is a new nominal
(not applicable if F is a nominal)

each of which is obtained by adding B a new node, labelled, respectively, by the
formula shown on the left and right below the inference line.

The � rule has two premisses, which must both occur in the branch, in any
order. The leftmost premiss of the � rule is called its major premiss, the right-
most one its minor premiss. The minor premiss is a relational formula, i.e. a
satisfaction statement of the form a : �b (where b is a nominal). A formula of
the form �F is called a universal formula. The � rule is called blockable rule,
a formula of the form a : �F , where F is not a nominal, is a blockable formula
and a node labelled by a blockable formula is a blockable node.

If F is a formula, the notation F [a/x] is used to denote the formula that is
obtained from F replacing a for every free occurrence of the variable x. Analo-
gously, if a and b are nominals, F [b/a] is the formula obtained from F replacing
b for every occurrence of a. The equality rule (=) does not add any node to the
branch, but modifies the labels of its nodes. The schematic formulation of this
rule in Table 1 indicates that it can be fired whenever a branch B contains a
nominal equality of the form a : b (with a �= b); as a result of the application of
the rule, every node label F in B is replaced by F [b/a].

The first node of a branch B is called the top node and its label the top
formula of B. The nominals occurring in the top formula are called top nominals.
Note that the notion of top nominal is relative to a tableau branch. In fact,
applications of the equality rule may change the top formula, hence the set of top
nominals.

In the following definition, the current branch is left implicit, so as to lighten
the notation.

Definition 1. If a node n is added to a branch by application of the rule R to
the node m then we write m �R n. In the case of rules with two conclusions,



Tableaux for Hybrid Formulae with Binders 109

we write m �R (n, k), or, sometimes, m �R n and m �R k. In the case of the
two premisses rule � we write (m, k) �� n.

Note that the application of the equality rule does not change nodes, but only
their labels, therefore it does not change the relation �R between nodes, for any
rule R.

We say that a formula a : F occurs in a tableau branch B (or a : F ∈ B) if for
some node n of the branch, label(n) = a : F . Similarly, a nominal occurs in a
branch B if it occurs in the label of some node of B. Finally, a nominal a labels
a formula F in B if a : F ∈ B.

Termination is achieved by means of a loop-checking mechanism using nominal
renaming. In fact, in the presence of the binder, non-top nominals may occur in
the body of any node label. In order to define this mechanism, some preliminary
definitions are necessary.

Definition 2 (Nominal compatibility and mappings). If B is a tableau
branch and a is a nominal occurring in B, then

ΦB(a) = {p | p ∈ PROP and a : p ∈ B} ∪ {�F | a : �F ∈ B}

If a and b are nominals occurring in a tableau branch B, then a and b are
compatible in B if ΦB(a) = ΦB(b), i.e. if they label the same propositions in
PROP and the same universal formulae.

A mapping π for a branch B is an injective function from non-top nominals
to non-top nominals such that for all a, a and π(a) are compatible in B.

A mapping π for B maps a formula F to a formula G if:

1. π(F ) = G;
2. π is the identity for all nominals which do not occur in F .

A formula F can be mapped to a formula G in B if there exists a mapping π
for B mapping F to G.

Since a mapping π is the identity almost everywhere, it can be represented
by a finite set of pairs of the form {b1/a1, ..., bn/an} where ai �= bi, whenever
π(ai) = bi and π(c) = c for all c �∈ {a1, ..., an}.

The application of the blockable rule is restricted by blocking conditions: a
direct blocking condition, which forbids the application of the blockable rule to
a node n, whenever the label of a previous node can be mapped to label(n);
and also an indirect blocking condition. In fact, since a node may be (directly)
blocked in a branch after that it has already been expanded, all the nodes which,
in some sense, depend from that expansion must be blocked too. So, a notion of
indirect blocking is needed, which in turn requires a new partial order on nodes.
The following definition introduces a binary relation on nodes, which organizes
them into a family of trees.

Definition 3. Let B be a tableau branch. The relation n ≺B m between nodes
of B is inductively defined as follows:
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Base case. If n �� (m, k), then n ≺B m and n ≺B k;
Inductive cases. If m ≺B n, then:

1. if n �R k, where R ∈ {∨,@, ↓,∧}, then m ≺B k;
2. if label(n) is a relational formula and for some n′, (n′, n) �� k, then

m ≺B k.

If m ≺B n then n is said to be a child of m w.r.t. ≺B, and m the parent of n.
A node n in B is called a root node if it has no parent. Two nodes n and k are
called siblings if either both of them are root nodes, or for some m, m ≺B n and
m ≺B k.

The relation ≺+
B is the transitive closure of ≺B. If n ≺+

B m, then n is an
ancestor of m and m a descendant of n w.r.t. ≺B.

In other terms, when the blockable rule is applied to a node n, a first pair
of children of n w.r.t. ≺B is generated. The application of rules other than �

generates siblings, where, in the case of the two premisses rule �, it is the minor
premiss which is added a sibling. Intuitively, when n ≺B m, n is the node which
is taken to be the main “responsible” of the presence of m in the branch. In
fact, the first “children” of a node n are nodes obtained from n by application of
the blockable rule. And, if a node m is obtained from m′ (as the minor premiss,
in the case of the � rule) by means of applications of non-blockable rules, then
they are “siblings” w.r.t. ≺B.

Example 1. As an example, consider the tableau branch for

F = a : (�p ∧ �↓x.�(p ∧ ¬x ∧ ↓y.a : �y))

represented in Figure 1. Node numbering reflects the order in which nodes are
added to the branch. The right column reports the �R relation justifying the
addition of the corresponding node to the branch. W.r.t. the relation ≺B, 0, 1
and 3 are root nodes with no children; 2 is also a root node, with children 4, 5, 6
and 7; nodes 8–17 are all children of 7.

The relation ≺B enjoys the following important properties:

1. For each node n in a tableau branch B, there exists at most one node m such
that m ≺B n. Therefore, there is exactly one maximal chain

n1 ≺B n2 ≺B ... ≺B nk = n

where n1 is any root node.
2. If for some n, m ≺B n, then m is a blockable node. Therefore, for any chain

n1 ≺B n2 ≺B ... ≺B nk ≺B nk+1

n1, ..., nk are all blockable nodes.

Consequently, ≺B arranges the nodes of a branch into a forest of trees, where
non-terminal nodes are blockable nodes.

We can now define the notions of direct and indirect blocking.



Tableaux for Hybrid Formulae with Binders 111

(0) a0 : a : (�p ∧�↓x.�(p ∧ ¬x ∧ ↓y.a : �y))

(1) a : (�p ∧�↓x.�(p ∧ ¬x ∧ ↓y.a : �y)) 0 �@ 1
(2) a : �p 1 �∧ 2
(3) a : �↓x.�(p ∧ ¬x ∧ ↓y.a : �y) 1 �∧ 3
(4) a : �b 2 �� 4
(5) b : p 2 �� 5
(6) b : ↓x.�(p ∧ ¬x ∧ ↓y.a : �y) (3, 4) �� 6
(7) b : �(p ∧ ¬b ∧ ↓y.a : �y) 6 �↓ 7
(8) b : �c 7 �� 8
(9) c : p ∧ ¬b ∧ ↓y.a : �y 7 �� 9
(10) c : p ∧ ¬b 9 �∧ 10
(11) c : ↓y.a : �y 9 �∧ 11
(12) c : p 10 �∧ 12
(13) c : ¬b 10 �∧ 13

(14) c : a : �c 11 �↓ 14

(15) a : �c 14 �@ 15
(16) c : ↓x.�(p ∧ ¬x ∧ ↓y.a : �y) (3, 15) �� 16

(17) c : �(p ∧ ¬c ∧ ↓y.a : �y) 16 �↓ 17

Fig. 1. A tableau branch for a : (�p ∧�↓x.�(p ∧ ¬x ∧ ↓y.a : �y))

Definition 4 (Direct and indirect blocking). A node (n) a : �F is directly
blocked by (m) b : �G in B if

– m < n, m is neither directly blocked in B nor it has any ancestor w.r.t. ≺B
which is directly blocked in B;

– b : G can be mapped to a : F in B.

A node n is directly blocked in B if it is blocked by some m in B, and it is
indirectly blocked in B if it has an ancestor w.r.t. ≺B which is directly blocked in
B. An indirectly blocked node is called a phantom node (or, simply, a phantom).

The tableau branch B represented in Figure 1 represents a blocking case: node
17 is blocked by 7, because b e c are compatible (ΦB(b) = ΦB(c) = {p}).

It must be remarked that the blocking relation is dynamic, i.e. blockings are
not established forever, since they are relative to a tableau branch, and can
be undone when expanding the branch. In fact, a node may be blocked in a
branch B and then unblocked after expanding B, because the addition of new
nodes or changes in node labels may destroy nominal compatibility. Possibly, a
new blocking can be introduced (but compatibilities must be checked again), by
means of a different mapping.

The application of the expansion rules is restricted by the following conditions:

Definition 5 (Restrictions on the expansion rules). The expansion of a
tableau branch B is subject to the following restrictions:

R1. no node labelled by a formula already occurring in B as the label of a non-
phantom node is ever added to B;
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R2. a blockable node n cannot be expanded if there are k0, k1 ∈ B such that
n �� (k0, k1);

R3. a phantom node cannot be expanded by means of a single-premiss rule, nor
can it be used as the minor premiss of the � rule;

R4. a blockable node cannot be expanded if it is directly blocked in B.

It is worth pointing out that termination would not be guaranteed if restric-
tion R1 were replaced by the condition that a node (or pair of nodes) is never
expanded more than once on the branch.

A branch is closed whenever it contains, for some nominal a, either a pair of
nodes (n) a : p, (m) a : ¬p for some p ∈ PROP, or a node (n) a : ¬a. As usual,
we assume that a closed branch is never expanded further on. A branch which
is not closed is open. A branch is complete when it cannot be further expanded.
For instance, the tableau branch represented in Figure 1 is complete and open.

This section concludes with some further examples. In each of them, B denotes
the considered branch, and the notation Bn is used to denote the branch segment
up to node n, while Φn abbreviates ΦBn .

Example 2. Figure 2 represents a closed one-branch tableau for

F = (�↓x.�(x : p)) ∧ (�↓y.�(y : ¬p)) ∧ (�↓z.(�(z : p) ∧�(z : ¬p)))

where the first applications of the ∧-rule are collapsed into one.

(0) a0 : F
(1) a0 : �↓x.�x : p 0 �∧ 1
(2) a0 : �↓y.�y : ¬p 0 �∧ 2
(3) a0 : �↓z.(�(z : p)

∧�(z : ¬p)) 0 �∧ 3
(4) a0 : �a 1 �� 4
(5) a : ↓x.�x : p 1 �� 5

(6) a : �a : p 5 �↓ 6
(7) a : �a1 6 �� 7
(8) a1 : a : p 6 �� 8
(9) a : p 8 �@ 9

(10) a0 : �b 2 �� 10
(11) b : ↓y.�y : ¬p 2 �� 11

(12) b : �b : ¬p 11 �↓ 12
(13) b : �b1 12 �� 13

(14) b1 : b : ¬p 12 �� 14
(15) b : ¬p 14 �@ 15
(16) a0 : �c 3 �� 16
(17) c : ↓z.(�(z : p)

∧�(z : ¬p)) 3 �� 17

(18) c : �c : p ∧�c : ¬p 17 �↓ 18
(19) c : �c : p 18 �∧ 19
(20) c : �c : ¬p 18 �∧ 20
(21) c : �c1 19 �� 21
(22) c1 : c : p 19 �� 22

(23) c : p 22 �@ 23
(24) c : �c2 20 �� 24
(25) c2 : c : ¬p 20 �� 25

(26) c : ¬p 25 �@ 26

Fig. 2. Example 2

The relation ≺B in this branch can be described as follows: 0–3 are root
nodes, 1 ≺B {4, 5, 6}, 6 ≺B {7, 8, 9}, 2 ≺B {10, 11, 12}, 12 ≺B {13, 14, 15},
3 ≺B {16, 17, 18, 19, 20}, 19 ≺B {21, 22, 23}, 20 ≺B {24, 25, 26}.2

2 n ≺B {m1, ..., mk} abbreviates n ≺B m1 and ... n ≺B mk.
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The branch is closed because of nodes 23 and 26. In B20, node 19 is not
blocked by 6, since a : �a : p cannot be mapped to c : �c : p because c and a
are not compatible in B20 (Φ20(c) = Ø �= {p} = Φ20(a)); therefore, node 19 can
be expanded. In the same branch segment, on the contrary, node 20 is blocked
by 12, because Φ20(c) = Ø = Φ20(b).

When the construction proceeds, expanding the non-blocked node 19, and
nodes 21–23 are added to the branch, c and b are no more compatible (Φ23(c) =
{p} while Φ23(b) is still empty), so node 20 is unblocked and it is expanded,
producing 24–26 and the branch closes.

Note moreover that, after the addition of node 23, a and c become compatible,
so that in B23 node 19 is blocked by 6, and 21–23 are phantom nodes. Since 20 is
not a descendant of 19 w.r.t. ≺B, it is not a phantom, thus it can be expanded.

Example 3. This example shows the need of indirect blocking (restriction R3)
to ensure termination. Let

F = a : ((�↓x.�↓y.(x : p ∧ a : �y)) ∧�q)

Figure 3 shows a complete branch in a tableau for F .

(1) a0 : F
(2) a : ((�↓x.�↓y.

(x : p ∧ a : �y)) ∧�q) 1 �@ 2
(3) a : �↓x.�↓y.

(x : p ∧ a : �y) 2 �∧ 3
(4) a : �q 2 �∧ 4
(5) a : �b 4 �� 5
(6) b : q 4 �� 6
(7) b : ↓x.�↓y.

x : p ∧ a : �y) (3, 5) �� 7

(8) b : �↓y.(b : p ∧ a : �y) 7 �↓ 8
(9) b : �b1 8 �� 9

(10) b1 : ↓y.(b : p ∧ a : �y) 8 �� 10

(11) b1 : (b : p ∧ a : �b1) 10 �↓ 11
(12) b1 : b : p 11 �∧ 12
(13) b1 : a : �b1 11 �∧ 13
(14) b : p 12 �@ 14

(15) a : �b1 13 �@ 15
(16) b1 : ↓x.�↓y.

(x : p ∧ a : �y) (3, 15) �� 16

(17) b1 : �↓y.(b1 : p ∧ a : �y) 16 �↓ 17
(18) b1 : �b2 17 �� 18
(19) b2 : ↓y.(b1 : p ∧ a : �y) 17 �� 19

(20) b2 : (b1 : p ∧ a : �b2) 19 �↓ 20
(21) b2 : b1 : p 20 �∧ 21
(22) b2 : a : �b2 20 �∧ 22
(23) b1 : p 21 �@ 23

(24) a : �b2 22 �@ 24
(25) b2 : ↓x.�↓y.

(x : p ∧ a : �y) (3, 24) �� 25

(26) b2 : �↓y.(b2 : p ∧ a : �y) 25 �↓ 26
(27) b2 : �b3 26 �� 27
(28) b3 : ↓y.(b2 : p ∧ a : �y) 26 �� 28

(29) b3 : (b2 : p ∧ a : �b3) 28 �↓ 29
(30) b3 : b2 : p 29 �∧ 30
(31) b3 : a : �b3 29 �∧ 31
(32) b2 : p 30 �@ 32

(33) a : �b3 31 �@ 33

Fig. 3. Example 3

The relation ≺B in this branch can be described as follows: the root nodes are
1–4, 4 ≺B {5, ..., 8}, 8 ≺B {9, ..., 17}, 17 ≺B {18, ..., 26} and 26 ≺B {27, ..., 33}.

In B17 node 17 is not blocked by 8 because Φ17(b) = {q, p} �= Ø = Φ17(b1).
And it is not blocked by 8 in Bn for any n ≥ 23 either, where Φn(b) = {q, p} �=
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{p} = Φn(b1). Moreover in B26 node 26 is blocked neither by 8 nor by 17, because
Φ26(b) = {q, p}, Φ26(b1) = {p}, and Φ26(b2) = Ø.

But in B33 node 26 is blocked by 17, because Φ33(b1) = {p} = Φ33(b2).
Therefore, its children w.r.t. ≺B33 , i.e. 27–33 are all phantom nodes, and, in
particular, node 33 cannot participate, with node 3, to an expansion via the �

rule.
Without restriction R3, the construction of the branch would go on forever.

In fact, the following nodes could be added:

(34) b3 : ↓x.�↓y.(x : p ∧ a : �y) (3, 33) �� 34

(35) b3 : �↓y.(b3 : p ∧ a : �y) 34 �↓ 35

In B35 node 35 would not be blocked, because Φ35(b3) = Ø, while Φ35(b1) =
Φ35(b2) = {p}. So a sequence of new nodes could be added, with labels obtained
from the labels of 27–34, by renaming b2 with b3 and b3 with a new nominal b4.
A neverending story ...

3 Properties of the Calculus

The tableau calculus defined in Section 2 is trivially sound. Moreover it ter-
minates and can be proved complete, provided that the initial formula is in the
HL(@, ↓) \↓� fragment. Since space restrictions do not allow for a full account of
the termination and completeness proofs, which are in some points quite subtle,
this section gives only a brief and simplified outline of these proofs. Their details
can be found in [6].

For the purposes of proving termination and completeness, the main property
of the considered fragment is that, if �G is a subformula of the initial formula,
it contains no free variable. As a consequence, for any node label of the form
a : �G, G does not contain any non-top nominal. In other terms, �G is a
subformula of the top formula of the branch (strong subformula property).

A looser subformula property holds for node labels in general: if a : F is
the label of some node in a tableau branch B, then F is an instance of some
subformula F ′ of the top formula of B, i.e. F is obtained from F ′ by replacing
the free variables occurring in F ′ with nominals (loose subformula property).

Termination is proved by showing that the nodes of a branch B are arranged
by ≺B into a bounded sized set of trees, each of which has bounded width and
bounded depth. Hence any tableau branch B has a number of nodes that is
bounded by a function of the size N of the initial formula.

The above statement is proved by use of the following intermediate results:

1. The number of siblings w.r.t. ≺B of any node n is bounded by a function of
N . This is not as trivial a task as it may appear at first sight. In fact, it is
not sufficient to show that the number of formulae that can label the siblings
of a given node is bounded, because, in principle, a given formula might be
the label of an infinite number of nodes. In fact, notwithstanding restriction
R1, distinct node labels can become equal by effect of substitution.
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However, it can be shown that the label of any sibling of n has a matrix
taken from a bounded stock of formulae, that can be built in the language
of the branch at the time n is added to it. Node labels with a same matrix
are always equal, at any construction stage of the branch, since they are
obtained from the same formula (matrix) by application of the same nominal
renaming. Since siblings always have the same phantom/non-phantom state,
restrictions R1 and R3 ensure that any node can only produce a bounded
number of siblings.
Note that the above sketched reasoning would not work if it were the ma-
jor premiss of the � rule to be added a sibling w.r.t. ≺B. In fact, a node
labelled by a universal formula can in principle produce an infinite number
of expansions.

2. The length of any chain of nodes n1 ≺B n2 ≺B ... ≺B nk is bounded by
a function of N . This is due to the “loose” subformula property and the
fact that the set of elements in PROP ∪ {�G | �G occurs in some node
label} is bounded by N (by the “strong” subformula property). Therefore,
restrictions R2 and R4 ensure that the blockable rule cannot be applied to
extend any chain of nodes beyond a given depth.

It is worth pointing out that the considerations underlying the termination
argument in [6] establish a doubly exponential upper bound on the number of
nodes in a tableau branch. Therefore, the decision procedure defined in this paper
is not worst-case optimal, since the satisfiability problem for HL(@, ↓) \ ↓� is in
2-ExpTime [13].

Completeness is proved in the standard way, by showing how to define a
model of the initial formula from a complete and open tableau branch. However,
for the calculus defined in this work, the fact that the labels of blocked and
blocking nodes are not identical must be taken into account. A model cannot be
simply built from a set of states consisting of equivalence classes of nominals,
and establishing that two nominals are in the same class whenever some blocking
mapping maps one to the other. In fact, it might be the case that a nominal a
is mapped to a nominal b to block a given node, although the branch contains a
node labelled by a : ¬b (like in Example 1).

Thus, a different approach is followed, showing that a (possibly infinite) model
can be built out of a complete and open branch B by means of a preliminary
infinitary extension N∞

B of a subset N 0 of B. More precisely, N 0 is the union of
the non-phantom nodes in B and the nodes (n) a : F where either F ∈ PROP or
F has the form �G.
N∞

B is built by stages, as the union of a (possibly infinite) series of extensions
N 0 ⊆ N 1 ⊆ N 2.... of N 0. The purpose of each stage is the creation of a witness
for a given blockable node, where a nominal b is called a witness for a node
labelled by a blockable formula of the form a : �F if there exist nodes labelled,
respectively, by a : �b and b : F . Each sequence of (labelled) nodes N i is
associated a blocking relation Bi, containing triples of the form (n,m, π), where
n andm are nodes,m < n and π is an injective mapping such that π(label(m)) =
label(n). The construction ensures that:
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1. for any (n,m, π) ∈ Bi:
(a) n and m are labelled by blockable formulae;
(b) m ∈ N 0 and it has a witness in N 0.

2. For any blockable node n ∈ N i, if n has no witness in N i, then (n,m, π) ∈
Bi, for some m and π.

Each extension N i is built so as to add a witness to the first “blocked” node
n ∈ N i−1, i.e. such that for some m and π, (n,m, π) ∈ Bi−1. The label of each
new node added to N i is obtained from a node in N 0 by suitably renaming non-
top nominals. Specifically, an injective mapping θi is defined, that will guide the
construction of the new nodes of N i. The mapping θi is the identity except for
the following cases:

– if a occurs in label(m), then θi(a) = π(a);
– if b is the witness of m and b does not occur in label(m), then θi(b) = bi,

where bi is a fresh nominal. Note that, at the time the witness of m was
added to the branch by an application of the � rule, it was obviously fresh
w.r.t. to the current branch, but it may subsequently have been replaced by
the equality rule.

The sequence N i is then obtained from N i−1 by adding new nodes, labelled by
θi(label(k)) for each k ∈ N 0 such that θi(label(k)) does not already occur in
N i−1. Hence, in particular, a pair of nodes is added, representing the fact that
bi is the witness of n in N i.

Consistently, the triple (n,m, π) is removed from the blocking relation. Pos-
sibly, new nodes with no witness are created; for each of them, a blocking node
and blocking mapping are defined, and the corresponding triple is added to Bi.

Each of the sets of nodes N i enjoys a form of saturation property: it is consis-
tent (there are no labels of the form a : ¬a, or both a : p and a : ¬p), it does not
contain non-trivial equalities (a : b with a �= b, so that the equality rule does not
need to be taken into account), and, for any node or pair of nodes in N i that
could be the premiss(es) of some expansion rule other than �, its expansion(s)
are also in N i.

The proof of such a saturation property exploits the following (non trivial)
properties of the construction:

– If i > 0 and θi is the mapping used to extend N i−1 to N i, then for any
nominal a, a and θi(a) are compatible in N i;

– for every triple (n,m, π) ∈ Bi and for any nominal a, a and π(a) are com-
patible in N i.

In the union N∞
B =

⋃
i∈INN i every blockable node has a witness, and a model

can be defined from it, made up of a state for each nominal occurring in N∞
B .

Such a model can easily be extended to a model of the initial formula.

4 Concluding Remarks

In this work a tableau calculus for HL(@, ↓) is defined, which is provably termi-
nating (independently of the rule application strategy) and complete for formulae
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belonging to the fragment HL(@, ↓) \↓�. A preprocessing step transforming for-
mulae into equisatisfiable ones turns the calculus into a satisfiability decision
procedure for HL(@, ↓) \�↓�.

The main features of the calculus can be summarized as follows. A tableau
branch is a sequence of nodes, each of which is labelled by a satisfaction state-
ment. Since nominal equalities are dealt with by means of substitution, different
occurrences of the same formula may occur as labels of different nodes in a
branch. The fact that when two formulae become equal by the effect of substitu-
tion the corresponding nodes do not collapse, allows for the definition of a binary
relation ≺B on nodes which organizes them into a family of trees. Each tree of
the family has a bounded width, and this is due to the fact that, when apply-
ing the two premisses � rule, it is the minor premiss, labelled by a relational
formula, which is taken to be the “main responsible” of the expansion.

The fact that each tree has a bounded depth is guaranteed by a blocking
mechanism which forbids the application of the � rule to a node n whenever
it has already been applied to another node whose label is equal to the label
of n, modulo non-top nominal renaming (accompanied by suitable restrictions).
Renaming is essential, because, in the presence of the binder, non-top nominals
may occur in the body of any node label. The blocking mechanism is anywhere
blocking, paired with indirect blocking, relying on the relation ≺B.

This mechanism differs from [4,5], where calculi for hybrid logic with the global
and converse modalities (and no binders) are defined. In fact, such calculi adopt
ancestor blocking, where nominals (and not nodes) are blocked, and indirect
blocking relies on a partial order on nominals (instead of nodes). Differently
from [5], moreover, the calculus defined in this work does not require nominal
deletion to ensure termination. This is due, again, to the fact that a branch is
not a set of formulae, but a sequence of nodes.

Also the tableau system defined in [11] for hybrid logic with the difference
and converse modalities makes use of ancestor blocking, relying on an ancestor
relation among nominals. The blocking mechanism used for converse free formu-
lae in the same work is different and more similar to ours. In fact, an existential
formula, such as, for instance, a : �F , is blocked (independently of its outer-
most nominal a) whenever there exists a nominal b labelling both F and every
formula G such that a : �G is in the branch. However, the sub-calculus does not
terminate unless applications of the � rule are prioritized.

A tableau calculus testing satisfiability of formulae in the constant-free clique
guarded fragment has been proposed in [9]. A restriction of the algorithm to the
guarded fragment has been defined and implemented [10]. A tableau branch, in
these calculi, is a tree of nodes, and the label of each node is a set of formu-
lae. A node is directly blocked by a previously created node if, essentially, their
labels are the same modulo constant renaming. Our comparison modulo renam-
ing method was in fact originally inspired by [9,10] (although there are some
differences). A further contact point between these calculi and ours is anywhere
blocking coupled with indirect blocking (which, in [9,10] relies on the ancestor
relation in the tree).
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We are presently working at the next natural step, i.e. the extension of the
calculus to the global and converse modalities, so as to obtain a tableau based
decision procedure for the fragment HL(@, ↓,E,�−) \�↓�.
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Abstract. (Non-)deterministic Kripke-style semantics is used to char-
acterize two syntactic properties of single-conclusion canonical sequent
calculi: invertibility of rules and axiom-expansion. An alternative matrix-
based formulation of such semantics is introduced, which provides an
algorithm for checking these properties, and also new insights into basic
constructive connectives.

1 Introduction

Single-conclusion canonical systems were introduced in [3] to provide a general
characterization of basic constructive connectives.1 These systems are single-
conclusion sequent calculi, which in addition to the axioms and structural rules
of Gentzen’s LJ calculus have only logical rules, in which exactly one occur-
rence of a connective is introduced and no other connective is mentioned. It
was shown in [3] that every single-conclusion canonical system induces a class of
Kripke frames, for which it is strongly sound and complete. The key idea behind
this semantics is to relax the principle of truth-functionality, and to use non-
deterministic semantics, in which the truth-values of the subformulas of some
compound formula ψ do not always uniquely determine the truth-value of ψ. The
non-deterministic Kripke-style semantics was also applied in [3] to characterize
the single-conclusion canonical systems that enjoy cut-admissibility.

As shown in [3], basic constructive connectives include the standard intuitionis-
tic connectives together with many others. Some of these connectives induce a de-
terministic Kripke-style semantics, while others only have a non-deterministic one.
The first goal of this paper is to investigate the relationship between determinism
of basic constructive connectives and two syntactic properties of their rules: invert-
ibility and completeness of atomic axioms (axiom-expansion). Invertibility of rules
is important for guiding proof search in sequent calculi and simplifies automated
proofs of cut-admissibility. Axiom expansion is sometimes considered crucial when
designing “well-behaved” sequent systems. Here we prove that the determinism of
the underlying Kripke-style semantics is a necessary and sufficient condition for
a basic constructive connective to admit axiom expansion. The same connection
� Supported by The Israel Science Foundation (grant no. 280-10).
1 See e.g. [9,5] for alternative proposals.
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also holds with the invertibility of the right introduction rule for the connective,
provided that the calculus contains exactly one such rule.

A similar investigation was carried out in [2] for multiple-conclusion canonical
calculi. This was based on their (much simpler) semantics, defined in terms
of non-deterministic two-valued matrices ([1]) – a natural generalization of the
standard two-valued truth-tables.

Despite the important properties discussed above, the formulation of the non-
deterministic Kripke-style semantics in [3] does not provide an algorithmic ap-
proach for checking determinism of basic constructive connectives. Accordingly,
the second goal of this paper is to overcome this problem by providing an alterna-
tive formulation of this semantics based on a generalization of non-deterministic
two-valued matrices. These generalized matrices, used to characterize the set of
frames induced by a single-conclusion canonical system, have two main advan-
tages. First, decidability: there is a simple algorithm for checking whether the
induced semantics is deterministic, which in turn can be used for deciding in-
vertibility and axiom-expansion in single-conclusion canonical systems. Second,
modularity: the semantic effect of each syntactic rule can be directly read off
the corresponding matrix, therefore providing new insights into the semantic
meaning of basic constructive connectives.

2 Preliminaries

In what follows L is a propositional language, and FrmL is its set of wffs. We
assume that the atomic formulas of L are p1, p2, . . .. We use Γ,Σ,Π,E to denote
finite subsets of FrmL, where E is used for sets which are either singletons or
empty. A (single-conclusion) sequent is an expression of the form Γ ⇒ E. We
denote sequents of the form Γ ⇒ {ϕ} (resp. Γ ⇒ ∅) by Γ ⇒ ϕ (resp. Γ ⇒ ).
Below we shortly reproduce definitions and results from [3].

Definition 1. A substitution is a function σ : FrmL → FrmL, such that for
every n-ary connective � of L we have: σ(�(ψ1, . . . , ψn)) = �(σ(ψ1), . . . , σ(ψn)).
A substitution is extended to sets of formulas in the obvious way.

Henceforth we denote by σid the substitution σ, such that σ(p) = p for every
atomic formula p. Moreover, given formulas ψ1, . . . , ψn, σψ1,...,ψn denotes the
substitution σ such that σ(pi) = ψi for 1 ≤ i ≤ n and σ(pi) = pi for i > n.

2.1 Single-Conclusion Canonical Systems

Definition 2. A single-conclusion sequent calculus is called a (single-conclusion)
canonical system iff its axioms are sequents of the form ψ ⇒ ψ (identity axioms),
cut and weakening are among its rules, and each of its other rules is either a single-
conclusion canonical right rule or a single-conclusion canonical left rule, where:

1. A (single-conclusion canonical) left rule for a connective � of arity n is an
expression of the form: 〈{Πi ⇒ Ei}1≤i≤m, {Σi ⇒}1≤i≤k〉/ � (p1, . . . , pn)⇒,
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where m, k ≥ 0,Πi ∪Ei ⊆ {p1, . . . , pn} for 1 ≤ i ≤ m, and Σi ⊆ {p1, . . . , pn}
for 1 ≤ i ≤ k. The sequentsΠi ⇒ Ei (1 ≤ i ≤ m) are called the hard premises
of the rule, while Σi ⇒ (1 ≤ i ≤ k) are its soft premises, and �(p1, . . . , pn)⇒
is its conclusion.
An application of such rule is any inference step of the form:

{Γ, σ(Πi)⇒ σ(Ei)}1≤i≤m {Γ, σ(Σi)⇒ E}1≤i≤k
Γ, σ(�(p1, . . . , pn))⇒ E

where Γ ⇒ E is an arbitrary sequent, and σ is a substitution.
2. A (single-conclusion canonical) right rule for a connective � of arity n is an ex-

pression of the form: {Πi ⇒ Ei}1≤i≤m/ ⇒ �(p1, . . . , pn), wherem, andΠi ⇒
Ei are as above. Πi ⇒ Ei (1 ≤ i ≤ m) are called the premises of the rule, and
⇒ �(p1, . . . , pn) is its conclusion.
An application of such rule is any inference step of the form:

{Γ, σ(Πi)⇒ σ(Ei)}1≤i≤m
Γ ⇒ σ(�(p1, . . . , pn))

where Γ is a finite set of formulas and σ is a substitution.

Given a canonical system G, and a set of sequents S∪{s}, we write S �G s iff there
exists a derivation in G of s from S.

The following condition of coherence,2 characterizing (a stronger form of) cut-
admissibility in canonical systems, is an extension of the analogous condition for
multiple-conclusion canonical systems (see [1]).

Definition 3. A set R of canonical rules for an n-ary connective � is coherent
if S1 ∪ S2 ∪ S3 is classically inconsistent whenever R contains both 〈S1, S2〉/ �
(p1, . . . , pn)⇒ and S3/⇒ �(p1, . . . , pn). A canonical system G is called coherent
if for each connective �, the set of rules for � in G is coherent.

2.2 Non-deterministic Kripke-Style Semantics

Definition 4. Let F be a set of formulas closed under subformulas. An F -
semiframe is a triple W = 〈W,≤, v〉 such that:

1. 〈W,≤〉 is a nonempty partially ordered set, whose elements are called worlds.
2. v is a function from W × F to {t, f} obeying the persistence condition, i.e.

v(a, ϕ) = t implies v(b, ϕ) = t for every b ≥ a.

When F = FrmL then the F-semiframe is called a frame.

Definition 5. Let W = 〈W,≤, v〉 be an F-semiframe, and let a ∈W .

2 Coherence is also equivalent to the reductivity condition of [6], which applies in
presence of arbitrary structural rules.
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1. A sequent Γ ⇒ E is locally true in a iff Γ ∪ E ⊆ F and either v(a, ψ) = f
for some ψ ∈ Γ , or E = {ϕ} and v(a, ϕ) = t.

2. A sequent s is true in a iff s is locally true in every b ≥ a.
3. W is a model of a sequent s if s is locally true in every b ∈W . W is a model

of a set of sequents S if it is a model of every s ∈ S.

Definition 6. Let W = 〈W,≤, v〉 be an F-semiframe.

1. Let σ be a substitution, and let a ∈ W .
(a) σ (locally) satisfies a sequent Γ ⇒ E in a if σ(Γ ) ⇒ σ(E) is (locally)

true in a.
(b) σ fulfils a left rule r in a if it satisfies in a every hard premise of r, and

locally satisfies in a every soft premise of r.
(c) σ fulfils a right rule r in a if it satisfies in a every premise of r.

2. Let r be a canonical rule for an n-ary connective �.W respects r if for every
a ∈ W and every substitution σ: if σ fulfils r in a and σ(�(p1, . . . , pn)) ∈ F
then σ locally satisfies r’s conclusion in a.

3. Given a coherent canonical system G, W is called G-legal if it respects all
the rules of G.

Henceforth, when speaking of (local) trueness of sequents and fulfilment of rules
by substitutions, we add “with respect to W”, whenever the (semi)frame W is
not clear from context.

Note that a certain substitution σ may not fulfil any right rule for an n-ary
connective � in a world a of a G-legal frame, and at the same time σ may not
fulfil any left rule for � in all worlds b ≥ a. In this case there are no restrictions
on the truth-value assigned to σ(�(p1, . . . , pn)) in a, and the semantics of G is
non-deterministic.

Definition 7. Let G be a coherent canonical system, and S ∪ {s} be a set of
sequents. S �G s iff every G-legal frame which is a model of S is a model of s.

Theorem 1 (7.1 in [3]). Let G be a coherent canonical system, and F be
a set of formulas closed under subformulas. If W = 〈W,≤, v〉 is a G-legal F-
semiframe, then v can be extended to a function v′ so that W ′ = 〈W,≤, v′〉 is a
G-legal frame.

The above theorem ensures that the semantics of G-legal semiframes is analytic,
in the sense that every G-legal semiframe can be extended to a G-legal (full)
frame. This means that in order to determine whether S �G s, it suffices to
consider semiframes, defined only on the set of all subformulas of S ∪ {s}.

The following theorems establish an exact correspondence between coherent
canonical systems, Kripke semantics and (strong) cut-admissibility. In what fol-
lows, G is a coherent canonical system.

Theorem 2 (6.1 in [3]). If S �G s then S �G s.

Theorem 3 (6.3 in [3]). If S �G s then S �G s, and moreover, there exists a
proof in G of s from S in which all cut-formulas appear in S.
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Theorem 3 will be strengthened in the proof of Theorem 4 below. In order to
make this paper self-contained, we include here an outline of the original proof.

Proof (Outline). Assume that s does not have a proof in G from S in which all
cut-formulas appear in S (call such a proof a legal proof). We construct a G-legal
frame W which is a model of S but not of s. Let F be the set of subformulas of
S ∪ {s}. Given a set E ⊆ F , which is either a singleton or empty, call a theory
T ⊆ F E-maximal if there is no finite subset Γ ⊆ T such that Γ ⇒ E has a legal
proof, but every proper extension T ′ ⊆ F of T contains such a finite subset Γ .
Now let W = 〈W,⊆, v〉, where W is the set of all E-maximal theories for some
E ⊆ F , and v is defined inductively as follows:
For atomic formulas, v(T , p) = t iff p ∈ T . Suppose v(T , ψi) has been defined
for every T ∈ W and 1 ≤ i ≤ n. We let v(T , �(ψ1, . . . , ψn)) = t iff at least one
of the following holds with respect to the semiframe at this stage:

1. There exists a right rule for � which is fulfilled in T by σψ1,...,ψn .
2. �(ψ1, . . . , ψn) ∈ T and there do not exist T ′ ∈ W , T ⊆ T ′, and a left rule

for � which is fulfilled in T ′ by σψ1,...,ψn .

One can now prove that W is a G-legal frame. The fact that W is a model of S
but not of s follows from the following properties:
For every T ∈W and every formula ψ ∈ F :

(a) If ψ ∈ T then v(T , ψ) = t.
(b) If T is {ψ}-maximal then v(T , ψ) = f .

(a) and (b) are proven together by a simultaneous induction on the complexity
of ψ. For atomic formulas they easily follow from v’s definition, and the fact
that p⇒ p is an axiom. For the induction step, assume that (a) and (b) hold for
ψ1, . . . , ψn ∈ F . We prove (b) for �(ψ1, . . . , ψn) ∈ F ((a) is proved analogously).
Assume that T is {�(ψ1, . . . , ψn)}-maximal, but v(T , �(ψ1, . . . , ψn)) = t. Thus
�(ψ1, . . . , ψn) /∈ T (because �(ψ1, . . . , ψn)⇒ �(ψ1, . . . , ψn) is an axiom). Hence
there exists a right rule, {Πi ⇒ Ei}1≤i≤m/⇒ �(p1, . . . , pn), which is fulfilled
in T by the substitution σ = σψ1,...,ψn . It follows that there exists 1 ≤ i0 ≤ m
such that Γ, σ(Πi0 )⇒ σ(Ei0 ) has no legal proof for any finite Γ ⊆ T . Extend
T ∪ σ(Πi0 ) to a σ(Ei0 )-maximal theory T ′. The induction hypothesis implies
that σ does not locally satisfyΠi0 ⇒ Ei0 in T ′. Thus contradicts our assumption.

��

We now present some examples of canonical rules and their induced semantics
(see [3] for more examples).

Example 1 (Implication). All the rules of Gentzen’s LJ calculus for intuitionistic
logic are canonical. For instance, the rules for implication are:

〈{⇒ p1}, {p2 ⇒}〉 / p1 ⊃ p2 ⇒ and {p1 ⇒ p2} / ⇒ p1 ⊃ p2
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A frameW = 〈W,≤, v〉 respects the rule (⊃⇒) iff for every a ∈ W , v(a, ϕ ⊃ ψ) =
f whenever v(b, ϕ) = t for every b ≥ a and v(a, ψ) = f . W respects (⇒⊃) iff for
every a ∈ W , v(a, ϕ ⊃ ψ) = t whenever for every b ≥ a, either v(b, ϕ) = f or
v(b, ψ) = t. Using the persistence condition, it is easy to see that the two rules
impose the well-known Kripke semantics for intuitionistic implication ([8]).

Example 2 (Affirmation). The unary connective � is defined by the rules:

〈∅, {p1 ⇒}〉 / � p1 ⇒ and {⇒ p1} / ⇒� p1

A frame W = 〈W,≤, v〉 respects the rule (�⇒) if v(a,� ψ) = f whenever
v(a, ψ) = f . It respects (⇒�) if v(a,� ψ) = t whenever v(b, ψ) = t for every
b ≥ a. By the persistence condition, this means that for every a ∈W , v(a,� ψ)
simply equals v(a, ψ).

Example 3 (Weak Affirmation). The unary connective � is defined by the rules:

〈{p1 ⇒}, ∅〉 / � p1 ⇒ and {⇒ p1} / ⇒� p1

A frame W = 〈W,≤, v〉 respects the rule (�⇒) if v(a,� ψ) = f whenever
v(b, ψ) = f for every b ≥ a. It respects (⇒�) if v(a,� ψ) = t whenever v(b, ψ) =
t for every b ≥ a. This implies that v(a,� ψ) is free to be t or f when v(a, ψ) = f
and v(b, ψ) = t for some b > a (hence this semantics is “non-deterministic”).
In particular it follows that this connective cannot be expressed by the usual
intuitionistic connectives.

Applications of the rules for ⊃ are the standard ones, while those for � and �
have the following forms:

Γ, ϕ⇒ E
Γ,� ϕ⇒ E

Γ ⇒ ϕ
Γ ⇒� ϕ

Γ, ϕ⇒
Γ,� ϕ⇒ E

Γ ⇒ ϕ
Γ ⇒� ϕ

3 Deterministic Connectives

In general, an n-ary connective � is called deterministic (see e.g. [2]), if the truth-
functionality principle holds for it. In other words, the truth-values assigned to
ψ1, . . . , ψn uniquely determine the truth-value assigned to �(ψ1, . . . , ψn). Adapt-
ing this property for Kripke-style semantics, one can require that the truth-values
assigned to ψ1, . . . , ψn in every world of the frame would uniquely determine
whether or not the frame is a model of ⇒ �(ψ1, . . . , ψn) (i.e. �(ψ1, . . . , ψn) is
true in all worlds). This can be formalized as follows.

Definition 8. Two F-semiframes W1 and W2 agree on some ψ ∈ F , if either
both are models of ⇒ ψ, or both are not models of ⇒ ψ.

Henceforth we denote by SF [ψ] and PSF [ψ] the sets of subformulas of a formula
ψ and proper subformulas of ψ, respectively.

Definition 9. Let G be a coherent canonical system.
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1. Given a formula ψ, a G-legal PSF [ψ]-semiframe W is called ψ-determined
in G if all G-legal SF [ψ]-semiframes extending W agree on ψ.

2. � admits unique analycity in G if for every ψ1, . . . , ψn ∈ FrmL, every G-
legal PSF [�(ψ1, . . . , ψn)]-semiframe is �(ψ1, . . . , ψn)-determined in G.

Example 4. Consider the coherent canonical system G consisting of the two rules
for � from Example 3. Let W = {a, b} and ≤= {〈a, a〉, 〈b, b〉, 〈a, b〉}. Consider
a {p1}-semiframe W = 〈W,≤, v〉, where v(a, p1) = f and v(b, p1) = t. Let
W1 = 〈W,≤, v1〉 and W2 = 〈W,≤, v2〉 be two {p1,� p1}-semiframes which
extendW , where v1(a,� p1) = f and v1(b,� p1) = v2(a,� p1) = v2(b,� p1) = t.
Following Example 3, both semiframes are G-legal. Clearly, W1 and W2 do not
agree on � p1. It follows that � does not admit unique analycity in G.

We introduce below an alternative definition of determinism of connectives and
show its equivalence with unique analycity.

Definition 10. A {p1, . . . , pn}-semiframe W = 〈W,≤, v〉, such that 〈W,≤〉 has
a minimum is called an n-atomic frame. We denote by min(W) the minimum of
〈W,≤〉.

Definition 11. An n-ary connective � is called deterministic in a coherent
canonical system G, if for every n-atomic frame W = 〈W,≤, v〉, either σid fulfils
a right rule for � in min(W), or σid fulfils a left rule for � in some b ∈ W .

Proposition 1. If an n-ary connective � is deterministic in a coherent canon-
ical system G, then for every G-legal frame W = 〈W,≤, v〉, a ∈ W and a
substitution σ, either σ fulfils a right rule for � in a, or σ fulfils a left rule for �
in some b ∈W such that b ≥ a.

Proof. LetW = 〈W,≤, v〉 be a G-legal frame, let a ∈W , and let σ be a substitu-
tion. Define an n-atomic frame W ′ = 〈W ′,≤′, v′〉, where W ′ = {b ∈ W | b ≥ a},
≤′ is the restriction of ≤ to W ′, and v′(b, pi) = v(b, σ(pi)) for 1 ≤ i ≤ n and
b ∈ W ′. Note that a = min(W ′). Since � is deterministic in G, either σid fulfils
a right rule r for � in min(W ′) with respect to W ′, or σid fulfils a left rule r for
� in some b ∈ W ′ such that b ≥′ a with respect to W ′. In the first case, it easily
follows that σ fulfils r in a with respect to W . Similarly, in the second case, it
follows that since b ≥′ a, also b ≥ a, and so σ fulfils r in b with respect toW . ��

Proposition 2. Let G be a coherent canonical system. A connective � is deter-
ministic in G iff it admits unique analycity in G.

Proof. (⇒) : Assume that � is deterministic in G. Let ψ1, . . . , ψn ∈ FrmL and
let W = 〈W,≤, v〉 be a G-legal PSF [�(ψ1, . . . , ψn)]-semiframe. We show that
W is �(ψ1, . . . , ψn)-determined in G. Indeed, let W1 = 〈W,≤, v1〉 and W2 =
〈W,≤, v2〉 be G-legal SF [�(ψ1, . . . , ψn)]-semiframes which extend W . We show
that v1(a, �(ψ1, . . . , ψn)) = v2(a, �(ψ1, . . . , ψn)) for every a ∈W , and so W1 and
W2 agree on ψ. Let a ∈ W . By Proposition 1, and since v1 and v2 are defined
identically on ψ1, . . . , ψn one of the following holds:
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– σψ1,...,ψn fulfils a right rule for � in a with respect to W1 and to W2. Since
they are both G-legal, v1(a, �(ψ1, . . . , ψn)) = v2(a, �(ψ1, . . . , ψn)) = t.

– σψ1,...,ψn fulfils a left rule for � in some b ≥ a with respect to W1 and toW2.
Since they are both G-legal, v1(b, �(ψ1, . . . , ψn)) = v2(b, �(ψ1, . . . , ψn)) = f .
By the persistence condition v1(a, �(ψ1, . . . , ψn)) = v2(a, �(ψ1, . . . , ψn)) = f .

(⇐) : Assume that � is not deterministic in G. By definition, there exists an
n-atomic frame, W = 〈W,≤, v〉, such that σid does not fulfil any right rule for
� in min(W), and it does not fulfil any left rule for � in any b ∈ W . Since W
is n-atomic frame, it is vacuously G-legal. Define W1 = 〈W,≤, v1〉 and W2 =
〈W,≤, v2〉 to be SF [�(p1, . . . , pn)]-semiframes which extend W such that: (1)
v1(min(W), �(p1, . . . , pn)) = f and v1(b, �(p1, . . . , pn)) = t for every b > min(W);
and (2) v2(b, �(p1, . . . , pn)) = t for every b ∈ W . It is easy to see thatW1 andW2

are G-legal extensions of W . Clearly W1 and W2 do not agree on �(p1, . . . , pn).
��

4 Axiom-Expansion

Below we show that in a coherent canonical system determinism of its connectives
is equivalent to axiom expansion. We use the terms atomic axioms for axioms
of the form p ⇒ p (where p is an atomic formula), and non-atomic axioms for
axioms of the form �(ψ1, . . . , ψn)⇒ �(ψ1, . . . , ψn).

Definition 12. An n-ary connective � admits axiom-expansion in a coherent
canonical system G, if �(p1, . . . , pn) ⇒ �(p1, . . . , pn) has a cut-free proof in G
that does not contain non-atomic axioms.

Let G be a coherent canonical system in the language L. Henceforth we denote
by G� the system G augmented with the rules for � in Example 2 (G = G� if
�∈ L). It is easy to see that G� is coherent.

Lemma 1. Let � be an n-ary connective (n ≥ 1), and G be a coherent canonical
system. If �G� �(p1, . . . , pn)⇒ �(� p1, . . . , pn) then � is deterministic in G.

Proof. Assume that � is not deterministic in G. Thus, there exists an n-atomic
frame, W = 〈W,≤, v〉, such that σid does not fulfil any right rule for � in
min(W), and it does not fulfil any left rule for � in any b ∈ W . Let F =
{p1, . . . , pn,� p1, �(� p1, . . . , pn), �(p1, . . . , pn)}. Define an F -semiframe W1 =
〈W,≤, v1〉 which extends W : (a) For every b ∈ W , v1(b, �(p1, . . . , pn)) = t
and v1(b,� p1) = v(b, p1); (b) v1(min(W), �(� p1, . . . , pn)) = f , and v1(b, �(�
p1, . . . , pn)) = t for every b > min(W). It is easy to see that W1 is a G�-legal
F -semiframe. Hence by Theorem 1, it can be extended to a G�-legal frameW ′

1.
W ′

1 is not a model of �(p1, . . . , pn)⇒ �(� p1, . . . , pn) (since it is not locally true
in min(W)). Therefore, ��G� �(p1, . . . , pn)⇒ �(� p1, . . . , pn). ��

Theorem 4. Let G be a coherent canonical system. An n-ary connective � ad-
mits axiom-expansion in G iff � is deterministic in G.
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Proof. (⇒) : Assume we have a cut-free proof δ of �(p1, . . . , pn)⇒ �(p1, . . . , pn)
in G that uses only atomic axioms. By suitably modifying δ we can obtain a proof
δ� of �(p1, . . . , pn) ⇒ �(� p1, . . . , pn) in the extended system G�. The claim
therefore follows by Lemma 1. δ� is obtained from δ as follows: as δ contains only
atomic axioms, the formula �(p1, . . . , pn) is inferred in succedents of sequents in
(possibly) various nodes of δ by applications of weakening or of right rules for �.3
In the first case, we simply replace each application of weakening with formula
�(p1, . . . , pn), with an application of weakening with formula �(� p1, . . . , pn).
When �(p1, . . . , pn) is inferred in a sequent Γ ⇒ �(p1, . . . , pn) by a right rule r for
�, we consider the premise of this application. These have the form Γ,Π, p1 ⇒ E;
Γ,Π ⇒ p1; and/or Γ,Π ⇒ E. Therefore we first apply the left and/or right rules
for � to infer Γ,Π,� p1 ⇒ E and/or Γ,Π ⇒� p1, and then we apply r to derive
the sequent Γ ⇒ �(� p1, . . . , pn). The rest of the proof is changed accordingly.

(⇐) : We first prove the following strengthening of Theorem 3: (∗) If S �G s
then there exists a proof in G of s from S in which all cut-formulas appear in
S, and identity axioms of the form �(ψ1, . . . , ψn) ⇒ �(ψ1, . . . , ψn) are not used
when � is deterministic in G. Since every frame is a model of �(p1, . . . , pn) ⇒
�(p1, . . . , pn) for every n-ary connective �, it follows that when � is deterministic
in G, �(p1, . . . , pn) ⇒ �(p1, . . . , pn) has a cut-free proof in G that uses only
atomic axioms.

To prove (∗), note that the only place in which non-atomic axioms are used in
the proof of Theorem 3 (see a proof outline in Section 2) is for proving property
(b), namely that if T is {ψ}-maximal then v(T , ψ) = f .4 More specifically, non-
atomic axioms are only used to dismiss the possibility that �(ψ1, . . . , ψn) ∈ T
when T is {�(ψ1, . . . , ψn)}-maximal and v(T , �(ψ1, . . . , ψn)) = t. If � is deter-
ministic in G, we can handle this possibility as follows:

SinceW isG-legal and v(T , �(ψ1, . . . , ψn)) = t, there cannot existT ′ ∈ W ,
T ⊆ T ′, and a left rule for � which is fulfilled in T ′ by σψ1,...,ψn . When � is
deterministic in G, by Proposition 1, there exists a right rule for �, which is
fulfilled in T by σψ1,...,ψn . The rest of the proof proceeds as in the original
proof.

��

Remark 1. [6] investigates single-conclusion systems with non-standard sets of
structural rules. An algebraic semantics using phase spaces is provided for left
and right introduction rules for connectives; a result similar to Theorem 4 is
shown, namely a connective � has a “deterministic semantics”(i.e., the interpre-
tations for the left and right rules coincide) iff � admits axiom expansion.

5 Invertibility of Rules

We investigate the connection between rules invertibility and determinism in
coherent canonical systems.
3 Weakening can also be done by applying a left rule which does not have soft premises.
4 Identity axioms are not needed to prove property (a) (see Theorem 6.3 in [3]).
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Definition 13. A canonical rule r is canonically invertible in a coherent canon-
ical system G iff each premise of r has a proof in G from r’s conclusion.

In contrast with the multiple-conclusion case (see [2]) determinism does not
guarantee invertibility of left rules and the latter does not imply determinism.
One direction can be easily seen by considering the usual left rule for implication
(Example 1): ⊃ is deterministic but (⊃⇒) is not canonically invertible. The other
direction follows by the next example:

Example 5. � is non-deterministic in a canonical system including the two rules
for � (see Example 4). However, the left rule for � is canonically invertible (p1 ⇒
can be easily derived from � p1 ⇒ using an identity axiom, the rule (⇒�) and
a cut on � p1).

For right rules the following theorem holds (notice that the (⇒) direction needs
the existence in G of exactly one right rule for �):

Theorem 5. If a coherent canonical system G includes exactly one right rule
for an n-ary connective �, then � is deterministic in G if and only if this rule is
canonically invertible in G.

Proof. (⇒): Let r be the right rule for �, and let s be one of its premises. We
show that ⇒ �(p1, . . . , pn) �G s. Canonical invertibility of r then follows by
Theorem 3. For this we show that every G-legal frame that is not a model of s
is also not a model of ⇒ �(p1, . . . , pn). Let W = 〈W,≤, v〉 be a G-legal frame,
which is not a model of s. By definition, σid does not locally satisfy s in some
a ∈W . Hence, σid does not fulfil r in a. Since � is deterministic in G and � has
no other right rules, Proposition 1 implies that there exists a left rule for �, which
is fulfilled by σid in some b ≥ a. But, since W is G-legal, W respects this rule,
and hence v(b, �(p1, . . . , pn)) = f . Hence, W is not a model of ⇒ �(p1, . . . , pn).

(⇐): Let r be a right rule for �. Assume that � is not deterministic in G. Thus,
there exists an n-atomic frame, W = 〈W,≤, v〉, such that σid does not fulfil r in
min(W), and it does not fulfil any left rule for � in any b ∈ W . In particular,
there exists a premise s of r, which is not satisfied in min(W) by σid. Define
an extension of W , W1 = 〈W,≤, v1〉, which is an SF [�(p1, . . . , pn)]-semiframe,
such that for every a ∈ W , v1(a, �(p1, . . . , pn)) = t. It is easy to see that W1 is
a G-legal SF [�(p1, . . . , pn)]-semiframe. Thus, by Theorem 1, it can be extended
to a G-legal frame, W ′

1 = 〈W,≤, v′1〉. W ′
1 is a model of ⇒ �(p1, . . . , pn), but it is

not a model of s. By Theorem 3, ⇒ �(p1, . . . , pn) ��G s. ��

6 Matrix-Based (Kripke) Semantics

The formulation of the Kripke-style semantics presented in Section 2.2 is too ab-
stract to provide a constructive method for checking determinism of connectives
in canonical systems. In this section we introduce an alternative formulation
of this semantics, which is a generalization of the two-valued non-deterministic
matrices used in [1,2] to characterize multiple-conclusion canonical systems. The
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new formulation can be constructively extracted from the rules of a canonical
calculus, and it provides an algorithmic and natural way of checking determinism
of logical connectives.

For an intuitive motivation of this approach, recall that in a (standard or
non-deterministic) two-valued matrix, the interpretation of an n-ary connective
� is a function applied to n-ary vectors of truth-values. Thus, the truth-value of
�(ψ1, . . . , ψn) depends on (although is not necessarily uniquely
determined by) the truth-values assigned to ψ1, . . . , ψn. In the context of Kripke-
style frames, however, the interpretation is more complex: the truth-value as-
signed to �(ψ1, . . . , ψn) in a world a depends, in addition to the truth-values
assigned to ψ1, . . . , ψn in a, also on the truth-values assigned to these formulas in
all worlds b ≥ a. However, which truth-values are assigned to ψ1, . . . , ψn in which
world is immaterial, what matters is their distribution5 D = {〈vb1, . . . , vbn〉| b ≥
a}, where vbi is the truth-value assigned to ψi in the world b. This information
can be captured by an n-ary distribution vector of the form 〈〈va1 , . . . , van〉, D〉.
Note that since ≥ is reflexive, 〈va1 , . . . , van〉 ∈ D for all frames. Moreover, a for-
mula assigned t in some world a remains true also in all accessible worlds b ≥ a.
This can be formalized as follows:
Definition 14. For n ≥ 1, an n-ary distribution vector V is a pair of the form
〈〈x1, . . . , xn〉, D〉 where x1, . . . , xn ∈ {t, f}, D ⊆ {t, f}n, and which satisfies: (i)
〈x1, . . . , xn〉 ∈ D, and (ii) if xi = t then yi = t for all 〈y1, . . . , yn〉 ∈ D. We
denote the set of n-ary distribution vectors by Vn.

Definition 15. A two-valued distribution Nmatrix (2Nmatrix) M for L is a
set of (two-valued) interpretations, such that for every n-ary connective � of L,
M includes an interpretation function �̃M : Vn → P+({t, f}).
Definition 16. Let 〈x1, . . . , xn〉 ∈ {t, f}n. A sequent Π ⇒ E over {p1, . . . , pn}
is compatible with 〈x1, . . . , xn〉 if any two-valued valuation v, such that v(pi) = xi
satisfies Π ⇒ E (i.e., there is some 1 ≤ i ≤ n, such that either pi ∈ Π and
v(pi) = f , or pi ∈ E and v(pi) = t).

Definition 17. Let V = 〈x,D〉 be any n-ary distribution vector.
1. A right rule r is V -valid if every premise of r is compatible with every y ∈ D.
2. A left rule of r is V -valid if every hard premise of r is compatible with every

y ∈ D, and every soft premise of r is compatible with x.

Definition 18. Let G be a coherent canonical system. The 2Nmatrix MG in-
duced by G is defined as follows. For every n-ary connective � and every V ∈ Vn:

�̃MG(V ) =

⎧
⎪⎨

⎪⎩

{t} G has a V -valid right rule for �
{f} G has a V -valid left rule for �
{t, f} otherwise

5 A “distribution-based approach” is usually used to interpret quantifiers in many-
valued matrices (see, e.g. [11]). For instance, the classical interpretation of ∀ is a
function ∀̃ : P+({t, f}) → {t, f}. Given a structure with a set of elements D, we
compute ∀̃({v(ψ{a/x})| a ∈ D}), where a is an individual constant denoting a for
every a ∈ D.
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It is easy to see that checking V -validity of rules is constructive. The following
proposition guarantees that �̃MG is well-defined:

Proposition 3. A coherent canonical system G has no pair of a left and a right
rules for the same n-ary connective �, which are both V -valid for some V ∈ Vn.

Proof. Suppose by contradiction that there are a right rule rr and a left rule rl
for � in G, which are both V -valid for some V = 〈x,D〉 ∈ Vn. Since x ∈ D,
all the premises of rr and rl are compatible with x. Thus these premises are all
satisfiable by a classical two-valued valuation, and so are classically consistent,
in contradiction to the coherence of G. ��

It is important to note that given a coherent canonical system G, its associated
2Nmatrix MG does not yet faithfully represent the meaning of the connectives
of G, asMG might contain some options forbidden by the persistence condition.

Example 6. Let G be the canonical system consisting only of the right rule for
implication and G′ be the system obtained by adding to G the left rule for im-
plication (see Example 1). The induced 2NmatricesMG andMG′ are displayed
in the table below (columns ⊃̃MG and ⊃̃MG′ , respectively). Note that ⊃̃MG′
contains some non-deterministic choices, although the semantics for implication
given in Example 1 is completely deterministic.

D ⊃̃MG ⊃̃MG′ R(⊃̃MG′ )
〈t, t〉 {〈t, t〉} {t} {t} {t}
〈t, f〉 {〈t, f〉} {t, f} {f} {f}
〈t, f〉 {〈t, f〉, 〈t, t〉} {t, f} {f} {f}
〈f, t〉 {〈f, t〉} {t} {t} {t}
〈f, t〉 {〈f, t〉, 〈t, t〉} {t} {t} {t}
〈f, f〉 {〈f, f〉} {t} {t} {t}
〈f, f〉 {〈f, f〉, 〈t, t〉} {t} {t} {t}
〈f, f〉 {〈f, f〉, 〈f, t〉} {t} {t} {t}
〈f, f〉 {〈f, f〉, 〈t, f〉} {t, f} {t, f} {f}
〈f, f〉 {〈f, f〉, 〈t, t〉, 〈f, t〉} {t} {t} {t}
〈f, f〉 {〈f, f〉, 〈t, f〉, 〈f, f〉} {t, f} {t, f} {f}
〈f, f〉 {〈f, f〉, 〈t, f〉, 〈f, t〉} {t, f} {t, f} {f}
〈f, f〉 {〈f, f〉, 〈t, f〉, 〈f, t〉, 〈t, t〉} {t, f} {t, f} {f}

We now formulate a procedure for removing the illegal options. As shown below,
its application to any 2Nmatrix MG leads to a matrix-based representation
which faithfully reflects the semantics from Section 2.2.

Definition 19. Let �̃ : Vn → P+({t, f}) be an interpretation of an n-ary con-
nective �. The reduced interpretation R(�̃) is obtained by the following algorithm:

- L0 ← �̃ and i← 0.
Repeat

– i← i+ 1 and Li ← Li−1.
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– Let V = 〈x,D〉, such that Li−1(V ) = {t, f}. If there is some y ∈ D, such
that for every D′ ⊆ D, such that 〈y,D′〉 ∈ Vn: Li−1(〈y,D′〉) = {f}, then
Li(V )← {f}.

Until Li = Li−1

Example 7. By applying the algorithm to the 2NmatrixMG′ in Example 6, we
obtain the reduced 2Nmatrix displayed in the last column of the table above
(denoted by R(⊃̃MG′ )). Note that R(⊃̃MG′ ) does not codify a particular Kripke
frame, as in the matrix-based semantics for intuitionistic logic described in [10];
R(⊃̃MG′ ) represents instead the “semantic meaning” of intuitionistic implication.

Below we show that for any coherent canonical system G, the determinism of
R(�̃MG) is equivalent to the determinism of � in G (in the sense of Definition
11), thus obtaining an algorithm for checking the latter.

Definition 20. Given an n-atomic frameW = 〈W,≤, v〉, the distribution vector
VW induced by W is defined as follows: VW = 〈〈v(a, p1), . . . , v(a, pn)〉,DW〉,
where a = min(W) and DW = {〈v(b, p1), . . . , v(b, pn)〉| b ∈W}.

Lemma 2. Let W be an n-atomic frame. σid fulfils a canonical rule r in
min(W) with respect to W iff r is VW -valid.

Lemma 3. Let G be a coherent canonical system for L and � an n-ary connec-
tive of L. If R(�̃MG)(V ) = {f}, then for every n-atomic frame W inducing V ,
σid fulfils a left rule for � of G in some world b ≥ min(W) with respect to W.

Proof. We prove by induction on i that the claim holds for every Li as defined
in Definition 19. It follows that the claim holds for R(�̃MG). For i = 0, Li =
�̃MG , and hence the claim follows from Lemma 2 by the definition of MG.
Suppose that the claim holds for all i < k and let i = k. Let W be an n-
atomic frame inducing V ∈ Vn. If Lk−1(V ) = {f}, the claim holds by the
induction hypothesis. Otherwise Lk−1(V ) = {t, f}, and there is some y ∈ D,
such that for every D′ ⊆ D for which 〈y,D′〉 ∈ Vn: Lk−1(〈y,D′〉) = {f}. Let
b ≥ min(W) be a world such that v(b, pi) = yi (it exists since y ∈ D). Let
D0 = {〈v(c, p1), . . . , v(c, pn)〉| c ≥ b}. Since D0 ⊆ D, Lk−1(V0) = {f}, where
V0 = 〈y,D0〉. Let W0 be the subframe of W , such that min(W0) = b. Since W0

induces V0, by the induction hypothesis, there is some c ≥ b, in which σid fulfils
a left rule r in G for � with respect to W0. It easily follows that σid fulfils r in
c ≥ b ≥ min(W) with respect to W . ��

Theorem 6. Let G be a coherent canonical system. An n-ary connective � is
deterministic in G if and only if R(�̃MG) is deterministic (i.e. R(�̃MG)(V ) is
either {t} or {f} for every V ∈ Vn).

Proof. (⇐): Denote by Rr and Rl the sets of right and left rules for � in G
(respectively). Suppose that � is deterministic in G, and assume by contradiction
that R(�̃MG)(V ) is not deterministic. Define a partial order on n-ary vectors over
{t, f} as follows: x <n y if for every 1 ≤ i ≤ n: either xi = yi or xi = f and
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yi = t. Choose V = 〈x,D〉 ∈ Vn to be such that R(�̃MG)(V ) = {t, f} and x
is maximal with respect to <n. We construct an n-atomic frame W , such that
σid does not fulfil any r ∈ Rr in min(W), and any r ∈ Rl in any b ≥ min(W)
(with respect to W). If D = {x}, then let W be the n-atomic frame with one
world a, such that v(a, pi) = xi. Since R(�̃MG)(V ) = {t, f}, it must be the case
that �̃MG(V ) = {t, f}. Then by definition of MG, there is no V -valid rule in
Rr∪Rl. By Lemma 2, σid does not fulfil any r ∈ Rr∪Rl in a with respect to W .
Otherwise, D = {x, y1, . . . , ym}. Let W be the n-atomic frame W = 〈W,≤, v〉,
such that W = {a, a1, . . . , am}, where a < aj for all 1 ≤ j ≤ m, v(a, pi) = xi,
and v(aj , pi) = yji . Like in the above case, it can be shown that σid does not fulfil
any r ∈ Rr ∪Rl in a = min(W). It remains to show that no r ∈ Rl is fulfilled in
aj . Suppose by contradiction that this is the case for some r ∈ Rl and aj . LetW ′

be the subframe ofW such that min(W ′) = aj . The distribution vector induced
by W ′ is Vj = 〈yj , {yj}〉. By Lemma 2, r is Vj -valid, and so �̃M(Vj) = {f}.
Hence also R(�̃MG)(Vj) = {f}. One of the following cases holds:

– For all D0 ⊆ D, such that V ′ = 〈yj , D0〉 ∈ Vn, R(�̃MG)(V ′) = {f}. But
then R(�̃MG)(V ) = {f}, contradicting our assumption.

– There is some D0 ⊆ D, such that V ′ = 〈yj , D0〉 ∈ Vn and R(�̃MG)(V ′) =
{t}, and so also �̃M(V ′) = {t}. This means that there exists some V ′-valid
r ∈ Rr. By definition, r is 〈yj , D′〉-valid for every D′ ⊆ D0. It follows that
�̃M(〈yj , {yj}〉) = {t}, in contradiction to our assumption.

– There is some D0 ⊆ D, such that V ′ = 〈yj , D0〉 ∈ Vn and R(�̃MG)(V ′) =
{t, f}. But since x <n yj , this is in contradiction to the maximality of x.

Thus it cannot be the case that σid fulfils a rule from Rl in some aj ≥ min(W),
hence � is not deterministic in G, in contradiction to our assumption.

(⇒): Suppose that R(�̃MG) is deterministic and assume by contradiction that
there is some n-atomic frameW , such that σid does not fulfil any right rule of G
for � in min(W), and any left rule of G for � in any b ≥ W . Let V be the distri-
bution vector induced byW . By Lemma 2, there is no V -valid right rule for � in
G, and so by definition ofMG, �̃M(VW) �= {t}, and so also R(�̃MG)(VW ) �= {t}.
Since R(�̃MG) is deterministic, it must be the case that R(�̃MG)(VW ) = {f}.
But then by Lemma 3, for every n-atomic frame W ′ inducing V , σid fulfils a
left rule for � in G in some b ≥ min(W ′). In particular, this holds for W , in
contradiction to our assumption. ��

Corollary 1. For a coherent canonical system G, the following questions are
decidable: (i) Is � deterministic in G? (ii) Does G admit axiom-expansion? (iii)
(If G has exactly one right rule r for �) is r invertible?.

Finally, we establish the equivalence between the new matrix-based semantics
and the non-deterministic Kripke-style semantics of [3].

Theorem 7. Let G be a coherent canonical system. A frame W = 〈W,≤, v〉 is
G-legal (see Definition 6) iff for every a ∈ W and every formula �(ψ1, . . . , ψn),
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v(a, �(ψ1, . . . , ψn)) ∈ �̃MG(〈x,D〉), where x = 〈v(a, ψ1), . . . , v(a, ψn)〉 and D is
the set {〈v(b, ψ1), . . . , v(b, ψn)〉| b ≥ a}.

Proof. (⇒): Suppose that W is G-legal. Let a ∈W and �(ψ1, . . . , ψn) ∈ FrmL.
Suppose that �̃MG(〈x,D〉) = {t}. By definition ofMG, there is some right rule
r for � in G, such that every premise of r is compatible with every y ∈ D.
It is easy to see that this implies that σψ1,...,ψn fulfils r in a. Since W is G-
legal, it respects r, and so ⇒ �(ψ1, . . . , ψn) is locally true in a. It follows that
v(a, �(ψ1, . . . , ψn)) = t. The case when �̃MG(〈x,D〉) = {f} is handled similarly.

(⇐): Suppose that for every a ∈ W and every formula ϕ = �(ψ1, . . . , ψn),
v(a, ϕ) ∈ �̃MG(〈〈v(a, ψ1), . . . , v(a, ψn)〉, {〈v(b, ψ1), . . . , v(b, ψn)〉| b ≥ a}〉). Let r
be a right rule in G for an n-ary connective � (left rules are handled similarly). We
prove that W respects r. Suppose that a substitution σ fulfils r in some a ∈ W .
Hence, it locally satisfies every premise of r in every b ≥ a. Let xbi = v(b, σ(pi))
for every b ≥ a. It is easy to see that every premise of r is compatible with
〈xb1, . . . , xbn〉 for every b ≥ a. By definition of MG, �̃(〈x,D〉) = {t}, where x =
〈xa1 , . . . , xan〉 and D = {〈xb1, . . . , xbn〉| b ≥ a}. Therefore, v(a, σ(�(p1, . . . , pn))) ∈
{t}. Hence σ locally satisfies r’s conclusion in a. ��
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On the Proof Complexity of Cut-Free

Bounded Deep Inference

Anupam Das

University of Bath

Abstract. It has recently been shown that cut-free deep inference sys-
tems exhibit an exponential speed-up over cut-free sequent systems, in
terms of proof size. While this is good for proof complexity, there remains
the problem of typically high proof search non-determinism induced by
the deep inference methodology: the higher the depth of inference, the
higher the non-determinism. In this work we improve on the proof search
side by demonstrating that, for propositional logic, the same exponential
speed-up in proof size can be obtained in bounded-depth cut-free sys-
tems. These systems retain the top-down symmetry of deep inference,
but can otherwise be designed at the same depth level of sequent sys-
tems. As a result the non-determinism arising from the choice of rules at
each stage of a proof is smaller than that of unbounded deep inference,
while still giving access to the short proofs of deep inference.

1 Introduction

Deep inference is a proof methodology whose proof systems allow the application
of inference rules on any connective appearing in a formula, in contrast to tradi-
tional proof systems whose inference rules only operate on the main connective
of a formula. Within deep inference several formalisms have been defined, the
most developed being the Calculus of Structures (CoS), and more recently an
extension of it, Open Deduction [8]. Throughout this work we use the latter, but
present complexity results for CoS so that they are more directly comparable
to existing results. The two systems are polynomially equivalent and, for the
reader familiar with CoS, the use of open deduction can be considered as just a
convenient notation to present CoS proofs more clearly and with less syntax.

In this paper we consider “cut-free” or “analytic” deep inference systems as

defined in [3]. For deep inference systems the “cut” rule is
A ∧ Ā
−−−−−−

f
, which can be

considered a generalized version of the cut from sequent calculi since it can be
applied in any context. There are cut-elimination procedures for deep inference
systems and they yield the results we would expect from such procedures, e.g.
consistency of the system and Herbrand’s Theorem. There is also a generalized
version of the subformula property for cut-free deep inference systems: atoms
appearing in a proof are just those that appear in its conclusion. This specializes
to the traditional subformula property when restricted to the sequent calculus. A

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 134–148, 2011.
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more detailed account of the cut rule in deep inference systems and the corollaries
of cut-elimination can be found in [2].

Recently, in [3], Bruscoli and Guglielmi have shown that cut-free deep in-
ference systems exhibit an exponential speedup over cut-free sequent systems in
size of proofs. The Statman tautologies are shown to have polynomial-size proofs
in the cut-free calculus of structures, while their proofs in cut-free sequent cal-
culi have long been known to grow exponentially [6]. The first three Statman
tautologies are shown below, from which the basic pattern should be apparent:

S1 ≡ (c1 ∧ d1) ∨
[
c̄1 ∨ d̄1

]
,

S2 ≡ (c2 ∧ d2) ∨
[(([

c̄2 ∨ d̄2

]
∧ c1

)
∧
([
c̄2 ∨ d̄2

]
∧ d1

))
∨
[
c̄1 ∨ d̄1

]]
,

S3 ≡ (c3 ∧ d3) ∨
(([

c̄3 ∨ d̄3

]
∧ c2

)
∧
([
c̄3 ∨ d̄3

]
∧ d2

))
∨

((([
c̄3 ∨ d̄3

]
∧
[
c̄2 ∨ d̄2

])
∧ c1

)
∧
(([

c̄3 ∨ d̄3

]
∧
[
c̄2 ∨ d̄2

])
∧ d1

))
∨

[
c̄1 ∨ d̄1

]
.

It is not difficult to see that cut-free sequent calculus proofs of these tautologies
are forced to create O(2n) branches, as demonstrated in [5]. However with deep
inference systems it is possible to prove these formulae ‘from the inside out’
by copying the first disjunct into each following disjunct, reducing the formula
to the previous tautology and repeating the process, yielding polynomial-size
proofs.

It can be argued that the use of deep inference in this case is trivial as inference
rules operate just beneath the surface of the formula; in particular the number of
∧-∨ alternations, or depth, of the Statman tautologies is constant. In this paper
we introduce systems where the depth at which inference rules may apply is
bounded. We refer to these as bounded-depth systems, although this should not
be confused with bounded-depth Frege systems in which the depth of formulae
appearing in a proof, rather than inference steps, is bounded.

In [3] it was conjectured that bounded-depth deep inference systems, while
still giving polynomial-size proofs of the Statman tautologies, would result in an
exponential blowup in the size of proofs for some other classes of tautologies. In
Sect. 3 we prove this to be false; we construct a polynomial transformation of
cut-free deep inference proofs to ones whose inference rules are not only bounded
in depth but “shallow”, in the sense that sequent calculus rules are shallow.

The result is possible because deep inference systems benefit over sequent
systems not only in the depth of their inference steps, but also in the top-down
symmetry they exhibit. A CoS derivation is a sequence of formulae in which the
main connective may change many times, and so the system admits a notion of
duality of inference rules. In contrast, sequent calculi have a strict tree structure
with the implicit connective between branches being conjunction. For example
consider the following rules from deep inference:

A
c↑ −−−−−−
A ∧A

(A ∧B) ∨ (C ∧D)
m −−−−−−−−−−−−−−−−−−−−−

[A ∨ C] ∧ [B ∨D]
cocontraction medial
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The first rule is an example of duality in deep inference systems: it is the dual
rule for contraction. However neither rule can be fully captured by a sequent
calculus; looking at the rules bottom-up, if the conjuncts in the conclusions are
separate branches in a sequent calculus proof, the two branches would need
to collapse into a single branch in order to obtain the premiss, which is not
permitted. However this flexibility alone, it turns out, admits enough top-down
symmetry to enjoy the same proof complexity as deep inference systems, and in
Conclusion 5.1 we present a sequent-like system that exemplifies this.

In the literature there is generally a distinction made between systems contain-
ing cocontraction and ones that do not, as it is conjectured that cocontraction
allows for an exponential speedup in size of proofs [3]. In this paper we consider
only systems containing cocontraction and show that bounded-depth systems can
polynomially simulate full deep inference. The analogous problem for systems
without cocontraction remains open, although in Conclusion 5.2 we conjecture
that an analogous result does not hold. Work in this area is ongoing, and may
provide new directions for the wider problem of the effect of cocontraction on
proof complexity in general (see Conclusion 5.3).

2 Preliminaries

Here we give only a brief account of the open deduction formalism and its usual
proof systems for propositional logic, but a more comprehensive introduction
can be found in [8].

Definition 1 (Formulae and Contexts). The language of open deduction is
a propositional language consisting of units t, f, countably many atoms which we
denote a, b, c, d, possibly with subscripts and superscripts, two binary connectives
∧ and ∨ and an involution a �→ ā, defined only on the set of atoms, representing
negation, all with their usual classical interpretations.

Formulae are built freely in the usual way and we use A, B, C, D as metavari-
ables ranging over formulae of the language. We extend negation to all formulae
by identifying Ā with the negation normal form of A. For clarity we use paren-
theses for conjunctions and brackets for disjunction, and we sometimes omit
external parentheses/brackets of a formula, and internal ones under associativ-
ity. For example the following are all formulae:

a ∧
[
b̄ ∨ c

]
t ∧ d f ∨

(
a ∧ b̄

)
≡ t ∧ [ā ∨ b]

Definition 2 (Derivations). All formulae are derivations, and we define, for
a formula A, its premiss and conclusion (pr(A), cn(A) resp.) as A. If Φ, Ψ
are derivations then Φ � Ψ is a derivation for � ∈ {∧,∨}, with pr(Φ � Ψ) ≡

pr(Φ) � pr(Ψ) and cn(Φ � Ψ) ≡ cn(Φ) � cn(Ψ).
Φ

ρ −−
Ψ

is a derivation just if
cn(Φ)

ρ −−−−−−
pr(Ψ)

is an inference step associated with some rule ρ, and has premiss pr(Φ) and
conclusion cn(Ψ). Inference rules can operate anywhere in a formula, not just
on the main connective. If pr(Φ) ≡ t then we call Φ a proof.



On the Proof Complexity of Cut-Free Bounded Deep Inference 137

Rebracketing rules Unit rules

A ∨B
= −−−−−−−
B ∨ A

[A ∨B] ∨ C
= −−−−−−−−−−−−−−
A ∨ [B ∨ C]

A
u1↑ −−−−−

A ∧ t

A ∧ t
u2↑ −−−−−

A

f
u3↑ −−−−

f ∧ f

f ∧ f
u4↑ −−−−

f

A ∧B
= −−−−−−−
B ∧ A

(A ∧B) ∧ C
= −−−−−−−−−−−−−−
A ∧ (B ∧ C)

A ∨ f
u1↓ −−−−−−

A

A
u2↓ −−−−−−

A ∨ f

t ∨ t
u3↓ −−−−

t

t
u4↓ −−−−

t ∨ t

commutativity associativity

Fig. 1. Inference rules for equality

For a derivation Φ its size, |Φ|, is the number of unit and atom occurrences
in it and its length, l(Φ), is the number of inference steps appearing in it.

Definition 3 (Contexts). A context is a formula with one hole appearing in
place of a subformula, e.g. a ∧ { }, b ∨ (a ∧ { }) ∨ f, and is denoted by ξ{ }. The
hole can be filled with any formula or derivation; we denote a context ξ{ } filled
with a derivation Φ by ξ{Φ}.

Definition 4 (Systems). A system is a set of inference rules, and if all infer-
ence rules appearing in a derivation (resp. proof) Φ belong to a system S then
we say Φ is a S-derivation (resp. S-proof). If Φ is a S-derivation with premiss

A and conclusion B we write
A
Φ
∥∥∥∥S
B

. If A ≡ t, i.e. Φ is a proof, then we write
−
Φ
∥∥∥∥S
B

.

Definition 5 (Sequential and Synchronal Forms). We define two impor-
tant forms of a derivation. The first is sequential form, where the derivation
is just a sequence of formulae, and so also a CoS derivation. The second is
synchronal form, where every inference step operates as shallow as possible, i.e.
every inference step is just an instance of the inference rule itself with formulae
substituted in for the metavariables. For every derivation both forms exist; syn-
chronal form is unique while sequential form, in general, is not, and there is at
most only a quadratic difference in the size of the two forms [4]. For example we
present a derivation in synchronal and two sequential forms:

A
−−
C

∧
B
−−
D

A ∧B
−−−−−−−
A ∧D
−−−−−−−
C ∧D

A ∧ B
−−−−−−−
C ∧B
−−−−−−−
C ∧D

Note 6 (Equality Rules). We define the equality inference rules on formulae in
Fig. 1. For the sake of clearer analysis of proof complexity and depth we consider
them as real inference rules inducing actual inference steps (like in [9]), rather
than a set of equations governing the sameness of formulae. When we introduce
our notion of depth, and bounded-depth systems, the same restrictions we impose
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Structural rules Logical rules

KSg+

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A
c↑ −−−−−−−
A ∧A

(A ∧ B) ∨ (C ∧D)
m −−−−−−−−−−−−−−−−−−−−−−

[A ∨ C] ∧ [B ∨D]

cocontraction medial

t
i↓ −−−−−−−
A ∨ Ā

f
w↓ −−
A

A ∨A
c↓ −−−−−−−

A

A ∧ [B ∨ C]
s −−−−−−−−−−−−−−
(A ∧B) ∨ C

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

KSg
interaction weakening contraction switch
or identity

Fig. 2. Systems KSg and KSg+

on the other inference rules also apply to the equality rules, so there is no doubt
that the inference rules we apply really do have bounded depth.

When defining proof systems in this section, we implicitly assume that all the
equality inference rules are also in that system. However we distinguish between
the rebracketing rules and the unit rules in notation as we usually consider them
separately. We in fact make little use of the unit rules and include them only
as convention. In Sect. 4 we show that units and the unit rules can be dropped
with no major effect on proof complexity.

Definition 7. We define KSg = {i↓,w↓, c↓, s}, and KSg+ = KSg ∪ {c↑,m} and
these rules are defined in Fig. 2. As usual, both these systems also contain all
equality inference rules. These systems are sound and complete [1].

Definition 8 (Complexity). We say that a system S p-simulates a system T
if there is a polynomial p such that for every T -proof Ψ there is a S-proof Φ
with the same conclusion such that |Φ| ≤ p(|Ψ |). If the condition also holds for
all derivations, preserving premises as well as conclusions, then we say that S
strongly p-simulates T . When two systems p-simulate (resp. strongly p-simulate)
each other, we say they are p-equivalent (resp. strongly p-equivalent).

Definition 9 (Depth). For a formula A its depth, d(A), is the maximum num-
ber of alternations of ∧ and ∨ in its formula tree. The depth of a hole (resp. sub-
formula) in a context, d({ }, ξ{ }), is the number of alternations in the path to
the hole (resp. subformula) in the context’s formula tree. In a sequential deriva-
tion the depth of an inference step is the depth of the hole of the largest context
common to both its premiss and conclusion. The depth of an inference step is
invariant among its various sequential forms and so we extend uniquely this no-
tion for all derivations. When calculating depth we adopt the convention that
every formula or context has an outer ∧. For example:

d(a ∨ (b ∧ c)) = d({ }, a ∨ (b ∧ { })) = 2 d(a ∧ (b ∧ (c ∧ d))) = 0
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Notation 10. For a system S we write k-S to denote the system whose deriva-
tions are just S-derivations where all inference steps have depth less than or
equal to k. We call k-S a k-depth system. For an inference step ρ, we often

indicate its depth in parentheses on the right, e.g.
A

ρ(3) −−
B

indicates that d(ρ) = 3,

and we write S ∪{ρ(k)} to denote the system whose derivations are just S ∪{ρ}-
derivations with all ρ steps having depth k. For a context ξ{ }, the depth of its
hole may be indicated as a superscript, e.g. ξ2{ } for a context with a hole at
depth 2.

3 The Depth-Change Trick

In this section we present our main result, that bounded-depth KSg+ strongly p-
simulates any cut-free deep inference system. The result also holds for KSg∪{c↑},
and the problem remains open for systems without cocontraction.

Throughout this section we present derivations in sequential form, i.e. CoS
derivations, both for clarity and to establish complexity results directly compa-
rable to existing ones. Derivations are often presented with long sequences of
commutativity and associativity steps, and sometimes brackets (resp. paranthe-
ses) are omitted in large disjunctions (resp. conjunctions). From the point of
view of complexity this shortens proofs by at most cubic degree and so preserves
p-simulation. A proof of the following lemma can be found in [3]:

Lemma 11. Every rebracketing
A
Φ
∥∥∥∥{=}
B

can be achieved with quadratic length,

i.e. there exists
A
Ψ
∥∥∥∥{=}
B′

such that l(Ψ) = O(B2), and so |Ψ | = O(B3).

In this section we work in KSg+, the system of all the usual “analytic” rules for
propositional logic. The medial rule is, in fact, derivable from the other rules
and so does not have a major effect the complexity of the system:

(A ∧B) ∨ (C ∧D)
4·u2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

([A ∨ f] ∧ [B ∨ f]) ∨ ([A ∨ f] ∧ [B ∨ f])
4·w↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

([A ∨ C] ∧ [B ∨D]) ∨ ([A ∨ C] ∧ [B ∨D])
c↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

[A ∨ C] ∧ [B ∨D]

In particular the main result presented here, that bounded-depth KSg+ strongly
p-simulates unbounded-depth KSg+, also holds for KSg ∪ {c↑}, i.e. without me-
dial. However since the derivation of medial contains depth 3 rule applications
(the weakening steps), the result would only hold for systems of depth greater
than or equal to 3, which is somewhat less clean than the result for KSg+.
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Definition 12. Observe the following derivations in 1-KSg+:

A ∨ (B ∧ C)
c↑(1) −−−−−−−−−−−−−−−−−−−−

(A ∧ A) ∨ (B ∧ C)
m(0) −−−−−−−−−−−−−−−−−−−−

[A ∨B] ∧ [A ∨ C]

(A ∧B) ∨ (A ∧ C)
m(0) −−−−−−−−−−−−−−−−−−−−

[A ∨A] ∧ [B ∨ C]
c↓(0) −−−−−−−−−−−−−−−−−−−

A ∧ [B ∨ C]

[A ∨B] ∧ [A ∨ C]
=(0) −−−−−−−−−−−−−−−−−−−

[A ∨B] ∧ [C ∨A]
s(1),s(0) −−−−−−−−−−−−−−−−−−−

A ∨ (B ∧ C) ∨A
=(1) −−−−−−−−−−−−−−−−−−

A ∨A ∨ (B ∧ C)
c↓(1) −−−−−−−−−−−−−−−−−−

A ∨ (B ∧ C)

A ∧ [B ∨ C]
c↑(0) −−−−−−−−−−−−−−−−−−

A ∧A ∧ [B ∨ C]
=(0) −−−−−−−−−−−−−−−−−−

A ∧ [B ∨ C] ∧ A
2·s(0) −−−−−−−−−−−−−−−−−−−−

(A ∧ B) ∨ (C ∧A)
=(1) −−−−−−−−−−−−−−−−−−−−

(A ∧ B) ∨ (A ∧ C)

From these we define four macro-rules, collectively known as the distributivity
laws, which should be understood as abbreviations for the above derivations:

A ∨ (B ∧ C)
d2↑ −−−−−−−−−−−−−−−−−−−

[A ∨B] ∧ [A ∨ C]

(A ∧ B) ∨ (A ∧ C)
d2↓ −−−−−−−−−−−−−−−−−−−−

A ∧ [B ∨ C]

[A ∨B] ∧ [A ∨ C]
d1↓ −−−−−−−−−−−−−−−−−−−

A ∨ (B ∧ C)

A ∧ [B ∨ C]
d1↑ −−−−−−−−−−−−−−−−−−−−

(A ∧ B) ∨ (A ∧ C)

Like switch and medial, these rules can increase or decrease the depth of a
formula. However, unlike switch and medial, all the above rules are invertible,
indeed rules in the same column are inverse to each other, and rules in the same
row are dual to each other. This invertibility allows us to “unfold” formulae at
will, bringing subformulae out to whatever depth we wish, and then pushing
them back down again. For example the following transformation decreases the
depth of an inference step by 1, where D is a formula at depth 2 containing its
premiss and ξ2 is the context of D:

ξ2{D}
ρ(k+1) −−−−−−−−

ξ2{D′}
� ρ′ :

ξ2{D}
∥∥∥∥∥∥∥{=(k)}

A ∧ [B ∨ (C ∧D)]
d2↑ −−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B ∨ C] ∧ [B ∨D]
ρ(k) −−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B ∨ C] ∧ [B ∨D′]
d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B ∨ (C ∧D′)]
∥∥∥∥∥∥∥{=(k)}

ξ2{D′}

(1)

The transformation is local and so preserves derivability. We extend this trick
to show that a 1-depth system strongly p-simulates unbounded depth systems.
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ξ2r{D}
ρ(2r) −−−−−−−−−

ξ2r{D′} � ρ′ :

ξ2r{D}
Ψ−1
1

∥∥∥∥∥∥∥∥∥∥
{=(1)}

A ∧
[
B1 ∨

(
C1 ∧ ξ2(r−1)

1 {D}
)]

d2↑ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A ∧

(
[B1 ∨ C1] ∧

[
B1 ∨ ξ2(r−1)

1 {D}
])

Ψ−1
2

∥∥∥∥∥∥∥∥∥∥
{=(1)}

...

Ψ−1
r

∥∥∥∥∥∥∥∥∥∥
{=(1)}

A ∧ [B1 ∨ C1] ∧ · · · ∧ [Br ∨ (Cr ∧D)]
d2↑ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B1 ∨ C1] ∧ · · · ∧ ([Br ∨ Cr] ∧ [Br ∨D])
ρ(1) −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B1 ∨ C1] ∧ · · · ∧ ([Br ∨ Cr] ∧ [Br ∨D′])
d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B1 ∨ C1] ∧ · · · ∧ [Br ∨ (Cr ∧D′)]

Ψr

∥∥∥∥∥∥∥∥∥∥
{=(1)}

...

Ψ3

∥∥∥∥∥∥∥∥∥∥
{=(1)}

(A ∧ [B1 ∨ C1]) ∧
(
[B2 ∨ C2] ∧

[
B2 ∨ ξ2(r−2)

2 {D′}
])

d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
(A ∧ [B1 ∨ C1]) ∧

[
B2 ∨

(
C2 ∧ ξ2(r−2)

2 {D′}
)]

Ψ2

∥∥∥∥∥∥∥∥∥∥
{=(1)}

A ∧
(
[B1 ∨ C1] ∧

[
B1 ∨ ξ2(r−1)

1 {D′}
])

d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A ∧

[
B1 ∨

(
C1 ∧ ξ2(r−1)

1 {D′}
)]

Ψ1

∥∥∥∥∥∥∥∥∥∥
{=(1)}

ξ2r{D′}

Fig. 3. Full depth-decreasing transformation of an inference step

Theorem 13 (The Depth-Change Trick). 1-KSg+ strongly p-simulates
KSg+.

Proof. Suppose ρ is an inference rule with depth 2r ≥ 2 1. Let D be its premiss,
D′ its conclusion and ξ its context. Let ξi{D} be the smallest subformula of
ξ{D} at depth 2i containing D, so that d(ξi{ }) = 2(r− i). In Fig. 3 we define a
transformation of ρ to a derivation ρ′ that has the same premiss and conclusion
but contains only at most depth 1 inference steps.
When d(ρ) ≤ 1 we define ρ′ = ρ, with ρ construed as a length 1 derivation. We
can now extend the transformation to whole derivations as follows:

1 If d(ρ) is odd then the derivation is the same, but in the middle D would now appear
in a disjunction, still at depth 1.
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A ∧ [B ∨ [C ∨D]]
ρ −−−−−−−−−−−−−−−−−−−−−
A ∧ [B ∨ [C ∨D′]]

� ρ′ :

A ∧ [B ∨ [C ∨D]]
= −−−−−−−−−−−−−−−−−−−−
A ∧ [[B ∨ C] ∨D]

ρ −−−−−−−−−−−−−−−−−−−−−
A ∧ [[B ∨ C] ∨D′]

= −−−−−−−−−−−−−−−−−−−−−
A ∧ [B ∨ [C ∨D′]]

A ∧ [B ∨ (C ∧D)]
ρ −−−−−−−−−−−−−−−−−−−−−−
A ∧ [B ∨ (C ∧D′)]

� ρ′ :

A ∧ [B ∨ (C ∧D′)]
d2↑ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ ([B ∨ C] ∧ [B ∨D′])
= −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

(A ∧ [B ∨ C]) ∧ [B ∨D′]
ρ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−

(A ∧ [B ∨ C]) ∧ [B ∨D]
= −−−−−−−−−−−−−−−−−−−−−−−−−−−−
A ∧ ([B ∨ C] ∧ [B ∨D])

d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−
A ∧ [B ∨ (C ∧D)]

Fig. 4. Interweaving rebracketing and distributivity steps

Φ :

A0
ρ1 −−−...
ρn −−−
An

� Φ′ :

A0
ρ′1 ===...
ρ′n ===
An

The depth of a formula is less than or equal to its size so we have ri ≤ |Ai|, where
2ri is the depth of ρi. Each Ψk is a rebracketing step which has cubic complexity
in the size of its conclusion, by Lemma 11, and the conclusions of Ψk have size
at most k · |Ai|. From this we calculate |ρ′i| ≤ 2 ·

∑r
k=1 |Ψk| ≤

∑r
k=1(k · |Ai|)3 ≤

|Ai|3
∑r

k=1 k
3 = O(|Ai|3 · r4) = O(|Ai|7), and so |Φ′| = O(|Φ|7). �

Note 14 (The Complexity of the Depth-Change Trick). The upper bound of the
polynomial degree of inefficiency estimated above, 7, can be improved upon
vastly, for example by interweaving the rebracketing and distributivity steps.

Consider the transformation of an inference rule in Fig. 4. When d(ρ) ≤ 1 we
define ρ′ = ρ, with ρ construed as a length 1 derivation. If the size of the
conclusion is n, then the transformation only needs to be applied at most n− 1
times (i.e. the number of connectives) to guarantee that ρ applies at depth less
than or equal to 1. Each application of the transformation at most adds n then
multiplies by 6, and so applying it n−1 times gives |ρ′| ≤

∑n−1
i=1 6 · i ·n = O(n3).

So the depth-change trick can be achieved with at most a cubic loss in efficiency.
In comparison, local systems in CoS, ones that operate only on atoms, suffer a
quadratic loss in efficiency, as shown in [3].

4 Reducing Non-determinism

Having shown that bounded-depth systems have similar size proofs as deep in-
ference, we can now construct systems that have far less non-determinism than
those in deep inference: at each stage of a proof there are fewer choices available.
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Axiom Structural rules Logical rules

K̇Ṡg+

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A
c↑ −−−−−−

A ∧ A

(A ∧ B) ∨ (C ∧ D)
m −−−−−−−−−−−−−−−−−−−−

[A ∨ C] ∧ [B ∨ D]

cocontraction medial

i↓ −−−−−−
A ∨ Ā

A
i↓ −−−−−−−−−−−−−

A ∧
[
B ∨ B̄

]
A

w↓ −−−−−−
A ∨ B

A ∨ A
c↓ −−−−−−

A

A ∧ [B ∨ C]
s −−−−−−−−−−−−−
(A ∧ B) ∨ C

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

K̇Ṡg
identity weakening contraction switch

Fig. 5. Unit-free systems K̇Ṡg and K̇Ṡg+

In this section we restrict our bounded-depth system to further reduce this
non-determinism. Proofs and derivations are given in synchronal form for con-
venience and we introduce a new measure, known as the height of a derivation,
for inductions. We give only proof sketches of theorems for the sake of brevity.

Definition 15 (Height of a Derivation). The height of a proof/derivation is
defined inductively as follows:

h(a) = 0
h(Φ ∧ Ψ) = max(h(Φ), h(Ψ))
h(Φ ∨ Ψ) = max(h(Φ), h(Ψ))

h

(
Φ
−−
Ψ

)

= 1 + h(Φ) + h(Ψ)

Remark 16. The height of a derivation is not invariant among its various forms.
Height is equal to length for sequential derivations but this is not, in general, true
for derivations in synchronal form. For example, the three forms of a derivation
given in Definition 5 have heights 1, 2, 2 respectively.

Units and unit rules, it turns out, do not play a major role in proof complexity; in
most circumstances we can polynomially transform a proof with units and unit
rules to one without. The system we present in Fig. 5 is similar to the unit-free
system appearing in [10]. From the point of view of proof search, the advantage
of this is clear: fewer rules and no constants means less non-determinism.

Definition 17 (Unit-Free Systems). The language of unit-free open deduc-
tion is just the language of open deduction with all units removed. Unit-free
derivations are derivations containing no units (and so no instances of the unit
rules), and a unit-free proof is a unit-free derivation with empty premiss. With
inference rules defined as in Fig. 5 define K̇Ṡg = {i↓,w↓, c↓, s} and K̇Ṡg+ =
{i↓,w↓, c↓, c↑, s,m} respectively, along with all rebracketing rules but not the unit
rules.

The special cases when a proof-with-units cannot be transformed to a unit-free
proof is when the conclusion “reduces”, in some sense, to just a unit. Otherwise
we reduce the conclusion to some unique unit-free formula and construct a proof
of that. This reduction is captured by the following equivalence relation:



144 A. Das

Definition 18 (Unitary Equivalence on Formulae). We define unitary
equivalence, ∼=, on formulae by closing the following equations by reflexivity,
symmetry, transitivity and by applying context closure.

A ∨ f ∼= A ∼= f ∨A
A ∧ t ∼= A ∼= t ∧ A
A ∨ t ∼= t ∼= t ∨A
A ∧ f ∼= f ∼= f ∧A

Context Closure:

if A ∼= B then ξ{A} ∼= ξ{B}

Remark 19. ∼= is an equivalence relation on formulae, and each formula’s equiv-
alence class contains either t, f or a unique unit-free formula, which we call its
reduction. The reduction of a formula can be calculated in polynomial time [3].

Theorem 20 (Dropping Units). A KSg+-proof whose conclusion reduces to
a unit-free formula A can be polynomially transformed to a unit-free proof of A.

Proof. Replace instances of units and unit rules with the appropriate unit-free
rules and formulae. The exceptional cases are when t appears in a disjunction
or f appears in a conjunction in the conclusion. For example:

−∥∥∥∥
(

A ∧ B
w↓ −−−−−−−−−−−−
A ∧ [B ∨ t]

)

−∥∥∥∥
⎛

⎜
⎝

A ∧B
u2↓ −−−−−−−−−−−−

[A ∨ f] ∧ B
s −−−−−−−−−−−−−−−−
A ∨ (B ∧ f)

⎞

⎟
⎠

In both examples the conclusion reduces to A from premiss A ∧ B, which is an
instance of coweakening (see [3]). We show the admissibility of coweakening by
transforming the proof of A ∧ B to a proof, of equal length, of a formula that
reduces to A as follows: replace each atom of B in the conclusion with t, then
mimic the proof of A ∧ B upwards. Identity steps affected by this substitution
are replaced by weakening to give a valid proof. �

Corollary 21. 1-K̇Ṡg+ p-simulates KSg+ over unit-free formulae.

Proof. The proof of the depth-change trick (Theorem 13) makes no use of units
and so can be replicated for the unit-free system in the obvious manner. �

Henceforth rules and systems are assumed to be unit-free if not already specified,
implicitly containing the rebracketing rules but not the unit rules.

In what follows we drop the structural rules contraction, identity and weak-
ening from the system; again, this provides a clear advantage from the point of
view of proof search. It is known that these rules can be dropped in both sequent
and deep inference systems and dropping these rules for bounded-depth systems
does not have a major effect on proof complexity.

Before we can drop the structural rules, we must replace switch and medial
with distributivity rules d1↓ and d2↓. Whether these rules are better or worse
for proof search is debatable: on one hand they can blow up a formula exponen-
tially large, while the former rules are linear, but on the other hand, since they
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A
w↓ −−−−−−−
A ∨ C

∧ [B ∨ C]

d1↓ −−−−−−−−−−−−−−−−−−−−−−
(A ∧B) ∨ C

A ∧B
w↓ −−−−−−−−−−−−−−−−−−−−−−

(A ∧B) ∨ (A ∧D)
d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−

A ∧ [B ∨D]

∨

C ∧D
w↓ −−−−−−−−−−−−−−−−−−−−−−

(C ∧ B) ∨ (C ∧D)
d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−

C ∧ [B ∨D]
d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

[A ∨ C] ∧ [B ∨D]

switch(0) medial(0, 1)

A ∧ [B ∨ C]
w↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

(A ∧ [B ∨ C]) ∨ (D ∧ [B ∨ C])
d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

[A ∨D] ∧ [B ∨ C]

∨

D
d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−

(A ∧D) ∨
D

c↑ −−−−−−−
D ∧D

w↓ −−−−−−−−−−−−−−−−−−−−−−−
[A ∨D] ∧D

d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
A ∨D

w↓ −−−−−−−−−−−−
A ∨ C ∨D

∧ [B ∨ C ∨D]

d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
(A ∧ B) ∨ C ∨D

switch(1)

Fig. 6. Derivations of switch and medial in 1-{i↓,w↓, c↓, c↑, d1↓, d2↓}

are invertible, there is no need to check the validity of the inference, which is
beneficial from the point of view of automated deduction. In actuality the two
sets of rules are easily derivable from each other in the presence of contraction
and cocontraction, and so the first point is irrelevant.

Theorem 22. 1-{i↓,w↓, c↓, c↑, d1↓, d2↓} p-simulates KSg+.

Proof. See Fig. 6 for derivations of switch and medial in the former system. �

Corollary 23. d1↑(0),d2↑(0) are derivable in 1-{w↓, c↑, d1↓, d2↓}.

Proof. Immediate from Definition 12 and derivations in Fig. 6. �

Remark 24. Since we can derive the inverse distributivity rules without identity
or contraction, we can also use the depth-change trick after absorbing these rules.

Lemma 25. c↓(2) is derivable in 2-{w↓, c↑, d1↓, d2↓}.

Proof. See Fig. 7. �

Theorem 26 (Dropping Contraction). 1-{i↓,w↓, c↑, d1↓, d2↓} p-simulates
KSg+.

Proof. Call the former system 1-S for convenience. We work in 2-(S ∪ {c↓}),
which contains 1-(S ∪{c↓}) and so p-simulates KSg by Theorem 22, and observe
that every sound instance of contraction can either be pushed to depth 2 using
distributivity or otherwise trivially eliminated. By Lemma 25 it follows that 2-S
p-simulates KSg+. Finally 1-S p-simulates 2-S by Remark 24. �
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⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

B
c↑ −−−−−−−
B ∧B

∨

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

C ∧

D ∨D
c↑ −−−−−−−−−−−−−−−−−−−−−

[D ∨D] ∧ [D ∨D]
d1↓ −−−−−−−−−−−−−−−−−−−−−−−−

D ∨ (D ∧D)
c↑ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

[D ∨ (D ∧D)] ∧ [D ∨ (D ∧D)]
d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

(D ∧D) ∨ (D ∧D)
d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

D
c↑ −−−−−−−
D ∧D

w↓ −−−−−−−−−−−−−−−−−−−−−−
(D ∧D) ∨ (D ∧ C)

∧ [D ∨D]

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

C ∧D
w↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−
B ∨ (C ∧ B) ∨ (C ∧D)

∧

[D ∨ C] ∧ [D ∨D]
d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

D
w↓ −−−−−−−−−−−−−−
D ∨ (C ∧ B)

∨ (C ∧D)

d1↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
(B ∧D) ∨ (C ∧B) ∨ (C ∧D)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
(B ∧ B) ∨ (B ∧D)

d2↓ −−−−−−−−−−−−−−−−−−−−−−
B ∧ [B ∨D]

∨
(C ∧B) ∨ (C ∧D)

d2↓ −−−−−−−−−−−−−−−−−−−−−−
C ∧ [B ∨D]

d2↓ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
[B ∨ C] ∧ [B ∨D]

d1↓ −−−−−−−−−−−−−−−−−−−−−
B ∨ (C ∧D)

Fig. 7. Derivation of c↓(2) in 2-{w↓, c↑, d1↓, d2↓}

Identity can be dropped since all instances can be pushed to the top of a proof
and incorporated within an axiom. Weakening, on the other hand plays an es-
sential role in the depth-change trick and dropping identity, but can nonetheless
be proved from scratch. The following lemma is proved in [1]:

Lemma 27. A K̇Ṡg+-derivation can be polynomially transformed into one where
all identity steps appear at the top and have depth 0.

Definition 28. Generalized identity is the axiom id −−−−−−−−−−−−−−−−−∧
iBi ∨ Ai ∨ Āi

.

Theorem 29 (Dropping Identity). 1-{id,w↓, c↑, d1↓, d2↓} p-simulates KSg+.

Proof. Identity is not used in the depth-change trick so just drop identity first,
by Lemma 27, then apply the depth-change trick (Theorem 13). �

Theorem 30 (Dropping Weakening). 1-{id, c↑, d1↓, d2↓} p-simulates KSg+.

Proof. We notice that any sound instance of weakening in a proof can be trans-
formed to depth 1 instances, of the same height, using distributivity. Then ob-
serve that any depth 1 instance of weakening in a proof can always be “moved”
up above another rule, possibly reducing depth and using distributivity if nec-
essary, thereby reducing the height of its application. The theorem follows by
induction on the height of an instance of weakening. �
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Γ
c2 −−−−−−−
Γ Γ

Γ,A ∨ B
∨2 −−−−−−−−−−

Γ,A,B

Γ,A ∧B,C ∧D
∧2 −−−−−−−−−−−−−−−−−−−−
Γ,A,C Γ,B,D

id −−−−−
A, Ā

Γ
w −−−−−
Γ,A

Γ,A,A
c1 −−−−−−−−

Γ,A

Γ,A,B
∨1 −−−−−−−−−−
Γ,A ∨ B

Γ,A B,Δ
∧1 −−−−−−−−−−−−−−
Γ,A ∧ B,Δ

identity weakening contraction disjunction conjunction

Fig. 8. System cut-free GS1p+

5 Conclusions

In this paper we showed that cut-free bounded-depth systems containing cocon-
traction can polynomially simulate their unbounded-depth counterparts, and
have discussed their complexity. We argued the favorability of such systems for
proof-search and further improved the situation by showing the admissibility of
units, unit rules and certain structural rules with at most polynomial increase
in proof size. Now we present some directions in which research in this area may
continue, and for which the results presented here may be beneficial.

5.1 Applications to Sequent Calculi

Sequent calculi can essentially be considered depth 1 systems, since the relation
between branches is conjunction and the comma is interpreted as disjunction. It
is therefore possible to embed our systems into a sequent-like system, augmented
slightly to give it top-down symmetry. We present an example of such a system
in Fig. 8, based on the one-sided calculus called GS1p in [11], although less non-
deterministic systems can be designed by making use of the results in Sect. 4.
While this system is less deterministic than standard sequent calculi it is still a
vast improvement to the non-determinism present in unbounded deep inference.

5.2 Bounded-Depth Systems Not Containing Cocontraction

While we have proved that bounded-depth KSg ∪ {c↑} polynomially simulates
unbounded-depth KSg ∪ {c↑}, it remains open whether a similar result can be
obtained for KSg. We think that this is unlikely as the depth-change trick is
reliant on cocontraction to compress proofs. It is simple to observe that the
inverse distributivity rules, d1↑ and d2↑, cannot be derived in a system not
containing cocontraction. We make the following conjecture:

Conjecture 31. No bounded-depth KSg system polynomially simulates KSg.

If the conjecture is true, then it would be interesting to see how the efficiency of
bounded-depth systems without cocontraction change as the bound on depth is
increased. One might intuitively expect a hierarchy of systems, each unable to p-
simulate its successor, however it is also possible that all bounded-depth systems
are p-equivalent but still not p-equivalent to the unbounded depth system.
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5.3 The Effect of Cocontraction on Proof Complexity

It is currently an open problem as to whether KSg can p-simulate KSg ∪ {c↑}
but this is thought unlikely to be the case [3]. It is believed that cocontraction
compresses proofs by sometimes an exponential factor and this is supported by
observational evidence, as well as research in “atomic flows” [7].

An answer to the previous question, on bounded-depth KSg, is probably easier,
but may shed some light on this situation.

Acknowledgement. The author thanks Alessio Guglielmi for reading the
manuscript thoroughly and making several suggestions including, significantly,
that the depth-change trick could be extended to simulate systems of unbounded
depth.
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The Modal µ-Calculus Caught Off Guard
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Abstract. The modal μ-calculus extends basic modal logic with second-
order quantification in terms of arbitrarily nested fixpoint operators. Its
satisfiability problem is EXPTIME-complete. Decision procedures for
the modal μ-calculus are not easy to obtain though since the arbitrary
nesting of fixpoint constructs requires some combinatorial arguments for
showing the well-foundedness of least fixpoint unfoldings. The tableau-
based decision procedures so far also make assumptions on the unfoldings
of fixpoint formulas, e.g. explicitly require formulas to be in guarded
normal form. In this paper we present a tableau calculus for deciding
satisfiability of arbitrary, i.e. not necessarily guarded μ-calculus formu-
las. The novel contribution is a new unfolding rule for greatest fixpoint
formulas which shows how to handle unguardedness without an explicit
transformation into guarded form, thus avoiding a (seemingly) exponen-
tial blow-up in formula size. We prove soundness and completeness of
the calculus, and discuss its advantages over existing approaches.

1 Introduction

The modal μ-calculus Lμ as introduced by Kozen [12] is a fundamental modal fix-
point logic. It is expressively equivalent to the bisimulation-invariant fragment
of monadic second-order logic [10] and can therefore express all bisimulation-
invariant properties of Kripke structures that can be defined using finite au-
tomata or any other machinery with at most regular expressive power. Conse-
quently, there are embeddings of temporal logics like CTL and CTL∗ into Lμ
[5,3], as well as of dynamic logics like PDL [12], even when extended with certain
extras [7].

Decidability of Lμ can be established [13] by observing that its semantics can
be expressed in monadic second-order logic which is known to be decidable due to
Rabin’s famous result from 1969 [18]. This, however, only gives a non-elementary
upper complexity bound. The easy embedding of PDL yields a lower bound of
deterministic exponential time, also known by the time of Lμ’s invention [8].

Closing this gap has taken some time and effort. Emerson and Streett showed de-
cidability in deterministic triple exponential time [20]. Their procedure reduces the
satisfiability problem to the problem of testing a finite tree automaton for empti-
ness. This finite tree automaton is obtained as the product of two
automata: the first, called local automaton, accepts all locally-consistentHintikka-
tree structures for the input formula. A second automaton, called global automa-
ton, is needed which checks for well-foundedness of the unfolding relation for least

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 149–163, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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fixpoint constructs. The product of these two accepts exactly the Hintikka tree
models of the original formula which is sufficient for deciding satisfiability. Later,
Emerson and Jutla have improved the involved automata-theoretic constructions
to obtain EXPTIME-completeness of this problem [6].

There are also tableau-based decision procedure for (fragments) of Lμ. Kozen
gave a tableau calculus in the introductory paper but could only prove soundness
and completeness for the so-called aconjunctive fragment [12]. This has been
extended by Walukiewicz to the so-called weak aconjunctive fragment [22] in
the context of finding a complete axiom system for Lμ. The differences between
tableau-based satisfiability checking and a proof system for validity are, however,
merely a matter of taste in this setting. The property of being aconjunctive
implies that any least fixpoint construct can only regenerate in a foreseeable
way through a sequence of Hintikka sets which eliminates a large part of the
difficulty in deciding well-foundedness of the unfolding relation. Bradfield and
Stirling wrote “it is an open question whether the tableau technique can be made
to work directly for all formulae” [2]. A tableau calculus which also works for
non-aconjunctive formulas has recently been presented by Jungteerapanich [11].

These tableau-based decision procedures still impose a restriction on the syn-
tax of formulas. They only work for formulas in guarded form which intuitively
ensures that every infinite sequence of Hintikka sets corresponds to an infinite
sequence of states in a Kripke model. Guardedness synchronizes all subformu-
las in a tableau node via the usual rule for modalities. When applying rules to
unguarded formulas in an arbitrary order, it is possible to leave infinite unfold-
ings of least fixpoint formulas undetected by continuously unfolding a greatest
fixpoint construct.

It is known that every formula can be transformed into an equivalent guarded
one. Such constructions are presented in several places in the literature, either
without an explicit analysis of the incurring blow-up which is easily seen to be ex-
ponential [1,22], or stating that the blow-up is polynomial, for instance quadratic
[15] or even just linear [14]. While the latter two seem to be correct, their ana-
lyzes are both flawed. This is also indicated by the fact that both constructions
are actually the same but are said to be linear once and quadratic the other time.
Still, both analyzes do not handle multiple occurrences of variables correctly, and
there are unguarded formulas which are transformed into exponentially larger
ones by these constructions, e.g. μX1 . . . μXn.X1 ∨ . . .∨Xn ∨〈a〉(X1 ∧ . . .∧Xn).
This is even true for the stronger measurement of size as number of subformulas.
Thus, all transformations into guarded form known until now are exponential,
and we strongly doubt the existence of a polynomial translation.

In this paper we present a tableau-based decision procedure for the full Lμ
in unrestricted form. The requirement for guardedness is eliminated using a
special unfolding rule for greatest fixpoint formulas. Intuitively, unfolding of
greatest fixpoint constructs leads to two subgoals: one containing this unfolding,
the other one not containing it. We prove soundness and completeness of this
calculus and show how to obtain a decision procedure from it. This uses some
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automata-theoretic machinery similar to the use of the global automata in the
approaches of Emerson et al.

The paper provides the following benefits: it presents a novel approach of
dealing with unguarded fixpoint formulas inside a tableau calculus. This may be
applicable to other logics with similar syntactic facets (like nested Kleene stars
in PDL for instance). With the required pre-transformation into guarded form,
Jungteerapanich’s tableaux only lead to a nondeterministic double exponential
time algorithm. The decision procedure derived from the tableaux presented here
runs in deterministic single exponential time. This even marginally beats the
worst-case runtime of the automata-theoretic procedure. Finally, the tableaux
presented here are used in what seems to be the first attempt at implementing
a decision procedure for Lμ, realized in the tool MLSolver [9].

The paper is organised as follows. Sect. 2 recalls Lμ and necessary techni-
calities. Sect. 3 presents the tableaux calculus. The proofs of soundness and
completeness of these tableaux are tedious and require the usual combinatorial
arguments seen in other correctness proofs for Lμ. Therefore they are deferred
to an appendix. Sect. 4 shows how to obtain a complexity-theoretically optimal
decision procedure for Lμ from these tableaux.

2 The Modal µ-Calculus

Transition Systems. A labeled transition system (LTS) over a set of action names
Σ and a set of atomic propositions P is a tuple T = (S,−→, �) where S is a set
of states, −→ ⊆ S × Σ × S defines a set of transitions between states that are
labeled with action names, and � : S → 2P labels each state with a set of atomic
propositions that are true in this state.

Syntax. Let Σ and P be as above and V be a set of variables. Formulas of the
modal μ-calculus Lμ in positive normal form are given as follows.

ϕ ::= q | q | X | ϕ ∨ ϕ | ϕ ∧ ϕ | 〈a〉ϕ | [a]ϕ | μX.ϕ | νX.ϕ

where X ∈ V , q ∈ P , and a ∈ Σ.
The operators μ and ν act as binders for the variables in a formula. A free

occurrence of a variable X is therefore one that does not occur under the scope
of such a binder. We assume all formulas ϕ to be well-named in the sense that
each variable is bound at most once. We will write σ for either μ or ν.

We write ϕ[ψ/X ] to denote the formula that results from ϕ by replacing every
free occurrence of the variable X in it with the formula ψ.

Fischer-Ladner Closure. The Fischer-Ladner closure of a formula ϕ is the least
set Cl (ϕ) that contains ϕ and satisfies the following.

– If ψ1 ∧ ψ2 ∈ Cl (ϕ) or ψ1 ∨ ψ2 ∈ Cl(ϕ) then ψ1, ψ2 ∈ Cl(ϕ).
– If 〈a〉ψ ∈ Cl(ϕ) or [a]ψ ∈ Cl(ϕ) then ψ ∈ Cl (ϕ).
– If σX.ψ ∈ Cl(ϕ) then ψ[σX.ψ/X ] ∈ Cl(ϕ).

It is a standard exercise to show that |Cl(ϕ)| is linear in the syntactic length of
ϕ. We therefore define |ϕ| := |Cl(ϕ)|.
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Fixpoint Nestings. Let ϕ be fixed and take two fixpoint formulas σX.ψ, σ′Y.ψ′ ∈
Cl(ϕ). The latter depends on the former if this X occurs freely inside of ψ′. Let
	ϕ be the reflexive-transitive closure of this dependency order. The alternation
depth of ϕ, ad(ϕ), is the maximal length of a 
ϕ-chain s.t. adjacent formulas in
this chain are of different fixpoint type μ or ν.

Semantics. Formulas of Lμ are interpreted in states s of an LTS T = (S,−→, �)
which we assume fixed for the moment. Let ρ : V → 2S be an environment used
to interpret free variables. We write ρ[X �→ T ] to denote the environment which
maps X to T and behaves like ρ on all other arguments. The semantics is given
as a function mapping a formula to the set of states that it is true in w.r.t. the
environment.

[[q]]ρ = {s ∈ S | q ∈ �(s)}
[[q]]ρ = {s ∈ S | q �∈ �(s)}
[[X ]]ρ = ρ(X)
[[ϕ ∨ ψ]]ρ = [[ϕ]]ρ ∪ [[ψ]]ρ
[[ϕ ∧ ψ]]ρ = [[ϕ]]ρ ∩ [[ψ]]ρ
[[〈a〉ϕ]]ρ = {s ∈ S | ∃t ∈ [[ϕ]]ρ with s a−→ t}
[[[a]ϕ]]ρ = {s ∈ S | ∀t ∈ S : if s a−→ t then t ∈ [[ϕ]]ρ}
[[μX.ϕ]]ρ =

⋂
{T ⊆ S | [[ϕ]]ρ[X �→T ] ⊆ T }

[[νX.ϕ]]ρ =
⋃
{T ⊆ S | T ⊆ [[ϕ]]ρ[X �→T ]}

Two formulas ϕ and ψ are equivalent, written ϕ ≡ ψ, iff for all LTS and all
environments ρ we have [[ϕ]]ρ = [[ψ]]ρ. We may also write s |=ρ ϕ instead of
s ∈ [[ϕ]]ρ.

Guarded Form. A formula ϕ is guarded w.r.t. a variable X iff every occurrence
of X that is bound by some σX.ψ is in the scope of a modal operator 〈a〉 or [a]
within ψ. A formula ϕ is guarded iff ϕ is guarded w.r.t. every bound variable.

Proposition 1 ([1,22,14,15]). For every ϕ ∈ Lμ there is a guarded ϕ′ s.t.
ϕ′ ≡ ϕ, |ϕ′| = 2O(|ϕ|), and ad(ϕ′) = ad(ϕ).

We remark that guarded transformation can increase the number of μ-bound
variables in a formula, even exponentially. This measure is used at the end of
Sect. 4 in a comparison of different decision procedures.

3 Tableaux for the Modal µ-Calculus

We fix a formula ϑ and present a calculus of infinite tableaux for this particular
ϑ. A pre-tableau for ϑ is a possibly infinite but finitely-branching tree in which
nodes are labeled with subsets of Sub(ϑ), the set of subformulas of ϑ. The root is
labeled with the singleton set containing ϑ, and successors in the tree are being
built using the rules in Fig. 1.
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(Or)
ϕ0 ∨ ϕ1, Φ

ϕi, Φ
(And)

ϕ0 ∧ ϕ1, Φ

ϕ0, ϕ1, Φ
(FPμ)

μX.ϕ, Φ

ϕ[μX.ϕ/X], Φ

(FPU
ν )

νX.ϕ, Φ

Φ ϕ[νX.ϕ/X], Φ
(FPG

ν )
νX.ϕ, Φ

ϕ[νX.ϕ/X], Φ
X guarded in ϕ

(Mod)
〈a1〉ϕ1, . . . , 〈an〉ϕn, [b1]ψ1, . . . , [bm]ψm, q1, . . . , qk, p1, . . . , ph

ϕ1, {ψi | a1 = bi} ϕ2, {ψi | a2 = bi} . . . ϕn, {ψi | am = bi} ∀i, j.qi �= pj

Fig. 1. The tableaux rules for Lμ satisfiability

The rules for the boolean connectives are straight-forward, and the modal rule
(Mod) is also the usual one. Least fixpoint variables are handled using simple un-
folding with rule (FPμ). The handling of greatest fixpoints is different, though.
Rule (FPUν ) creates two subgoals, one containing the usual unfolding of the fix-
point formula, the other one consisting of the current side formulas only. This
rule can be applied to unfold any greatest fixpoint formula. On the other hand,
rule (FPGν ) is the usual unfolding rule which can only be applied to formulas in
which the bound variable is guarded.

A formula ϑ induces the connection relation�⊆ 2Sub(ϑ)×Sub(ϑ)× 2Sub(ϑ)×
Sub(ϑ) defined as follows. We have Φ,ϕ� Ψ, ψ iff there is an instance of a rule
of Fig. 1 s.t.

– ϕ ∈ Φ, ψ ∈ Ψ , and
– Φ is the conclusion (on top), Ψ is one of the premisses (below), and
– either ϕ is not principal in this rule application and ψ = ϕ, or ϕ is a principal

formula in Φ and ψ is a replacement of ϕ.

For example, in rule (And), ϕ0∧ϕ1 is connected to both ϕ0 and ϕ1. In rule (Mod),
�ψj is connected to ψj in any premiss, literals are not connected to anything,
and ♦ϕi is only connected to ϕi in the i-th premiss; etc.

A thread in an infinite pre-tableaux branch Φ0, Φ1, Φ2, . . . is an infinite se-
quence ϕ0, ϕ1, ϕ2, . . . s.t. Φi, ϕi � Φi+1, ϕi+1 for every i ∈ N. It is called active
if the thread’s formulas are principal infinitely often.

Note that only the unfolding rules (FPμ) and (FPUν ) do not decrease the size
of a principal formula. Hence, each active thread must contain infinitely many
formulas of the form σX.ψ. A thread is called μ-thread if the greatest (w.r.t.

ϑ) formula occurring in it is of the form μX.ϕ. If it is of the form νX.ϕ then
the thread is a ν-thread. The variable X is called thread variable. The following
is not hard to see.

Lemma 1. Every infinite branch in pre-tableau contains at least one active
thread and every active thread is either of type μ or ν.

A tableau for ϑ is a pre-tableau s.t. every finite branch ends in a node labeled
with �-formulas and consistent literals only, and every infinite branch does not
have an active μ-thread.
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νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) ∧ νR.μS. (([a]S) ∨ ([b]R))
(And)

νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , νR.μS. (([a]S) ∨ ([b]R))
(FPG

ν )
νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , μS.

(
([a]S) ∨ ([b]ϕR)

)

(FPμ)
νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , ([a]ϕS) ∨ ([b]ϕR)

(Or)
νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , [a]ϕS

(FPU
ν ) 〈a〉ϕX ∨ μY.(ϕX ∨ 〈b〉Y ), [a]ϕS
(Or)

〈a〉ϕX, [a]ϕS
(Mod)

νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , μS.
(
([a]S) ∨ ([b]ϕR)

)

(FPμ)
νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , ([a]ϕS) ∨ ([b]ϕR)

(Or)
νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , [b]ϕR

(FPU
ν ) 〈a〉ϕX ∨ μY.(ϕX ∨ 〈b〉Y ), [b]ϕR
(Or)

μY.(ϕX ∨ 〈b〉Y ), [b]ϕR
(FPμ)

ϕX ∨ 〈b〉ϕY , [b]ϕR
(Or)

〈b〉ϕY , [b]ϕR
(Mod)

μY.(ϕX ∨ 〈b〉Y ), νR.μS. (([a]S) ∨ ([b]R))
(FPμ)

ϕX ∨ 〈b〉ϕY , νR.μS. (([a]S) ∨ ([b]R))
(Or)

νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) , νR.μS. (([a]S) ∨ ([b]R))

[b]ϕR

.

.

.

[a]ϕS
(Mod)

μS.
(
([a]S) ∨ ([b]ϕR)

)

(FPμ)
([a]ϕS) ∨ ([b]ϕR)

(Or)
[b]ϕR

(Mod)
νR.μS. (([a]S) ∨ ([b]R))

(FPG
ν )

μS.
(
([a]S) ∨ ([b]ϕR)

)

Fig. 2. A tableau for νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y )) ∧ νR.μS. (([a]S) ∨ ([b]R)).

Example 1. Consider ϕ = νX. (〈a〉X ∨ μY.(X ∨ 〈b〉Y ))∧νR.μS. (([a]S) ∨ ([b]R))
which states that every path consists of a- and b-labelings, every path has in-
finitely many b’s, and that there exists a path with infinitely many a’s. This
formula is obviously satisfiable.

See Fig. 2 for a tableau witnessing the satisfiability of ϕ. We write ϕF as an
abbreviation for the fixpoint bodies, i.e. ϕS = ([a]S) ∨ ([b]R), etc.; the tableau
has only infinite branches, and every thread is a ν-thread. All threads are marked
by the arrow notation.

At this point, we only state correctness of the tableau calculus. The proofs of
soundness and completeness are technical using some combinatorial machinery
– as is usual for Lμ– but do not necessarily provide new insights into the theory
of this logic. Therefore they are deferred to an appendix.

Theorem 1. Let ϑ ∈ Lμ. Then ϑ is satisfiable iff there is a tableau for ϑ.

We conclude this section with a remark on the handling of greatest fixpoint
formulas. Many formulas used in applications are naturally guarded. Since the
tableau calculus is sound and complete for the entire Lμ, it can be used for
guarded formulas as well. However, handling guarded greatest fixpoint operators
with rule (FPUν ) may introduce unnecessary subgoals. Rule (FPG

ν can therefore
be regarded as an optimization. However, it is not a priori clear whether it is
advisable to use this optimization. It clearly reduces the number of immediate
subgoals in a tableau but these subgoals may be present somewhere else any-
way in which case it only reduces the number of connections between subgoals.
Neither decreases the asymptotic complexity of the calculus.



The Modal μ-Calculus Caught Off Guard 155

4 A Decision Procedure Based on Tableaux

A natural question is: can the tableaux of the previous section be used to decide
satisfiability for Lμ? In this section we will show that the answer is positive
and compare the resulting procedure with existing ones. The procedure works
as follows. We first show that pre-tableau branches without μ-threads can be
recognized by a deterministic parity automaton (DPA). The pre-tableaux nodes
can be annotated with states of this DPA resulting in a graph equipped with
a parity condition. There are two kinds of branching in this graph: existential
branching corresponding to choices with rule (OR), and universal branching cor-
responding to choices between different subgoals. This graph is finite and forms
a parity game [16]. The question whether or not a tableau exists for an input
formula reduces to the problem of solving this game.

4.1 Automata-Theoretic Machinery

Again, we fix a formula ϑ. It induces an alphabet Σϑ representing transitions
from a goal to a subgoal in a rule application. These symbolic alphabet letter
should determine a subgoal of a given goal uniquely and succinctly. Clearly this
can be done by naming the principal formula, possibly its replacement, as well
as the number of the subgoal of which there can at most be |ϑ| many. It is clearly
possible to realize this in an alphabet Σϑ of size O(|ϑ|3).

With an infinite branch ρ = Φ0, Φ1, . . . of a pre-tableau for ϑ we associate a
word wρ ∈ Σω

ϑ in the natural way: the i-th letter of wρ is the symbol representing
the application of the rule between Φi and Φi+1. Let BadBranch(ϑ) be the set
of all words representing an infinite branch in a pre-tableau for ϑ which contains
an active μ-thread, i.e. the set of all branches which may not occur in a tableau.

A nondeterministic parity automaton (NPA) is a tuple A = (Q,Σ, q0, δ, Ω)
where Q is a finite set of states, Σ is the underlying alphabet, q0 ∈ Q is a
designated starting state, δ ⊆ Q × Σ × Q is the transition relation as usual,
and Ω : Q → N is the priority function. A run ρ = q0, q1, . . . on an infinite
word w ∈ Σω is defined as usual. It is accepting if the highest priority occurring
infinitely often in Ω(q0), Ω(q1), . . . is even. Let |A| denote the size of A, measured
as its number of states. Its index, idx (A), is the number of distinct priorities
assigned to its states. An NPA as above is deterministic (DPA) if δ : Q×Σ → Q
in effect. A nondeterministic Büchi automaton (NBA) is an NPA as above with
Ω : Q→ 1, 2.

Lemma 2. There is an NPA B′
ϑ over Σϑ s.t. |B′

ϑ| ≤ 2 · |ϑ|, idx (B′
ϑ) ≤ ad(ϑ)+2,

and L(B′
ϑ) = BadBranch(ϑ).

Proof. The NPA simply guesses threads by tracing single formulas from Cl(ϑ)
in its state set. Upon reading an input letter it knows whether the next rule
application transforms the currently traced subformula or whether it remains the
same on that thread. In order to distinguish inactive threads from active threads,
the NBA utilizes a bit to indicate that the focussed thread has been unfolded in
the last transition. A parity condition that reflects the alternation depth of each
formula inside Cl(ϑ) can then be used in order to recognise BadBranch(ϑ). ��
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It is a standard exercise in automata theory to show that every NPA can equiv-
alently be transformed into an NBA with a quadratic blow-up only.

Lemma 3. There is an NBA Bϑ over Σϑ s.t. |Bϑ| ≤ 2 · |ϑ| · (ad(ϑ) + 2), and
L(Bϑ) = BadBranch(ϑ).

As said above, the goal is to create a parity game as a product of all possible
pre-tableau nodes with the states of a automaton recognizing branches that do
not contain a μ-thread. Hence, complementation of the automaton Bϑ is needed.
Moreover, this automaton needs to be deterministic to ensure that common pre-
fixes of two different branches can be paired with a single run of the automaton.

Theorem 2 ([17]). For every NBA B with n states there is a DPA A with
2O(n logn) states and index O(n) s.t. L(A) = L(B).

Combining this theorem with Lemma 3 yields the following. Note that ad(ϑ) ≤
|ϑ|, and that if k ≤ n then log(nk) ≤ 2 · logn.

Corollary 1. Let ϑ ∈ Lμ with n := |ϑ| and k := ad(ϑ). There is a DPA Aϑ
over Σϑ s.t. the number of states in Aϑ is bounded by 2O(n·k·logn), its index is
O(n · k), and L(Bϑ) = BadBranch(ϑ).

4.2 Reduction to Parity Game Solving

The algorithmic solution to the satisfiability problem is provided by a reduction
to parity game solving. A parity game is a tuple G = (V, V0, V1, E, v0, Ω) s.t.
(V,E) is a directed graph with total edge relation E and node set partitioned
into V0 and V1, v0 is a designated starting node, and Ω : V → N is a priority
function. The game is played between two players 0 and 1 who push a token
along the edges of a the graph starting in v0. If the token is on a node in Vi
then player i chooses a successor node. An infinite sequence of nodes created in
this way is a ply and it is won by player i iff the highest priority seen infinitely
often in this sequence is i modulo 2. A winning strategy is as usual a strategy
for a player that lets them win every play regardless of the opponent’s choices.
We write |G| for the number of nodes in the game G, and idx (G) for its index,
i.e. number of distinct priorities.

Proposition 2. Let ϑ be a formula with n := |ϑ| and k := ad(ϑ). There is a
parity game Gϑ with |G| ≤ 2O(n·k·logn) and idx (G) ≤ O(n · k), that is won by
player 0 iff ϑ is satisfiable.

Proof. Let Aϑ = (Q,Σϑ, q0, δ, Ω). The nodes of the game Gϑ are of the form
2Cl(ϑ)×Q; the designated node v0 is ({ϑ}, q0). A node w = (Ψ, q′) is a successor
of v = (Φ, q) if a uniquely (for (Φ, q)) chosen rule is applied to Φ that yields Ψ as
one of its premisses, this rule is represented by r ∈ Σϑ and δ(q, r) = q′ where δ is
the transition function of Aϑ. The node ownership in the game is determined by
these uniquely chosen rules: player 0 owns nodes in which rule (Or) is applied,
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Aut [6] Tab [11] GameG (here) Game (here)

unguardedness welcome yes no no yes

worst-case runtime 2O(n2m2 log n) 2NEXPTIME 22O(n)
2O(n2k2 log n)

small model property 2O(nm log n) 22O(n)
22O(n)

2O(nk log n)

branching-degree n 2O(n) 2O(n) n

implemented no no yes [9] yes [9]

Fig. 3. Comparison of different decision methods on formulas of size n and alternation
depth k and number of least fixpoint variables m

while player 1 owns all the other nodes. Finally, the priority of a game node
(Φ, q) is simply Ω(q).

It is not hard to see that winning strategies for player 0 exactly correspond to
tableaux for ϑ. Hence, with Thm. 1, player 0 wins node v0 iff ϑ is satisfiable. ��

Proposition 3. Satisfiability of a Lμ formula ϑ with n := |ϑ| and k := ad(ϑ)
can be decided in time 2O(n2·k2·logn).

Proof. Follows immediately from Prop. 2 with the fact that the asymptotically
best known algorithms for solving parity games run in time mO(p) where m is
the number of nodes and p is the number of priorities in the game [19]. ��

The subgame induced by a winning strategy for player 0 is in effect a model for
ϑ. This immediately yields a small model property for Lμ.

Proposition 4. Let ϑ ∈ Lμ with n := |ϑ| and k := ad(ϑ). If ϑ is satisfiable
then it has a model of size 2O(nk·logn) and branching-degree at most n.

4.3 Comparison

We compare the presented method (Game) to existing methods, namely the
automata-theoretic one by Emerson et al. (Aut) [21,6] and the purely tableau-
based one by Jungteerapanich (Tab) [11]. Additionally we consider the method
which works as described above but uses pre-transformation into guarded form
and rule (FPGν ) instead (GameG). The input formula is parameterized by its size
n, its alternation-depth k, and the number of distinct μ-bound variables in it m.
Note that we always have k ≤ m < n.

The reasoning behind the run-time and small model property of method Aut
are as follows. A formula ϑ of size n with m μ-bound variables can be translated
into a Streett automaton of size 2O(n·m·logn) and O(n ·m) acceptance pairs [21].1

Emptiness of a Streett tree automaton with s states and p pairs can be decided in
time (s · p)O(p) [6], hence the worst-case runtime of 2O(n2·m2 log n) observing that
m < n. This uses an equivalence-preserving reduction from Streett automata

1 Emerson et al. claim that the global automaton used in their construction is of linear
size n, but its description shows that it really is of size n ·m.
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of that size to Rabin automata of size s2 with p pairs [6]. Every Rabin tree
automaton with e edges and p pairs accepts a tree that is finitely representable
with O(e) nodes [4]. In this case, we have e = O(n ·m ·s2) because a transition to
a tuple of size j counts as j edges, and the branching-degrees of these automata
are linear in the size of the original formula. Putting this all together, we obtain
a small model property of 2O(n·m·logn).

It is worth mentioning that conceptually, the method presented here is very
close to the purely automata-theoretic method Aut. However, separating the
local and global consistency checks into pre-tableau rules and automata-theoretic
machinery for the thread structure in tableaux yields a cleaner presentation of
the method’s ingredients. The slight asymptotic speed-up using the exponent k
instead of m where k ≤ m is owed to using the more modern concept of parity
automata rather than Streett automata.

The main advantage of Tab is the fact that tableaux in that calculus are
finite as opposed to the infinite ones used here. The price to pay for this seems
to be the non-optimal complexity bound. It is not clear whether there is also a
deterministic algorithm for that calculus and whether it can be made to work
on unguarded formulas as well thus losing one exponential in worst-case runtime
and small model property.

Finally, we remark on the lack of experimental data in this paper. Note that
the only two decision procedures which can be compared empirically are Game
and GameG. However, since guarded transformation incurs an exponential blow-
up, the results are pretty unspectacular: on guarded formulas there is no real
difference between the two, and on unguarded formulas GameG is generally
exponentially worse than Game.
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A Correctness Proofs

A.1 Approximants and Signatures

We need fixpoint approximants in order to prove absence of any μ-threads in
tableaux. Here we introduce them via annotations of fixpoint formulas with
ordinal numbers. These annotated fixpoint formulas are interpreted in a way that
is different to ordinary fixpoint formulas. Let T = (S,−→, �) be the underlying
transition system.

[[μ0X.ψ]]ρ := ∅ [[ν0X.ψ]]ρ := S

[[μα+1X.ψ]]ρ := [[ψ]]ρ[X �→[[μαX.ψ]]ρ] [[να+1X.ψ]]ρ := [[ψ]]ρ[X �→[[ναX.ψ]]ρ]

[[μλX.ψ]]ρ :=
⋃

α<λ

[[μαX.ψ]]ρ [[νλX.ψ]]ρ :=
⋂

α<λ

[[ναX.ψ]]ρ
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where α is an arbitrary ordinal and λ is a limit ordinal.
A signatureis an annotation of a formulas fixpoint subformulas with ordinal

numbers. We distinguish two types of signatures: a μ-signature annotates least
fixpoint subformulas, a ν-signature annotates greatest fixpoint subformulas. We
write ϕζ to denote the annotation of fixpoint formulas of corresponding type in
ϕ with the values in ζ. Remember that fixpoint subformulas of a formula ϑ are
partially ordered by 
. This extends to a lexicographic and well-founded order
of μ- or ν-signatures on ϑ which we will also call 
.

The following lemma summarizes well-known facts about signatures that will
be used in the proofs later on.

Lemma 4. Let s be a state in a transition system T , ϕ ∈ Lμ.

1. s ∈ [[ϕ]]ρ iff there is a μ-signature ζ s.t. s ∈ [[ϕζ ]]ρ.
2. s �∈ [[ϕ]]ρ iff there is a ν-signature ζ s.t. s �∈ [[ϕζ ]]ρ.
3. Letϕ′ result fromϕ by replacing someμX.ψ in it with its unfoldingψ[μX.ψ/X ].

Suppose there is a μ-signature ζ s.t. s ∈ [[ϕζ ]]ρ. Then there is a μ-signature ζ′

with ζ 
/ ζ′ and s ∈ [[ϕ′ζ′ ]]ρ.
4. Letϕ′ result fromϕ by replacing some νX.ψ in it with its unfoldingψ[νX.ψ/X ].

Suppose there is a ν-signature ζ s.t. s �∈ [[ϕζ ]]ρ. Then there is a ν-signature ζ′

with ζ 
/ ζ′ and s �∈ [[ϕ′ζ′ ]]ρ.

A.2 Soundness

We represent (pre-)tableaux as pointed directed acyclic graphs (V, v0,≺,M)
with V being the set of nodes, v0 being the initial node, ≺ being the transition
relation and M being a labeling function that maps each node v ∈ V to the
corresponding sequent.

Let P = (V, v0,≺,M) be a tableau for ϑ. A ν-strategy for P is a partial
map � : V → V that is defined on every node v that is the conclusion of the
application of the (FPUν )-rule and fulfills for every such v that v ≺ �(v).

A branch v0, v1, . . . in P conforms with � iff for every i with vi being the
conclusion of the application of the (FPUν )-rule it holds that �(vi) = vi+1. We
say that a node v ∈ V is �-reachable iff v belongs to a �-conforming branch. The
set of �-reachable nodes is denoted by V�. The pair (P , �) is called collapsible
if every �-conforming branch in P is either finite or comprises infinitely many
applications of the (Mod)-rule.

Let (P , �) be collapsible. We define a lift operation l(P,�) : V� → V� that
maps every node v ∈ V� to v if v is a sink or the conclusion of the application
of the (Mod)-rule and otherwise to l(P,�)(w) where w is the uniquely defined
�-conforming successor of v. As (P , �) is collapsible, l(P,�) is indeed well-defined.

Every collapsible (P , �) for a formula ϑ induces an generic interpretation
T(P,�) = (V�,−→, �) with � : v �→ M(v) ∩ P and v

a−→w for two nodes v, w ∈ V�
iff there is an u ∈ V with v ≺ u connected via an a-label and l(P,�)(u) = w.

Next, we define an annotation that counts for every formula ϕ in a sequent,
how often every ν-bound variable has been unfolded since the last occurrence
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of the modal rule. This will help us to define a generic ν-strategy that results
in collapsible tableaux while ensuring that every potentially relevant unguarded
ν-bound variable that occurs in a thread is unfolded at least once.

Let P = (V, v0,≺,M) be a tableau for ϑ. The ν-variable annotation for P is
a function AP that maps every node v ∈ V and every formula ϕ ∈ M(v) to a
set of sets of ν-variables AP (v, ϕ).

We define the function inductively. For the initial v0, AP(v0, ϑ) = {∅}. Let
now v, u ∈ V with v ≺ u and AP(v, ∗) be already defined. Then

– AP(u, ϕ) = {∅} ifM(v) is the conclusion of a (Mod)-application,
– AP(u, ϕ) = {U ∪{X} | (U \ {X}) ∈ A′

P(u, ϕ)} if ϕ = ψ[νX.ψ/X ] and νX.ψ
is principal in M(v), and

– AP(u, ϕ) = A′
P (u, ϕ) otherwise,

where A′
P(u, ϕ) :=

⋃
{AP(v, ψ) | (M(v), ψ)� (M(u), ϕ)}.

Next, we define a canonic ν-strategy �P for a tableau P as follows. Let v be
a node in P s.t.M(v) is the conclusion of an application of the (FPUν )-rule with
νX.ψ as principal formula and let u be the successor of v discarding the fixpoint
body and w be the successor following the fixpoint body. Then �P(v) = w if
there is an U ∈ AP (v, νX.ψ) with X �∈ U and �P(v) = u otherwise.

Lemma 5. Let P be a tableau for ϕ. Then (P , �P) is collapsible.

Proof. Assume that (P , �P) is not collapsible, hence there is an infinite �P -
conforming branch v0, v1, . . . in P that contains only finitely many applications
of the (Mod)-rule. Let i∗ ≥ 0 s.t. M(vi) is not the conclusion of the application
of a (Mod)-rule for all i ≥ i∗.

First observe the following fact. Let i ≥ i∗ and ϕ ∈ M(vi). Let U ∈ AP(vi, ϕ).
This implies that there is a (prefix of a) thread s going through ϕ in the node
vi s.t. between i∗ and i, we have

– zero unfoldings for fixpoints νX.ψ with X �∈ U , and
– one unfolding for fixpoints νX.ψ with X ∈ U .

Let now t = ϕ0, ϕ1, . . . be an active thread with thread variable X , existing
due to Lemma 1. Due to the fact that P is a tableau, X must be of type ν.

Let j0, j1, . . . be an infinite sequence of ascending numbers with j0 ≥ i∗ s.t.
ϕjk = νX.ψ is the principal formula in M(vjk) for all k.

For every jk, there is an U ∈ AP (vjk , νX.ψ) s.t. X �∈ U by the canonic ν-
strategy. In other words, for every k there is a (prefix of a) thread sk going
through νX.ψ in the node vjk s.t. between i∗ and jk, we have no more than one
unfolding per ν-fixpoint.

Now note that by the pigeonhole principle (infinitely many sk share the same
prefixes and they need to split infinitely often), there are infinitely many sk
which are principal between i∗ and jk. By König’s Lemma, this implies that
there is an active thread s that has no more than one unfolding per ν-fixpoint.

Since s is clearly not a ν-fixpoint, it follows by Lemma 1 that s is a μ-fixpoint.
But this is impossible with P being a tableau. ��
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Due to the fact that (P , �P) is always collapsible, we can define the canonic
interpretation TP as T(P,�P ).

Theorem 3 (Soundness). A formula ϑ is satisfiable if there is a tableau P for
ϑ. Particularly, T(P,�P) |= ϑ.

Proof. By contradiction assume that T(P,�P) �|= ϑ. We extract a branch v0, v1, . . .
in P , a sequence of formulas ϕ0, ϕ1, . . . with ϕi ∈M(vi) for all i and a sequence
of ν-signatures ζ0 
 ζ1 
 . . . s.t. the following conditions hold for all i.

1. ζi is the least ν-signature s.t. l(P,�P)(vi) �|= ϕζi

i

2. (M(vi), ϕi)� (M(vi+1), ϕi+1)
3. ϕi = νX.∗ principal implies that ζi 
/ ζi+1

In the following construction of signatures, we will simply show that there
are signatures fulfilling all properties disregarding being the least one. Then,
we simply select the subsequent signature to be the least one fulfilling the first
property. Note that this signature then also fulfills all the other properties.

For i = 0 let v0 be the root of P , ϕ0 := ϑ and ζ0 be the smallest ν-signature
s.t. l(P,�P)(v0) �|= ϕζ00 which exists due the Lemma 4.

For i� i+ 1 we distinguish on the subsequent rule application. Note that is
impossible that vi ends in a sink. If the next rule to be applied is the (Mod)-rule,
we distinguish on whether ϕi = 〈a〉ϕi+1 or ϕi = [a]ϕi+1 which are the only
possible cases due to the construction of T(P,�P). If ϕi = 〈a〉ϕi+1 let vi+1 be the
successor of vi following ϕi+1 and note that l(P,�)(vi+1) �|= ϕζi

i+1 indeed holds. If
ϕi = [a]ϕi+1, select vi ≺ vi+1 s.t. l(P,�)(vi+1) �|= ϕζi

i+1 holds.
Otherwise let vi+1 be the unique successor of vi. Assume that ϕi is principal in

the following rule application since otherwise simply set ϕi+1 := ϕi. Otherwise,
if ϕi = ψ0∨ψ1 let ϕi+1 be the unique successor of ϕi and note that all conditions
hold. If ϕi = ψ0 ∧ ψ1 let j = 0, 1 s.t. l(P,�P)(vi+1) �|= ψζi

j and set ϕi+1 := ψj .
If otherwise ϕi = σX.ψ let ϕi+1 be the unique successor of ϕi and note that

due to Lemma 4 there is a signature ζ′i+1 s.t. all conditions hold.
We finally need to show that it is impossible that ϕi = νX.ψ for some ν-

bound X whenever the respective (FPUν )-rule application does not follow ψ. By
contradiction assume that ϕi = νX.ψ principal for some ν-bound X and there
is no set U ∈ AP(vi, νX.ψ) with X �∈ U . By construction of AP , this implies
that there is some j < i with l(P,�P)(vj) = l(P,�P)(vi), vj = νX.ψ and vj+1 =
ψ[νX.ψ/X ]. By construction of the sequence of signatures, it follows that ζj 

/ ζj+1 
 ζi. But this cannot be the case with ζj and ζi both being the least
ν-signature that falsifies X w.r.t. the same state.

As the modal rule is applied infinitely often in the extracted branch, ϕ0, ϕ1, . . .
is an active thread. Since P is a tableau, ϕ0, ϕ1, . . . is a ν-thread.

Let X∗ be the outermost variable in ϕ0, ϕ1, . . . that is unfolded infinitely
often. Let i∗ be arbitrary s.t. there is no variable Y > X∗ with ϕj = σY.∗ for
any j ≥ i∗. Consider the sequence of signatures ζi∗ 
 ζi∗+1 
 . . . and note that
we have:
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ζi 
/ ζi+1 whenever ϕi = νX∗.ψ and ϕi+1 = ψ[νX∗.ψ/X∗]

Therefore we have an infinitely descending sequence ζi∗ , ζi∗+1, . . . which is
impossible as ordinals are well-founded. ��

A.3 Completeness

Theorem 4 (Completeness). There is a tableau for a fromula ϑ if ϑ is sat-
isfiable.

Proof. Let ϑ be a closed formula and T = (S,−→, �) be a transition system and
s0 ∈ S be a state s.t. s0 |= ϑ.

We inductively construct a state-labeled pre-tableau as follows. Starting with
the labeled sequence s0 : ϑ, we apply the following rules in an arbitrary but
eligible ordering systematically backwards.

(Or)
s : ϕ0 ∨ ϕ1, Φ
s : ϕi, Φ

(∗) (And)
s : ϕ0 ∧ ϕ1, Φ
s : ϕ0, ϕ1, Φ

(FPμ)
s : μX.ϕ, Φ

s : ϕ[μX.ϕ/X ], Φ
(FPUν )

s : νX.ϕ, Φ
s : Φ s : ϕ[νX.ϕ/X ], Φ

(Mod)
s : 〈a1〉ϕ1, . . . , 〈an〉ϕn, [b1]ψ1, . . . , [bm]ψm, q1, . . . , qk, p1, . . . , ph

s1:ϕ1,{ψi | a1=bi} s2:ϕ2,{ψi | a2=bi} . . . sm:ϕn,{ψi | am=bi}
(∗∗)

with the following side conditions:

– (∗): For every μ-signature ζ with s |= (ϕ0 ∨ ϕ1)ζ it holds that s |= ϕζi .
– (∗∗): s |= (〈a1〉ϕ1, . . . , 〈an〉ϕn, [b1]ψ1, . . . , [bm]ψm, q1, . . . , qk, p1, . . . , ph) im-

plies for every i that s −→ai si and si |= (ϕi, {ψj | ai = bj}). Additionally,
for every μ-signature ζ and every i it holds that s |= (〈a〉ϕi)ζ implies si |= ϕζi .

Consider that this construction indeed yields pre-tableau with each state-
labeled sequence s : Φ satisfying s |= Φ as well as all side conditions due to
Lemma 4. Moreover note that every finite branch ends in a node labeled with
[∗]-formulas and consistent literals only.

By contradiction assume that the pre-tableau is not a tableau, hence there is
a labeled branch s0 : Φ0,s1 : Φ1,. . . (with Φ0 = {ϑ}) and a μ-thread t =t0,t1,. . .
with ti ∈ Φi for all i.

We argue as in the soundness proof that this is impossible. ��
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Abstract. In this paper we study the applicability of constructive conditional
logics as a general framework to define decision procedures in access control
logics. To this purpose, we formalize the assertion A says φ, whose intended
meaning is that principal A says that φ, as a conditional implication. We in-
troduce CondACL , which is a conservative extension of the logic ICL recently
introduced by Garg and Abadi. We identify the conditional axioms needed to
capture the basic properties of the “says” operator and to provide a proper defi-
nition of boolean principals. We provide a Kripke model semantics for the logic
and we prove that the axiomatization is sound and complete with respect to the
semantics. Moreover, we define a sound, complete, cut-free and terminating se-
quent calculus for CondACL , which allows us to prove that the logic is decidable.
We argue for the generality of our approach by presenting canonical properties of
some further well known access control axioms. The identification of canonical
properties provides the possibility to craft access control logics that adopt any
combination of axioms for which canonical properties exist.

1 Introduction

Access control is concerned with the decision of accepting or denying a request from
a principal (e.g., user, program) to do an operation on an object. In practice, an ac-
cess control system is a product of several, often independent, distributed entities with
different policies that interact in order to determine access to resources. In order to
specify and reason about such systems, many formal frameworks have been proposed
[2,5,15,18,19]. A common feature of most well-known approaches is the employment
of constructive logics enriched with formulas of the form A says ϕ, intuitively mean-
ing that the principal A asserts or supports ϕ to hold in the system. In [1] it is shown
that an intuitionistic interpretation of the modality “says” allows to avoid unexpected
conclusions that are derivable when says is given an axiomatization in classical logic.

In [11] an access control logic, ICL, is defined as an extension of intuitionistic propo-
sitional logic, in which the operator says is given a modal interpretation in the logic
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S4. The treatment of the operator says as a modality can also be found in [6], which
introduces a logical framework, FSL, based on multi-modal logic methodology.

Even if there is some agreement on looking at the says construct as a modal oper-
ator, the correspondence between its axiomatization and the semantic properties asso-
ciated with axioms in the Kripke semantics is mainly unexplored. In fact, some of the
axioms of access control logics are non-standard in modal literature. The identification
of canonical properties for well-known axioms of access control logics permits to study
them separately and naturally yields completeness for logics that adopt combinations
of them. This methodology is significant if we want logic to be employed to compare
different access control models, because different systems adopt different axioms de-
pending on the specific application domain.

In this paper we show that conditional logics [21] can provide a general framework
to define axiomatization, semantics and proof methods for access control logics. As a
starting point, we concentrate on a specific combination of axioms, those of the logic
CondACL , which is a conservative extension of the logic ICL introduced in [11]. In
Section 5 we will point out a few possible extra axioms, which are well known in the
access control literature, and we provide semantic conditions for them.

CondACL integrates access control logics with intuitionistic conditional logics. We
formalize the says operator as a conditional normal modality so that A says φ is re-
garded as a conditional implication A ⇒ φ, meaning that proposition φ holds in all
the preferred worlds for the principal A. The generality of this approach allows a nat-
ural formalization of boolean principals [11], that is, principals which are formed by
boolean combination of atomic principals.

From the access control point of view, the says operator satisfies some basic axioms
of access control logics [11,10]. We define a sound and complete Kripke semantics for
CondACL as well as a sound, complete, cut-free labelled sequent calculus for it. We are
also able to obtain a decision procedure and a complexity upper bound for CondACL ,
namely that provability in CondACL is decidable in PSPACE. This is in agreement with
[11], which provides a PSPACE complexity result for the logic ICL.

The paper is structured as follows. In Section 2 we introduce the axiomatization
and the semantics for the intuitionistic conditional logic CondACL and we compare
it with existing approaches. In Section 3 we show that the axiomatization is sound
and complete with respect to the semantics. In Section 4 we define a cut-free sequent
calculus for CondACL , we prove its soundness, completeness and termination, and we
provide a complexity upper bound. In Section 5 we provide semantic conditions for
some further axioms of access control logics. Section 6 contains the conclusions and a
discussion of related work.

2 The Logic CondACL

In this section, we introduce the conditional intuitionistic logic CondACL for access
control by defining its axiomatization and Kripke semantics. The formulation of the
“says” modality as a conditional operator allows boolean principals to be modelled
in a natural way, since in a conditional formula A says φ, both A and φ are arbitrary
formulas. For instance, we can write, A ∧ B says φ to mean that principals A and B
jointly say that φ, andA∨B says φ to mean that principalsA andB independently say
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that φ. Indeed, conditional logics provide a natural generalization of multimodal logics
to the case when modalities are labelled by arbitrary formulas.

2.1 Axiom System

We define the language L of the logic CondACL . Let ATM be a set of atomic proposi-
tions. The formulas of L are defined inductively as follows: if P ∈ ATM , then P ∈ L;
⊥ ∈ L, where⊥ is a proposition which is always false; if A, ϕ, ϕ1 and ϕ2 are formulas
of L, then ¬ϕ, ϕ1 ∧ ϕ2, ϕ1 ∨ ϕ2, ϕ1 → ϕ2, and A says ϕ are formulas of L.

The intended meaning of the formula A says ϕ, where A and ϕ are arbitrary for-
mulas, is that principal A says that ϕ, namely, “the principal A asserts or supports ϕ”
[11]. Although the principal A is an arbitrary formula, in order to stress the fact that a
formula is playing the role of a principal, we will denote it by A,B,C, . . . while we
will use greek letters for arbitrary formulas.

The axiomatization of CondACL contains few basic axioms for access control logics
[11,1], as well as additional axioms governing the behavior of boolean principals. Be-
cause we privilege the modularity of the approach, we are interested in considering each
axiom separately. As a consequence, the resulting axiomatization might be redundant.

Basic Axioms. The axiom system of CondACL contains the following axioms and in-
ference rules, which are intended to capture the basic properties of the says operator.

(TAUT) all tautologies of intuitionistic logic
(K) A says (α→ β)→ (A says α→ A says β)
(UNIT) α→ (A says α)
(C) A says (A says α→ α)
(MP) If � α and � α→ β then � β
(RCEA) If � A↔ B then � (A says γ)↔ (B says γ)
(RCK) If � α→ β then � (A says α)→ (A says β)

We say that a formula α is a theorem of the logic, and write � α if there is a derivation
of α from the above axioms and rules. We say that α can be derived from a set of
formulas Γ , and write Γ � α, if there are γ1, . . . γn in Γ such that � γ1 ∧ . . . ∧ γn →
α. The rule (MP) is modus ponens. (RCK) and (RCEA) are standard inference rules
for conditional logics. (RCK) plays the role of the rule of Necessitation (if � φ then
� �φ) in modal/multimodal logic. (RCEA) makes the formulasA says φ andB says φ
equivalent when the principals A and B are equivalent. The axiom (K) belongs to the
axiomatization of all normal modal logics and it is derivable in “normal” conditional
logics. (UNIT) and (K) are the characterizing axioms of the logic ICL [11], while (C)
has been included in the axiomatization of the logic DTL0 in [10]. The choice of the
above axiom is meaningful in the context of access control, in fact it can be proved that
what can be derived in ICL can also be derived in CondACL , i.e. �ICL ϕ implies � ϕ.

Axioms for boolean principals. The axioms introduced above do not enforce by them-
selves any intended property of boolean principals. In this subsection, we discuss the
properties that are intended for boolean principals and we introduce axioms which cap-
ture such properties. Specifically, we focus on the intended meaning of conjunctions
and disjunctions among principals.



A Conditional Constructive Logic for Access Control and Its Sequent Calculus 167

Our interpretation of the statement A ∧ B says φ is that A and B jointly (combin-
ing their statements) say that φ. It comes from the interpretation of the statement as a
conditional implication: A and B (jointly) conditionally prove φ. Instead, our interpre-
tation of the statementA∨B says φ is that A andB disjointly (independently) say that
φ, which comes from the reading of the conditional formula as A and B (disjointly)
conditionally prove φ. Concerning the statementA∨B says φ, we expect that if bothA
says φ and B says φ, then A and B disjointly (independently) say that φ. This property
can be captured by the following axiom:

A says φ ∧B says φ→ A ∨B says φ

which corresponds to the well known axiom (CA) of conditional logics [21]. Similarly,
we can expect that the converse axiom

A ∨B says φ→ A says φ ∧B says φ

holds. The two axioms together enforce the property that A and B disjointly say that φ
if and only if A says that φ and B says that φ .

Concerning A ∧B says φ, we expect that A and B jointly say that φ when either A
or B says that φ. This condition can be enforced by introducing the axiom

A says φ→ A ∧B says φ

which, although is a controversial axiom of conditional logics, called monotonicity1, is
harmless in this intuitionistic setting. Also, we would like to have the property that if
A∧B says φ then, by combining the statements of A and B, φ can be concluded. This
is not equivalent to saying that either A says φ or B says φ. Indeed, the axiom (A ∧
B says φ) → (A says φ) ∨ (B says φ) is too strong and not wanted. In the following
we show that the wanted property can be captured in a propositional axiomatization.

Although a principal is an arbitrary formula and it also includes negation and impli-
cation, no specific properties are intended for such formulas, and no specific axioms are
introduced for them.

The axiomatization of CondACL includes (in addition) the following axioms:

(CA) A says φ ∧B says φ→ A ∨B says φ
(CA-conv) A ∨B says φ→ A says φ
(Mon) A says φ→ A ∧B says φ
(DT) A ∧B says φ→ (A says (B → φ))
(ID) A says A

The first three axioms are those introduced above. (DT) and (ID) are used together
to enforce the property that if A ∧ B says φ then, by combining the statements of A
and B, φ can be concluded. The two axioms allow propositions representing principals
to occur on the right of the says modality. The intended meaning of (DT) is that, if
A ∧ B says φ, then A says that φ holds in all B worlds (worlds visible to the princi-
pal B). The meaning of (ID) is that “A says that principal A is visible”. We will come
back to the intended meaning of these axioms when describing the semantic conditions
associated with the axioms. Nonetheless, our axiomatization does account for arbitrary

1 In general, conditional logics only allow weaker forms of monotonicity, encoded, for instance,
by the axiom (CV) of Lewis’ logic VC.
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Boolean combinations of principals (as in [11]), as a principal A can be an arbitrary
formula. As a difference, we do not force any specific interpretation for implication
within principals, which instead in ICLB [11] is used to capture the “speaks for” op-
erator. Observe that, by the normality of the conditional says modality, the principal
A ∧ B is, for instance, equivalent to the principal A ∧ B ∧ A. This is an advantage of
conditional logic over a multi-modal logic in which principals are simply regarded as
labels of modalities.

Theorem 1. The above axiomatization is consistent.

Proof. Consistency immediately follows from the fact that, by replacingA says B with
the intuitionistic implicationA→ B, we obtain axioms which are derivable in intuition-
istic logic. �

Let us observe that the above interpretation of conjunction and disjunction between
principals is different from the one given in the logic ICLB [11], which actually adopts
the opposite interpretation of ∧ and ∨: in Garg and Abadi’s logic ICLB, A ∧ B says φ
is the same as A says φ ∧ B says φ, whileA∨B says φmeans that, by combining the
statements of A and B, φ can be concluded. Due to this, the properties of the principal
A ∧B in our logic are properties of the principal A ∨ B in their logic, and vice-versa,
the properties of the principal A ∨ B in our logic are properties of the principal A ∧ B
in their logic. Observe that the axioms, (trust), (untrust) and (cuc’) of the logic ICLB

are not derivable from our axiomatization. Also, the addition of the axiom (untrust)

 says ⊥ to our axiomatization would entail that for all principals A, A says ⊥, which
is an unwanted property.

2.2 Semantics

The semantics of the logic CondACL is defined as follows.

Definition 1. A CondACL model has the form M = (S,≤, {RA}, h) where: S �= ∅
is a set of items called worlds; ≤ is a preorder over S; RA is a binary relation on S
associated with the formula A; h is an evaluation function ATM −→ Pow(S) that
associates to each atomic proposition P the set of worlds in which P is true.

We define the truth conditions of a formula φ ∈ L with respect to a world t ∈ S
in a modelM, by the relationM, t |= φ, as follows. We use [|φ|] to denote {y ∈ S |
M, y |= φ}.

1. M, t |= P ∈ ATM iff, for all s such that t ≤ s, s ∈ h(P )
2. M, t |= ϕ ∧ ψ iffM, t |= ϕ andM, t |= ψ
3. M, t |= ϕ ∨ ψ iffM, t |= ϕ orM, t |= ψ
4. M, t |= ϕ→ ψ iff for all s such that t ≤ s (ifM, s |= ϕ thenM, s |= ψ)
5. M, t |= ¬ϕ iff, for all s such that t ≤ s,M, s �|= ϕ
6. M, t �|= ⊥
7. M, t |= A says ψ iff, for all s such that tRAs,M, s � ψ.

We say that φ is valid in a modelM ifM, t |= φ for all t ∈ S. We say that φ is valid
tout court (and write |= φ) if φ is valid in every model. We extend the notion of valid-
ity to a set of formulas Γ in the obvious way: for all t,M, t |= Γ ifM, t |= ψ for all
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ψ ∈ Γ . Last, we say that φ is a logical consequence of Γ (and write Γ |= φ) if, for all
modelsM, for all worlds t, ifM, t |= Γ , thenM, t |= φ.
The relations ≤ and RA must satisfy the following conditions:

(S-Int) ∀t, s, z ∈ S, if s ≤ t and tRAz then sRAz;
(S-UNIT) ∀t, s ∈ S, if sRAt, then s ≤ t;

(S-C) ∀t, s, z ∈ S, if sRAt and t ≤ z, then zRAz;
(S-CA) RA∨B(t) = RA(t) ∪RB(t).

(S-Mon) ∀t, s, z ∈ S, if sRA∧Bt, then sRAt and sRBt;
(S-DT) ∀t, s, z ∈ S, if sRAt and t ≤ z, and z ∈ [|B|], then sRA∧Bz;
(S-ID) ∀t, s ∈ S, if sRAt, then t ∈ [|A|];

(S-RCEA) if [|A|] = [|B|], then RA = RB .

Condition (S-Int) enforces the property that when a formulaA says φ is true in a world
t, it is also true in all worlds reachable from s by the relation ≤ (i.e., in all worlds s
such that t ≤ s). All the other semantic conditions are those associated with the axioms
of the logic, apart from condition (S-RCEA), which is the well-known condition for
normality in conditional logics, claiming that the accessibility relationRA is associated
with the semantic interpretation ofA. (S-CA) is the semantic condition for both axioms
(CA) and its converse. Notice that, the fact that we represent the binary relation RA as
indexed by an arbitrary formula does not mean that the semantics for conditional logic
is second-order. In fact,RA represent a selection function (which is used in most formu-
lations of conditional logic semantics), in which sRAt corresponds to t ∈ f([|A|], s),
where [|A|] is a set of worlds. In this view, the semantic conditions above must be in-
tended as first-order because they quantify over individuals (i.e. worlds) and subsets of
the domain (indexes of the binary relation) identified by formulas of the language 2.

Note also that the semantic conditions for some of the axioms, as for instance (DT),
slightly departs from the semantic condition usually given to these axioms in condi-
tional logic. This is due to the fact that CondACL is an intuitionistic conditional logic
and the implication occurring within axioms is intuitionistic implication.

Concerning the interpretation of boolean conditionals and, in particular, of the con-
junction between principals, it can be proved that, from the semantic conditions (S-
Mon), (S-ID) and (S-DT) it follows that:

RA∧B(t) = RA(t) ∩RB(t).

By the presence of the axiom (C), it turns out that the semantic condition (S-DT) can
be equivalently expressed as follows:

Proposition 1. In the axiomatization of CondACL , the following are equivalent:

1. ∀t, s, z ∈ S, if sRAt and t ≤ z, and z ∈ [|B|], then sRA∧Bz;
2. ∀t, s ∈ S, if sRAt and t ∈ [|B|], then sRA∧Bt.

This allows the semantic condition (S-DT) to be equivalently expressed as follows:
2 It is well known that the extension of first-order logic with quantification over a family of

subsets of the domain does not add expressivity because it is equivalent to multi-sorted first-
order logic (see [8] Section 4.4).
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(S-DT) ∀t, s ∈ S, if sRAt and t ∈ [|B|], then sRA∧Bt.

It is worth noticing that the notion of logical consequence defined above can be used to
verify that a request φ of a principal A is compliant with a set of policies. Intuitively,
given a set of formulas Γ representing policies, we say that A is compliant with Γ iff
Γ,A says φ |= φ. For instance, if Γ contains the following formulas:

- Admin1 says (SuperUser user1 → write perm user1 )

- Admin2 says SuperUser user1
- ((Admin1 ∧Admin2 ) says delete file1 )→ delete file1

- Admin1 ∧Admin2 says ((write perm user1 ∧ (user1 says delete file1 ))→ delete file1 )

we obtain that Γ, user1 says delete file1 |= delete file1 .

3 Soundness and Completeness

In this section we prove that the axiomatization of the logic CondACL given above is
sound and complete with respect to the semantics of Definition 1. The completeness
proof we present is based on the proof of completeness for the Kripke semantics of in-
tuitionistic logic in [23] and extends it to deal with the modalities says in the language
and, more precisely, with the interplay between the relation ≤ and the accessibility
relations RA associated with the modalities.

Definition 2 (Consistency). Let Γ be a set of well formed formulas. Γ is consistent iff
Γ �� ⊥. If Γ has an infinite number of formulas, we say that Γ is consistent iff there are
no finite Γ0 ⊂ Γ such that Γ0 � ⊥.

Definition 3 (Saturation). Let Γ be a set of well formed formulas, we say that Γ is
saturated iff 1. Γ is consistent (Definition 2); 2. if Γ � ϕ, then ϕ ∈ Γ ; 3. if Γ � ϕ ∨ ψ,
then Γ � ϕ or Γ � ψ.

Lemma 1 (Saturated Extensions). Let Γ be a set of well formed formulas. Suppose
Γ �� ϕ, then there is a saturated set Γ ∗ such that Γ ∗ �� ϕ.

Definition 4 (Canonical model construction). Let Γ0 be any saturated set of formu-
las. Then we define M = (S,≤, {RA}, h) such that: S is the set of all saturated
Γ ⊇ Γ0; Γ1 ≤ Γ2 iff Γ1 ⊆ Γ2; Γ1RAΓ2 iff {α | A says α ∈ Γ1} ⊆ Γ2; for all
P ∈ ATM , h(P ) = {Γ ∈ S | P ∈ Γ}.

We can prove the following Lemmas:

Lemma 2. For all Γ ∈ S and each formula ϕ ∈ L, we have that M, Γ |= ϕ iff ϕ ∈ Γ .

Lemma 3. Let M be the canonical model as defined in Definition 4. M satisfies the
conditions (S-Int), (S-UNIT), (S-C), (S-CA), (S-Mon), (S-DT), (S-ID), and (S-RCEA).

By the above lemmas, we can conclude tha the axiomatization of the logic CondACL

given in Section 2.1 is complete with respect to the semantics in Definition 1:



A Conditional Constructive Logic for Access Control and Its Sequent Calculus 171

Theorem 2 (Soundness and Completeness). Given a formula ϕ ∈ L, |= ϕ iff � ϕ.

Proof. Soundness is straightforward. Concerning the completeness, for a contradiction,
suppose �� ϕ. Then by Lemma 1 there is a saturated extension Γ ∗ such that Γ ∗ �� ϕ,
hence ϕ �∈ Γ ∗. By Definition 4 and Lemmas 2 and 3, we conclude that there is a
(canonical) model M = (S,≤, {RA}, h), with Γ ∗ ∈ S, such that M, Γ ∗ �|= ϕ. It
follows that ϕ is not logically valid, i.e. �|= ϕ. �

4 A Sequent Calculus for CondACL

In this section we present a cut-free sequent calculus for CondACL . Our calculus is
called SCondACL and it makes use of labels to represent possible worlds, following the
line of SeqS, a sequent calculus for standard conditional logics introduced in [22]. We
also show that we can control the application of some crucial rules of SCondACL , obtain-

ing a terminating calculus ŜCondACL . This calculus describes a decision procedure for
CondACL , and allows us to conclude that provability is decidable in O(n2logn) space.

In addiction to the language L of the logic CondACL , we consider a denumerable
alphabet of labels A, whose elements are denoted by x, y, z, . . .. Moreover, in order to
obtain a terminating calculus, we define the set LP ⊆ L of principals involved in the
computation. Given a set of policies Γ , a request ϕ of compliance of a principal A (i.e.
we want to verify whether Γ,A says ϕ |= ϕ), we assume that the set LP contains at
least A and all principals B such that, for some φ, B says φ appears in Γ .

The calculus SCondACL manipulates three types of labelled formulas: 1. world for-
mulas, denoted by x : α, where x ∈ A and α ∈ L, used to represent that the formula α

holds in a world x; 2. transition formulas, denoted by x
A−→ y, representing that xRAy;

3. order formulas of the form y ≥ x representing the preorder relation ≤. A sequent is
a pair 〈Γ,Δ〉, usually denoted with Γ ⇒ Δ, where Γ and Δ are multisets of labelled
formulas. The intuitive meaning of a sequent Γ ⇒ Δ is: every model that satisfies all
labelled formulas of Γ in the respective worlds (specified by the labels) satisfies at least
one of the labelled formulas of Δ (in those worlds). This is made precise by the notion
of validity of a sequent given in the next definition:

Definition 5 (Sequent validity). Given a model M = (S,≤, {RA}, h) for L, and a
label alphabetA, we consider a mapping I : A → S. Let F be a labelled formula, we

defineM |=I F as follows: • M |=I x : α iffM, I(x) |= α; • M |=I x
A−→ y iff

I(x)RAI(y); • M |=I y ≥ x iff I(x) ≤ I(y). We say that Γ ⇒ Δ is valid inM if,
for every mapping I : A → S, ifM |=I F for every F ∈ Γ , thenM |=I G for some
G ∈ Δ. We say that Γ ⇒ Δ is valid in CondACL if it is valid in everyM.

In Figure 1 we present the rules of the calculus SCondACL for CondACL . As usual,
we say that a sequent Γ ⇒ Δ is derivable in SCondACL if it admits a derivation. A
derivation is a tree whose nodes are sequents. A branch is a sequence of nodes Γ1 ⇒
Δ1, Γ2 ⇒ Δ2, . . . , Γn ⇒ Δn, . . . Each node Γi ⇒ Δi is obtained from its immediate
successor Γi−1 ⇒ Δi−1 by applying backward a rule of SCondACL , having Γi−1 ⇒
Δi−1 as the conclusion and Γi ⇒ Δi as one of its premises. A branch is closed if one
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(AX) (AX⊥) (AX≥)Γ, x : ⊥ ⇒ Δ Γ ⇒ Δ, x ≥ xΓ, F ⇒ Δ, F

(→ L)(→ R)

( says R) ( says L)

(∧R) (∧L)

(Unit)
Γ, z ≥ y, y ≥ x ⇒ Δ

Γ, z ≥ x, z ≥ y, y ≥ x ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, y ≥ x, x
A−→ y ⇒ Δ

Γ, x : P ⇒ Δ
Γ, x : P ⇒ Δ, y ≥ x Γ, x : P, y : P ⇒ Δ

(ATM )

Γ, x
A−→ y ⇒ Δ, x

B−→ y
(EQ)

Γ, x : α → β ⇒ Δ
Γ, x : α → β ⇒ Δ, y ≥ x Γ, x : α → β ⇒ Δ, y : α Γ, x : α → β, y : β ⇒ Δ

Γ ⇒ Δ, x : α → β

Γ, y ≥ x, y : α ⇒ Δ, y : β

Γ ⇒ Δ, x : A says α

Γ, y ≥ x, y
A−→ z ⇒ Δ, z : α

Γ, x : A says α ⇒ Δ
Γ, x : A says α ⇒ Δ, y ≥ x Γ, x : A says α ⇒ Δ, y

A−→ z Γ, x : A says α, z : α ⇒ Δ

Γ, x : α ∧ β ⇒ Δ

Γ, x : α ∧ β ⇒ Δ, y ≥ x Γ, x : α ∧ β, y : α, y : β ⇒ Δ

Γ ⇒ Δ, x : α ∧ β

Γ, y ≥ x ⇒ Δ, y : α Γ, y ≥ x ⇒ Δ, y : β

Γ, z ≥ y, x
A−→ y ⇒ Δ

Γ, z ≥ y, x
A−→ y, z

A−→ z ⇒ Δ
(C) (CA)

(ID)

(DT ) (MON )

(CA − conv)
Γ, x

A∨B−→ y ⇒ Δ

Γ, x
A∨B−→ y, x

A−→ y ⇒ Δ Γ, x
A∨B−→ y, x

B−→ y ⇒ Δ

Γ, x
A∧B−→ y ⇒ Δ

Γ, x
A∧B−→ y, x

A−→ y, x
B−→ y ⇒ Δ

u : B ⇒ u : Au : A ⇒ u : B Γ, x
A−→ y, y : A ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, x
A−→ y, x

A∧B−→ y ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, x
A∨B−→ y, x

A−→ y ⇒ Δ

F either x : P, P ∈ ATM or y ≥ x
P ∈ ATM

y and z new

y new

y new

Γ, x
A−→ y ⇒ Δ, y : B

A ∨ B ∈ LP

A ∧ B ∈ LP

(TR)

u new

Fig. 1. The sequent calculus SCondACL
. Rules for ¬ and ∨ are omitted to save space.

(AX)
. . . , z ≥ x ⇒ z : α, z ≥ x

(AX)
. . . , x : α, z : α ⇒ z : α

(ATM )
z ≥ x, z ≥ y, y ≥ x, x ≥ u, x : α, y

A−→ z ⇒ z : α
(TR)

z ≥ y, y ≥ x, x ≥ u, x : α, y
A−→ z ⇒ z : α

(Unit)
y ≥ x, x ≥ u, x : α, y

A−→ z ⇒ z : α
( saysR)

x ≥ u, x : α ⇒ x : A says α
(→ R)

⇒ u : α → (A says α)

Fig. 2. A derivation in SCondACL
for (UNIT)

of its nodes is an instance of axioms, namely (AX), (AX≥), and (AX⊥), otherwise it
is open. We say that a tree is closed if all its branches are closed. A sequent Γ ⇒ Δ has
a derivation in SCondACL if there is a closed tree having Γ ⇒ Δ as a root.

The rule (EQ) is used in order to support the rule (RCEA): if a sequent Γ, x
A−→ y ⇒

Δ,x
B−→ y has to be proved, then the calculus SCondACL checks whether A and B are

equivalent, i.e. A↔ B. To this aim, the (EQ) rule introduces a branch in the backward
derivation, trying to find a proof for both sequents u : A⇒ u : B and u : B ⇒ u : A.
The restrictions on the rules (∨R), (∧R), (¬R), (→ R), ( says R), and (EQ) are
necessary to preserve the soundness of the calculus. As an example, in Figure 2 we
show a derivation in SCondACL of an instance of the axiom (UNIT). In order to show
that the formula α → (A says α) is valid, we build a derivation in SCondACL for the
sequent⇒ u : α→ (A says α).

The calculus SCondACL is sound and complete with respect to the semantics:

Theorem 3 (Soundness and Completeness of SCondACL ). A sequent Γ ⇒ Δ is valid
in the sense of Definition 5 if and only if Γ ⇒ Δ is derivable.
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Proof. (Soundness). By induction on the height of the derivation of Γ ⇒ Δ. We only

present the inductive step for the case in which the derivation of Γ ′, x A−→ y ⇒ Δ ends

by an application of (Unit): by inductive hypothesis, the premise Γ ′, x A−→ y, y ≥
x⇒ Δ is a valid sequent. By absurd, the conclusion is not, i.e. there is a modelM and

a function I such thatM |=I F for every F ∈ Γ ′,M |=I x
A−→ y (i.e., I(x)RAI(y)),

whereasM �|=I G for any G ∈ Δ. By (S-UNIT) in Definition 1, we have that, since
I(x)RAI(y), also I(x) ≤ I(y), thenM |=I y ≥ x, against the validity of the premise.

(Completeness). It is an easy consequence of the admissibility of cut and of some
basic standard structural properties (height-preserving admissibility of weakening and
invertibility of the rules). The proof of the admissibility of (cut) is inspired by the work
of Negri [20] and is omitted due to space limitations. We have to prove that the axioms
are derivable and that the set of derivable formulas is closed under (MP), (RCEA),
and (RCK). In Figure 2 we have shown a derivation of the axiom (UNIT). Derivations
for (TAUT), (K), (C), (CA), (CA-conv), (Mon), (DT), and (ID) are omitted for lack of
space. For (MP), suppose we have a derivation for (i) ⇒ x : α and (ii) ⇒ x : α→ β.
Since weakening is admissible, we have that also (i′) ⇒ x : α, x : β and (ii′) x :
α⇒ x : α→ β, x : β have a derivation in SCondACL . Since (cut) is admissible, we can
conclude that⇒ x : β is derivable as follows:

(i
′
) ⇒ x : α, x : β

(ii
′
)x : α ⇒ x : α → β, x : β

x : α → β, x : α ⇒ x : β, x ≥ x

x : α → β, x : α ⇒ x : β, x : α

x : α → β, x : α, x : β ⇒ x : β
(→ L)

x : α → β, x : α ⇒ x : β
(cut)

x : α ⇒ x : β
(cut)

⇒ x : β

For (RCEA), we proceed as follows. As usual, � A ↔ B is a shorthand for � A → B
and � B → A. Suppose we have a derivation for⇒ u : A→ B and for⇒ u : B → A.
We have shown that we have derivations for u : A ⇒ u : B and u : B ⇒ u : A. The
following derivation shows that also ⇒ u : (A says γ) → (B says γ) is derivable in
SCondACL (the other half is symmetric):

. . . , y ≥ x ⇒ y ≥ x, . . .

u : A ⇒ u : B u : B ⇒ u : A
(EQ)

. . . , y
B−→ z ⇒ y

A−→ z, . . . . . . , z : γ ⇒ z : γ, . . .
( says L)

y ≥ x, x ≥ u, x : A says γ, y
B−→ z ⇒ z : γ

( saysR)
x ≥ u, x : A says γ ⇒ x : B says γ

(→ R)
⇒ u : (A says γ) → (B says γ)

For (RCK), suppose there is a derivation for⇒ y : α → β. Since (→ R) is invertible,
we have also a derivation of (I) z ≥ y, z : α ⇒ z : β and, by weakening, of (I ′) z ≥
y, y ≥ x, y A−→ z, x ≥ u, x : A says α, z : α⇒ z : β, from which we conclude:
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. . . , y ≥ x ⇒ y ≥ x . . .

. . . , y
A−→ z ⇒ y

A−→ z, . . .

(I′) z ≥ y, y ≥ x, y
A−→ z, x ≥ u, x : A says α, z : α ⇒ z : β

(Unit)
y ≥ x, y

A−→ z, x ≥ u, x : A says α, z : α ⇒ z : β
( says L)

y ≥ x, y
A−→ z, x ≥ u, x : A says α ⇒ z : β

( saysR)
x ≥ u, x : A says α ⇒ x : A says β

(→ R)
⇒ u : (A says α) → (A says β) �

Completeness of SCondACL with respect to CondACL models of Definition 1 immedi-
ately follows from the completeness of the axiomatization of CondACL with respect to
the semantics, shown in Theorem 2. We have that a formula ϕ ∈ L is valid if and only
if the sequent⇒ u : ϕ has a derivation in SCondACL .

4.1 Termination and Complexity of SCondACL

In general, cut-freeness alone does not ensure the termination of proof search in a se-
quent calculus; the presence of labels and of rules such as ( says L), (→ L), (Unit),
(ID), . . ., which increase the complexity of the sequent in a backward proof search,
are potential causes of a non-terminating proof search. However, we can prove that the
above mentioned “critical” rules can be applied in a controlled way, and then that the
rules of SCondACL introduce only a finite number of labels. These facts allow us to de-

scribe a decision procedure ŜCondACL for the logic CondACL , and to give an explicit
complexity bound for it. First of all, we need the following lemmas:

Lemma 4. If a sequent Γ ⇒ Δ, y ≥ x is derivable in SCondACL , then either Γ ⇒ Δ is
derivable or y ≥ x ∈ Γ or y = x.

Lemma 5. If a sequent Γ ⇒ Δ, y
A−→ z is derivable in SCondACL , then either Γ ⇒ Δ

is derivable or y
A′
−→ z ∈ Γ .

The following facts allow to obtain a terminating calculus from SCondACL :
• The rules of SCondACL introduce only a finite number of labels in a backward proof
search: labels are only introduced by the rules (⊗R), where⊗ stands for {¬,→,∧,∨},
by formulas occurring negatively in the initial sequent, which are finite.
• It is useless to apply the rules (TR), (Unit), (ID), (C), (CA), (CA− conv ), (DT ),
and (MON ) more than once on the same principal formula. As an example, let us

consider the rule (Unit): we can restrict its application to Γ, x
A−→ y ⇒ Δ only to the

case in which the rule has not been previously applied to x
A−→ y in that branch, i.e. if

y ≥ x �∈ Γ . Similarly for the other rules.
• A backward application of (CA − conv) introduces A ∨ B in the premise, where
A ∨ B is a principal belonging to LP. The same for (DT ), introducing A ∧ B. Since
LP is finite, these rules will be applied a finite number of times in the same branch.
• Each of the rules (⊗L), applied to a sequent Γ, x : φ ⇒ Δ, leads to a premise
of the form Γ, x : φ ⇒ Δ, y ≥ x, and can thus be reapplied without any control.
However, it is useless to apply (⊗L) on the same formula x : φ more than once in each
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branch in a backward proof search, introducing the same formula y ≥ x in the leftmost
premise. Moreover, by Lemma 4 we can restrict the choice of the order formula y ≥ x
to introduce in a way such that either y ≥ x ∈ Γ or y = x: this is explained by the fact
that no rule of SCondACL have a formula y ≥ x in the right-hand side of a sequent as
a principal formula. Therefore, the only way to prove it in a backward search is either
by (AX), i.e. by a sequent also having y ≥ x in its left-hand side (then, we can choose
among y ≥ x already in Γ ) or by (AX≥), thus choosing y = x. The same for (ATM ).

This is not enough to ensure termination. Indeed, a sequence of applications of (⊗L),
(⊗R) and (TR) might lead to the generation of infinite labels in a branch. As an ex-
ample, consider the sequent x : (P → Q)→ R ⇒, to which (→ L) can be applied by
using x itself, obtaining x : (P → Q) → R ⇒ x : P → Q in the premise in the mid-
dle. We can then apply (→ R), obtaining y ≥ x, x : (P → Q) → R, y : P ⇒ y : Q,
where y is a new label. y can then be used to apply (→ L), leading to a premise
y ≥ x, x : (P → Q) → R, y : P ⇒ y : Q, y : P → Q, to which a further application
of (→ R) introduces a new label z in the premise z ≥ y, y ≥ x, x : (P → Q)→ R, y :
P, z : P ⇒ y : Q, z : Q. An application of (TR) introduces z ≥ x in the left-hand side
of the sequent, then (→ L) can be applied to x : (P → Q)→ R by using z, obtaining
the sequent z ≥ x, z ≥ y, y ≥ x, x : (P → Q) → R, y : P, z : P ⇒ y : Q, z : Q, z :
P → Q, to which (→ R) can be further applied to introduce a new label z′ ≥ z, then
z′ ≥ x by (TR) and so on. Termination is ensured by the following side condition on
the application of the rules (⊗L). Given a sequent Γ ⇒ Δ and two labels x and y such
that y ≥ x ∈ Γ , we define the distance d(y, x) between the two labels as: d(x, x) = 0
and d(y, x) = n if n is the length of the longest sequence of order formulas in Γ “con-
necting” the two labels, i.e. y ≥ z1, z1 ≥ z2, . . . , zn−1 ≥ x ∈ Γ . Given a derivation
starting with⇒ x0 : φ, let τ be the heigth of the parse tree of φ. We can show that we
can restrict the application of a rule (⊗L) to x : α ⊗ β to the case in which the label y
used in the premise(s) is such that d(y, x) ≤ τ , that is to say it is useless to apply the
rule by using a label whose distance with x is higher than the height of the parse tree of
the initial formula.
• Similarly to the previous point, it is useless to apply ( says L) on the same formula
x : A says αmore than once in each branch, introducing (backward) the same formulas

y ≥ x and y
A−→ z in the leftmost and in the inner premises, respectively. Moreover,

by Lemma 5, the choice of the transition y
A−→ z to be used is restricted to formulas

such that, for some formula A′, there exists y
A′
−→ z ∈ Γ . Intuitively, this follows from

the fact that a transition formula on the right-hand side of a sequent can only be proved
by an application of (EQ). Moreover, since (EQ) only involves transition formulas, the

premise introducing y
A−→ z can be reduced to y

A′
−→ z ⇒ y

A−→ z.
The resulting terminating calculus ̂SCondACL is shown in Figure 3. ŜCondACL is equiva-

lent to SCondACL , i.e. Γ ⇒ Δ in SCondACL if and only if Γ ⇒ Δ in ̂SCondACL . This itself
gives the decidability of CondACL .

Theorem 4. The sequent calculus ŜCondACL
ensures a terminating proof search, and the

logic CondACL is decidable.
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(AX) (AX⊥) Γ, x : ⊥ ⇒ Δ

( says R)( says L)

(Unit)
Γ, z ≥ y, y ≥ x ⇒ Δ

Γ, z ≥ x, z ≥ y, y ≥ x ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, y ≥ x, x
A−→ y ⇒ Δ

Γ, x : P ⇒ Δ

Γ, x : P, y : P ⇒ Δ
(ATM )

Γ, x
A−→ y ⇒ Δ, x

B−→ y
(EQ)

Γ ⇒ Δ, x : A says α

Γ, y ≥ x, y
A−→ z ⇒ Δ, z : α

Γ, x : A says α ⇒ Δ

Γ, x : A says α, z : α ⇒ Δ

Γ, z ≥ y, x
A−→ y ⇒ Δ

Γ, z ≥ y, x
A−→ y, z

A−→ z ⇒ Δ
(C) (CA)

(ID)

(DT ) (MON )

(CA − conv)
Γ, x

A∨B−→ y ⇒ Δ

Γ, x
A∨B−→ y, x

A−→ y ⇒ Δ Γ, x
A∨B−→ y, x

B−→ y ⇒ Δ

Γ, x
A∧B−→ y ⇒ Δ

Γ, x
A∧B−→ y, x

A−→ y, x
B−→ y ⇒ Δ

u : B ⇒ u : Au : A ⇒ u : B Γ, x
A−→ y, y : A ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, x
A−→ y, x

A∧B−→ y ⇒ Δ

Γ, x
A−→ y ⇒ Δ

Γ, x
A∨B−→ y, x

A−→ y ⇒ Δ

P ∈ ATM
if y : P 	∈ Γ

y and z newy new

if z ≥ x 	∈ Γ if y ≥ x 	∈ Γ if y : A 	∈ Γ

if z
A−→ z 	∈ Γ if {x A−→ y, x

B−→ y} ∩ Γ = ∅ if x
A∨B−→ y 	∈ Γ

if x
A∧B−→ y 	∈ Γ if {x A−→ y, x

B−→ y} 	⊆ Γ

Γ, x
A−→ y ⇒ Δ, y : B

y ≥ x ∈ Γ

Γ, x : P ⇒ Δ, x : P

y ≥ x ∈ Γif
or x = y

y
A′
−→ z ∈ Γ

y ≥ x ∈ Γif

P ∈ ATMif

or x = y

y
A′
−→ z ⇒ y

A−→ z

Γ, x : α → β, y : β ⇒ ΔΓ, x : α → β ⇒ Δ, y : α

and d(y, x) ≤ τ

A ∨ B ∈ LP

A ∧ B ∈ LP

(→ L)

(→ R)

Γ, x : α → β ⇒ Δ

Γ ⇒ Δ, x : α → β

Γ, y ≥ x, y : α ⇒ Δ, y : β

and

(TR)

u new

Fig. 3. The terminating calculus ̂SCondACL
. To save space, we omit the rules for ∧. (AX) is

restricted to atomic formulas. (AX≥) is no needed due to the reformulation of the other rules.

Proof. Given a formula φ, just observe that there is only a finite number of derivations
of the sequent⇒ x0 : φ, as both the length of a proof and the number of labelled formu-
las which may occur in it is finite. �

We can give an explicit space complexity bound for CondACL . As usual, a proof may
have an exponential size because of the branching introduced by the rules. However we
can obtain a much sharper space complexity bound since we do not need to store the
whole proof, but only a sequent at a time plus additional information to carry on the
proof search; this standard technique is similar to the one adopted in [16,22].

Theorem 5. Provability in CondACL is decidable in O(n2 logn) space.

5 Other Axioms

This work can be considered as a first step towards providing a general framework for
the definition of axiomatization, semantics and proof methods for access control logics
by the application of constructive conditional logics. While here we have considered the
logic CondACL , other axioms have been proposed in the literature and different access
control logics have been defined through their combination. Among the most relevant
axioms we mention the following ones:

(C4) (A says (A says α))→ (A says α)
(I) (A says α)→ (B says A says α)
(Speaks For) (A⇒ B)→ ((A says α)→ (B says α))
(Handoff) (A says (B ⇒ A))→ (B ⇒ A)

(C4) belongs to the original axiomatization of the logic ICL defined in [11], where it
replaces the axiom (C). In [13] it has been shown that the semantical property corre-
sponding to (C4) is the following:

(S-C4) ∀t, s ∈ S, if sRAt, then ∃z ∈ S such that sRAz and zRAt
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(I) is introduced in the axiomatization of the logic Binder [7], which extends the logic
ABLP [3,17] in order to express the so called authorization policies. Notice that this is
a weaker version of (Unit). The corresponding semantical property is:

(S-I) ∀t, s, u ∈ S, if tRBs and sRAu, then tRAu

The connective⇒ occurring in (Speaks For) and (Handoff) is a well known connective
introduced in the logic ABLP [3,17] to reason about transfer of authority from one
principal to another.A⇒ B (A speaks for B) means that if A says α, then also B says
α for any α. The axioms (Speaks for) and (Handoff) relate the connective⇒ with the
says modality. The semantic conditions for the axioms (Speaks For) and (Handoff)

have been studied in [14]. Our next step will be to extend our conditional framework
in order to capture these axioms, so to provide automated deduction tools for the above
mentioned logics including them.

6 Related Work and Conclusions

Related Work. The formal study of properties of access control logics is a recent re-
search trend. As reported in [12], constructive logics are well suited for reasoning about
authorization, because constructive proofs preserve the justification of statements dur-
ing reasoning and, therefore, information about accountability is not lost. Classical log-
ics, instead, allows proofs that discard evidence.

Abadi in [1] presents a formal study about connections between many possible ax-
iomatizations of the says, as well as higher-level policy constructs such as delegation
(speaks-for) and control. Abadi provides a strong argument to use constructivism in
logic for access control, in fact he shows that from a well-known axiom like Unit in a
classical logic we can deduce K says ϕ→ (ϕ ∨K says ψ). The axiom above is called
Escalation and it represents a rather degenerate interpretation of says, i.e., if a principal
says ϕ then, either ϕ is permitted or the principal says anything. On the contrary, if we
interpret the says within an intuitionistic logic we can avoid Escalation.

Although several authorization logics employ the says modality, a limited amount of
work has been done to study the formal logical properties of says, speaks-for and other
constructs.

Garg and Abadi [11] translate existing access control logics into S4 by relying on a
slight simplification of Gödel’s translation from intuitionistic logic to S4, and extending
it to formulas of the form A says ϕ.

Garg [10] adopts an ad-hoc version of constructive S4 called DTL0 and embeds
existing approaches into it. Constructive S4 has been chosen because of its intuitionis-
tic Kripke semantics which DTL0 extends by adding views [10], i.e., a mapping from
worlds to sets of principals.

Boella et al. [6] define a logical framework called FSL (Fibred Security Language),
based on fibring semantics [9] by looking at says as a (fibred) modal operator.

It has to be observed that, adopting a fixed semantics like S4 does not permit to
study the correspondence between axioms of access control logics and Kripke struc-
tures. Suppose we look at says as a principal indexed modality �K , if we rely on S4
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we would have as an axiom �Kϕ → ϕ, which means: everything that K says is per-
mitted. To overcome this problem, both in [10,11], Kripke semantics is sweetened with
the addition of views which relativize the reasoning to a subset of worlds. Although
this approach provides sound and complete semantics for a certain combination of ax-
ioms (those included in ICL), it breaks the useful bound between modality axioms and
relations of Kripke structures.

Conclusions. We defined an intuitionistic conditional logic for Access Control called
CondACL . The major contribution of our conditional approach w.r.t. works in [10,11]
is the identification of canonical properties for axioms of the logic (in particular Unit
and C), i.e., first-order conditions on Kripke structures that are necessary and sufficient
for the corresponding axiom to hold. [6,13,14] identify canonical properties for other
access control axioms (e.g., C4, speaks-for, hand-off).

We believe that this methodology has several advantages. First, conditional logics al-
low a natural formalization of the says modality including the specification of boolean
principals as arbitrary formulas. In spite of this generality, we have shown that prov-
ability in CondACL is decidable in O(n2logn) space, in agreement with the results
given in [11] for the logic ICL. Second, the identification of canonical properties for
access control axioms provides a natural deconstruction of access control logics. By
deconstruction we mean the possibility to craft access control logics that adopt any
combination of axioms for which canonical properties exist. For instance, not all access
control systems adopt Unit as an axiom [18,4,15], but the translation in [11] does not
provide an embedding in S4 for a logic without Unit. In general, the approach in [11]
does not provide a methodology to deconstruct access control logics. In our approach,
instead, we can formalize a logic and a calculus without Unit which is still sound and
complete, by dropping the semantic condition (S-UNIT) and the corresponding rule
(Unit) in the calculus.

We believe that choosing axioms for access control logics depends on the needs of
security practitioners. By looking at says as a conditional modality, we can offer a
formal framework to study the axioms of access control via canonical properties on the
semantics, and to build calculi to carry out automated deduction. Of course, for each
combination of axioms, the decidability and the complexity of the resulting logic as
well as the termination of the calculus have to be determined. To this concern, we have
followed the approach proposed in [22] for standard normal conditional logics, which
we have extended here to deal with an intuitionistic logic as well as with specific access
control axioms.

For the time being, CondACL only includes few widely accepted axioms of access
control logics but it can be extended in order to cope with richer axioms, as well as with
the well known notion of “speaks for”. This is what we plan to do in future work.
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Abstract. We introduce a tableau calculus for a nonmonotonic extension of low
complexity Description Logic EL⊥ that can be used to reason about typicality
and defeasible properties. The calculus deals with Left Local knowledge bases
in the logic EL⊥Tmin recently introduced in [8] . The calculus performs a two-
phase computation to check whether a query is minimally entailed from the initial
knowledge base. It is sound, complete and terminating. Furthermore, it is a de-
cision procedure for Left Local EL⊥Tmin knowledge bases, whose complexity
matches the known results for the logic, namely that entailment is in Πp

2 .

1 Introduction

Nonmonotonic extensions of Description Logics (DLs) have been actively investigated
since the early 90s, [14,4,2,3,7,11,10,9,6]. The reason is that DLs are used to represent
classes and their properties, so that a nonmonotonic mechanism is wished to express
defeasible inheritance of prototypical properties. A simple but powerful nonmonotonic
extension of DL is proposed in [11,10,9]: in this approach “typical” or “normal” proper-
ties can be directly specified by means of a “typicality” operator T enriching the under-
lying DL; the typicality operator T is essentially characterised by the core properties of
nonmonotonic reasoning axiomatized by preferential logic [12]. In ALC + T [11], one
can consistently express defeasible inclusions and exceptions such as: typical students
do not pay taxes, but working students do typically pay taxes, but working student hav-
ing children normally do not: T(Student) � ¬TaxPayer ; T(Student �Worker ) �
TaxPayer ; T(Student�Worker�∃HasChild .�) � ¬TaxPayer . Although the oper-

ator T is nonmonotonic in itself, the logicsALC+T and EL+⊥
T [10] are monotonic.

As a consequence, unless a knowledge base (KB) contains explicit assumptions about
typicality of individuals (e.g. that john is a typical student), there is no way of inferring
defeasible properties of them (e.g. that john does not pay taxes). In [9], a non monotonic
extension ofALC+T based on a minimal models semantics is proposed. The resulting
logic, calledALC +Tmin, supports typicality assumptions; as an example, for a TBox
specified by the inclusions above, inALC+Tmin the following inference holds: TBox
∪ {Student(john)} |=ALC+Tmin ¬TaxPayer (john).

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 180–195, 2011.
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Similarly to other nonmonotonic DLs, adding the typicality operator with its minimal
models semantics to a standard DL, such as ALC, leads to a very high complexity
(namely query entailment in the resulting logic is in CO-NEXPNP [9]). This fact has
motivated the study of nonmonotonic extensions of low complexity DLs [3] such as
EL⊥ of the EL family [1] which are nonetheless well-suited for encoding large KBs.
In the same vein, we consider here the extension of the low complexity logic EL⊥ with
the typicality operator based on the minimal models semantics introduced in [9]. But
the restriction to EL⊥ does not suffice: as recently shown, deciding entailment in the
resulting logic EL⊥Tmin is unfortunately EXPTIME-hard [8]. This result is analogous
to the one for circumscribed EL⊥ KBs [3]. However, it has been shown in [8] that
the complexity drops to Πp

2 for the fragment of Left Local EL⊥Tmin KBs. Similar
fragments have been previously studied for circumscribed EL⊥ KBs [3] obtaining the
same complexity. To the best of our knowledge, however, no deduction calculi for these
fragments with circumscription are known at present.

In this paper, we concentrate on the Left Local fragment of EL⊥Tmin. This frag-
ment is determined by restricting the extistential quantification on concepts appearing
on the left side of a concept inclusion: only existentially quantified concepts of the form
∃R.� are allowed. For this fragment, we propose a tableau calculus for deciding min-
imal entailment in Πp

2 . It is a two-phase calculus: in the first phase, candidate models
(complete open branches) falsifying the given query are generated, in the second phase
the minimality of candidate models is checked by means of an auxiliary tableau con-
struction. The latter tries to build a model which is “more preferred” than the candidate
one: if it fails (being closed) the candidate model is minimal, otherwise it is not. Both
tableaux constructions comprise some non-standard rules for existential quantification
in order to constrain the domain (and its size) of the model being constructed. The sec-
ond phase makes use in addition of special closure conditions to prevent the generation
of non-preferred models. It comes as a surprise that the modification of the existen-
tial rule is sufficient to match the optimal complexity, so that the calculus provide in
itself a constructive proof of the upper bound of this fragment (obtained in [8] by a
non-constructive semantical argument).

2 The Typicality Operator T, the Logic EL⊥Tmin and its Left
Local Fragment

Before describing EL⊥Tmin, let us briefly recall the underlying monotonic logic

EL+⊥
T [10], obtained by adding to EL⊥ the typicality operator T. The intuitive idea

is that T(C) selects the typical instances of a concept C. In EL+⊥
T we can therefore

distinguish between the properties that hold for all instances of concept C (C � D),
and those that only hold for the normal or typical instances of C (T(C) � D).

Formally, the EL+⊥
T language is defined as follows.

Definition 1. We consider an alphabet of concept names C, of role names R, and of
individualsO. Given A ∈ C and R ∈ R, we define

C := A | � | ⊥ | C �C CR := C | CR �CR | ∃R.C CL := CR | T(C)
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A KB is a pair (TBox, ABox). TBox contains a finite set of general concept inclusions
(or subsumptions) CL � CR. ABox contains assertions of the form CL(a) andR(a, b),
where a, b ∈ O.

The semantics of EL+⊥
T [10] is defined by enriching ordinary models of EL⊥ by a

preference relation < on the domain, whose intuitive meaning is to compare the “typi-
cality” of individuals: x < y, means that x is more typical than y. Typical members of
a concept C, that is members of T(C), are the members x of C that are minimal with
respect to this preference relation.

Definition 2 (Semantics of T). A modelM is any structure 〈Δ,<, I〉 where Δ is the
domain; < is an irreflexive and transitive relation over Δ that satisfies the following
Smoothness Condition: for all S ⊆ Δ, for all x ∈ S, either x ∈ Min<(S) or ∃y ∈
Min<(S) such that y < x, where Min<(S) = {u : u ∈ S and �z ∈ S s.t. z < u}.
Furthermore, < is multilinear: if u < z and v < z, then either u = v or u < v or
v < u. I is the extension function that maps each concept C to CI ⊆ Δ, and each role
r to rI ⊆ ΔI × ΔI . For concepts of EL⊥, CI is defined in the usual way. For the T
operator: (T(C))I = Min<(CI).

Definition 3 (Model satisfying a Knowledge Base). Given a modelM, I can be ex-
tended so that it assigns to each individual a of O a distinct element aI of the domain
Δ.M satisfies a KB (TBox,ABox), if it satisfies both its TBox and its ABox, where:

– M satisfies an inclusion C � D if CI ⊆ DI .M satisfies TBox if it satisfies all its
inclusions.

– M satisfies C(a) if aI ∈ CI and aRb if (aI , bI) ∈ RI . M satisfies ABox if it
satisfies all its formulas.

The operator T [11] is characterized by a set of postulates that are essentially a refor-
mulation of KLM [12] axioms of preferential logic P. T has therefore all the “core”
properties of nonmonotonic reasoning as it is axiomatised by P. The semantics of the
typicality operator can be specified by modal logic. The interpretation of T can be split
into two parts: for any x of the domain Δ, x ∈ (T(C))I just in case (i) x ∈ CI , and
(ii) there is no y ∈ CI such that y < x. Condition (ii) can be represented by means
of an additional modality �, whose semantics is given by the preference relation < in-
terpreted as an accessibility relation. Observe that by the Smoothness Condition, � has
the properties of Gödel-Löb modal logic of provability G. The interpretation of � inM
is as follows:

(�C)I = {x ∈ Δ | for every y ∈ Δ, if y < x then y ∈ CI}

We immediately get that x ∈ (T(C))I iff x ∈ (C ��¬C)I . From now on, we consider
T(C) as an abbreviation for C ��¬C.

The main limit of EL+⊥
T is that it is monotonic. Even if the typicality operator T

itself is nonmonotonic (i.e. T(C) � E does not imply T(C � D) � E), the logic

EL+⊥
T is monotonic: what is inferred from KB can still be inferred from any KB’

with KB ⊆ KB’. In order to perform nonmonotonic inferences, as done in [9], we

strengthen the semantics of EL+⊥
T by restricting entailment to a class of minimal (or
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preferred) models. We call the new logic EL⊥Tmin. Intuitively, the idea is to restrict
our consideration to models that minimize the non typical instances of a concept.

Given a KB, we consider a finite set LT of concepts: these are the concepts whose
non typical instances we want to minimize. We assume that the set LT contains at least
all concepts C such that T(C) occurs in the KB or in the query F , where a query F is
either an assertion C(a) or an inclusion relation C � D. As we have just said, x ∈ CI
is typical if x ∈ (�¬C)I . Minimizing the non typical instances of C therefore means
to minimize the objects not satisfying �¬C for C ∈ LT. Hence, for a given model
M = 〈Δ,<, I〉, we define:

M�−
LT

= {(x,¬�¬C) | x �∈ (�¬C)I , with x ∈ Δ,C ∈ LT}.

Definition 4 (Preferred and minimal models). Given a model M = 〈Δ <, I〉 of a
knowledge base KB, and a modelM′ = 〈Δ′, <′, I ′〉 of KB, we say thatM is preferred
to M′ with respect to LT, and we write M <LT M′, if (i) Δ = Δ′, (ii) M�−

LT
⊂

M′�−
LT

, (iii) aI = aI
′

for all a ∈ O.M is a minimal model for KB (with respect to LT)
if it is a model of KB and there is no other modelM′ of KB such thatM′ <LT M.

Definition 5 (Minimal Entailment in EL⊥Tmin). A query F is minimally entailed
in EL⊥Tmin by KB with respect to LT if F is satisfied in all models of KB that are
minimal with respect to LT. We write KB |=EL⊥Tmin

F .

Example 1. The KB of the Introduction can be reformulated as follows in EL+⊥
T:

TaxPayer �NotTaxPayer � ⊥; Parent � ∃HasChild .�; ∃HasChild .� � Parent ;
T(Student) � NotTaxPayer ; T(Student � Worker ) � TaxPayer ; T(Student �
Worker � Parent) � NotTaxPayer . Let LT = {Student,Student � Worker ,
Student � Worker � Parent}. Then TBox ∪ {Student(john)} |=EL⊥Tmin

NotTaxPayer (john), since johnI ∈ (Student��¬Student)I for all minimal models
M = 〈Δ<, I〉 of the KB. In contrast, by the nonmonotonic character of minimal entail-
ment, TBox ∪ {Student(john),Worker (john)} |=EL⊥Tmin

TaxPayer (john). Last,
notice that TBox ∪ {∃HasChild .(Student �Worker)(jack)} |=EL⊥Tmin

∃ HasChild .TaxPayer (jack). The latter shows that minimal consequence applies to
implict individuals as well, without any ad-hoc mechanism.

In [8] (Theorem 3.1), it has been proven that entailment in EL⊥Tmin is EXPTIME hard.
In order to lower the complexity of minimal entailment in EL⊥Tmin, we consider a
syntactic restriction on the KB called Left Local KBs. This restriction is similar to the
one introduced in [3] for circumscribed EL⊥ KBs.

Definition 6 (Left Local knowledge base). A Left Local KB only contains subsump-
tions CLLL � CR, where C and CR are as in Definition 1 and:

CLLL := C | CLLL � CLLL | ∃R.� | T(C)

There is no restriction on the ABox.

Observe that the KB in the Example 1 is Left Local, as no concept of the form ∃R.C
with C �= � occurs on the left hand side of inclusions.
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In [8] (Theorem 3.12), it has been proven that the problem of deciding whether KB
|=EL⊥Tmin

F is in Πp
2 . In this paper, we focus our attention to Left Local KBs.

3 The Tableau Calculus for Left Local EL⊥Tmin

In this section we present a tableau calculus TABEL⊥T
min for deciding whether a query

F is minimally entailed from a Left Local knowledge base in the logic EL⊥Tmin.

The calculus TABEL⊥T
min performs a two-phase computation in order to check whether

a query F is minimally entailed from the initial KB. In the first phase, a tableau calcu-

lus, called TABEL⊥T
PH1 , simply verifies whether KB ∪ {¬F} is satisfiable in an EL⊥T

model, building candidate models. In the second phase another tableau calculus, called

TABEL⊥T
PH2 , checks whether the candidate models found in the first phase are minimal

models of KB, i.e. for each open branch of the first phase, TABEL⊥T
PH2 tries to build a

model of KB which is preferred to the candidate model w.r.t. Definition 4. The whole

procedure TABEL⊥T
min is formally defined at the end of this section (Definition 12).

As usual, TABEL⊥T
min tries to build an open branch representing a minimal model

satisfying KB ∪ {¬F}. The negation of a query ¬F is defined as follows:

Definition 7 (Negation of a query). Given a query F , we define its negation ¬F :

– if F ≡ C(a), then ¬F ≡ (¬C)(a)
– if F ≡ C � D, then ¬F ≡ (C � ¬D)(x), where x does not occur in KB.

Notice that we introduce the connective ¬ in a very “localized” way. This is very
different from introducing the negation all over the knowledge base, and indeed it does
not imply that we jump out of the language of EL⊥Tmin.

TABEL⊥T
min makes use of labels, which are denoted with x, y, z, . . .. Labels represent

either a variable or an individual of the ABox, that is to say an element ofO∪V . These

labels occur in constraints (or labelled formulas), that can have the form x
R−→ y or

x : C, where x, y are labels, R is a role and C is either a concept or the negation of a
concept of EL⊥Tmin or has the form �¬D or ¬�¬D, where D is a concept.

Let us now analyze the two components of TABEL⊥T
min , starting with TABEL

⊥T
PH1 .

3.1 First Phase: The Tableaux Calculus TABEL⊥T
P H1

A tableau of TABEL⊥T
PH1 is a tree whose nodes are tuples 〈S | U |W 〉. S is a set of con-

straints, whereas U contains formulas of the form C � DL, representing subsumption
relations C � D of the TBox. L is a list of labels, used in order to ensure the termi-
nation of the tableau calculus. W is a set of labels xC used in order to build a “small”
model, matching the results of the Small Model Theorem in [8]. A branch is a sequence
of nodes 〈S1 | U1 | W1〉, 〈S2 | U2 | W2〉, . . . , 〈Sn | Un | Wn〉 . . ., where each node
〈Si | Ui | Wi〉 is obtained from its immediate predecessor 〈Si−1 | Ui−1 | Wi−1〉
by applying a rule of TABEL

⊥T
PH1 , having 〈Si−1 | Ui−1 | Wi−1〉 as the premise and

〈Si | Ui | Wi〉 as one of its conclusions. A branch is closed if one of its nodes is an
instance of a (Clash) axiom, otherwise it is open. A tableau is closed if all its branches
are closed.
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The calculus TABEL⊥T
PH1 is significantly different in two respects from the calculus

ALC + Tmin presented in [9]. First, the rule (∃+) is split in the following two rules:

〈S, u : ∃R.C | U | W 〉
〈S, u

R−→ xC , xC : C | U | W ∪ {xC}〉 . . .
(∃+)1〈S, u

R−→ y1, y1 : C | U | W 〉 〈S, u
R−→ ym, ym : C | U | W 〉

(∃+)2
〈S, u : ∃R.C | U | W 〉

〈S, u
R−→ xC | U | W 〉 . . .〈S, u

R−→ y1, y1 : C | U | W 〉 〈S, u
R−→ ym, ym : C | U | W 〉

if xC �∈ W and y1, . . . , ym are all the labels occurring in S

if xC ∈ W and y1, . . . , ym are all the labels occurring in S

When the rule (∃+)1 is applied to a formula u : ∃R.C, it introduces a new label
xC only when the set W does not already contain xC . Otherwise, since xC has been

already introduced in that branch, u
R−→ xC is added to the conclusion of the rule

rather than introducing a new label. As a consequence, in a given branch, (∃+)1 only
introduces a new label xC for each conceptC occurring in the initial KB in some ∃R.C,
and no blocking machinery is needed to ensure termination. As it will become clear in
the proof of Theorem 1, this is possible since we are considering Left Local KBs, which
have small models; in these models all existentials ∃R.C occurring in KB are made true
by reusing a single witness xC (Theorem 3.12 in [8]). Notice also that the rules (∃+)1
and (∃+)2 introduce a branching on the choice of the label used to realize the existential
restriction u : ∃R.C: just the leftmost conclusion of (∃+)1 introduces a new label (as

mentioned, the xC such that xC : C and u
R−→ xC are added to the branch); in all the

other branches, each one of the other labels yi occurring in S may be chosen.
Second, in order to build multilinear models of Definition 2, the calculus adopts

a strengthened version of the rule (�−) used in TABALC+T
min [9]. We write S as an

abbreviation for S, u : ¬�¬C1, . . . , u : ¬�¬Cn. Moreover, we define SMu→y = {y :

¬D, y : �¬D | u : �¬D ∈ S} and, for k = 1, 2, . . . , n, we define S
�−k

u→y = {y :
¬�¬Cj � Cj | u : ¬�¬Cj ∈ S ∧ j �= k}. The strengthened rule (�−) is as follows:

〈S, x : Ck, x : �¬Ck, SM
u→x, S

�−k

u→x | U | W 〉
. . .

(�−)

〈S, y1 : Ck, y1 : �¬Ck, SM
u→y1

, S
�−k

u→y1
| U | W 〉

〈S, u : ¬�¬C1,¬�¬C2, . . . , u : ¬�¬Cn | U | W 〉

〈S, ym : Ck, ym : �¬Ck, SM
u→ym

, S
�−k

u→ym
| U | W 〉

for all k = 1, 2, . . . , n, where y1, . . . , ym are all the labels occurring in S and x is new.
Rule (�−) contains: - n branches, one for each u : ¬�¬Ck in S; in each branch a

new typical Ck individual x is introduced (i.e. x : Ck and x : �¬Ck are added), and
for all other u : ¬�¬Cj , either x : Cj holds or the formula x : ¬�¬Cj is recorded;
- other n×m branches, where m is the number of labels occurring in S, one for each
label yi and for each u : ¬�¬Ck in S; in these branches, a given yi is chosen as a
typical instance of Ck , that is to say yi : Ck and yi : �¬Ck are added, and for all other
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u : ¬�¬Cj , either yi : Cj holds or the formula yi : ¬�¬Cj is recorded. As shown
in the proof of Theorem 1, this rule is sound with respect to multilinear models. The
advantage of this rule over the (�−) rule in the calculus TABALC+T

min is that all the
negated box formulas labelled by u are treated in one step, introducing only a new label
x in (some of) the conclusions.

Notice that in order to keep S readable, we have used �. This is the reason why our
calculi contain the rule for �, even if this constructor does not belong to EL⊥Tmin.

In order to check the satisfiability of a KB, we build its corresponding constraint
system 〈S | U | ∅〉, and we check its satisfiability.

Definition 8 (Corresponding constraint system). Given a knowledge base
KB=(TBox,ABox), we define its corresponding constraint system 〈S | U | ∅〉 as
follows:

– S = {a : C | C(a) ∈ ABox} ∪ {a R−→ b | R(a, b) ∈ ABox}
– U = {C � D∅ | C � D ∈ TBox}

Definition 9 (Model satisfying a constraint system). LetM = 〈Δ, I,<〉 be a model
as defined in Definition 2. We define a function α which assigns to each variable of V an
element of Δ, and assigns every individual a ∈ O to aI ∈ Δ.M satisfies a constraint
F under α, writtenM |=α F , as follows:

– M |=α x : C iff α(x) ∈ CI

– M |=α x
R−→ y iff (α(x), α(y)) ∈ RI

A constraint system 〈S | U | W 〉 is satisfiable if there is a modelM and a function α
such thatM satisfies every constraint in S under α and that, for all C � DL ∈ U and
for all x ∈ Δ, we have that if x ∈ CI then x ∈ DI .

Proposition 1. Given a KB=(TBox,ABox), it is satisfiable if and only if its correspond-
ing constraint system 〈S | U | ∅〉 is satisfiable.

To verify the satisfiability of KB ∪ {¬F}, we use TABEL⊥T
PH1 to check the satisfiability

of the constraint system 〈S | U | ∅〉 obtained by adding the constraint corresponding
to ¬F to S′, where 〈S′ | U | ∅〉 is the corresponding constraint system of KB. To this

purpose, the rules of the calculus TABEL⊥T
PH1 are applied until either a contradiction is

generated (Clash) or a model satisfying 〈S | U | ∅〉 can be obtained from the resulting
constraint system.

Given a node 〈S | U | W 〉, for each subsumption C � DL ∈ U and for each label
x that appears in the tableau, we add to S the constraint x : ¬C �D: we refer to this
mechanism as unfolding. As mentioned above, each formula C � D is equipped with
a list L of labels in which it has been unfolded in the current branch. This is needed to
avoid multiple unfolding of the same subsumption by using the same label, generating
infinite branches.

Before introducing the rules of TABEL⊥T
PH1 we need some more definitions. First,

as in [5], we define an ordering relation ≺ to keep track of the temporal ordering of
insertion of labels in the tableau, that is to say if y is introduced in the tableau, then x ≺
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〈S, u : ∃R.C | U | W 〉
〈S, u

R−→ xC , xC : C | U | W ∪ {xC}〉 . . .
(∃+)1

if y : ¬C �∈ S

〈S | U,C 	 DL | W 〉

if x occurs in S and x �∈ L

(Unfold)〈S, x : T(C) | U | W 〉 〈S, x : ¬T(C) | U | W 〉
〈S, x : C, x : �¬C | U | W 〉 〈S, x : ¬C | U | W 〉 〈S, x : ¬�¬C | U | W 〉

(T+) (T−)

(
+) (
−)

(cut)

x occurs in S
if x : ¬�¬C �∈ S and x : �¬C �∈ S

C ∈ LT

〈S, x : ¬D | U | W 〉〈S, x : ¬C | U | W 〉〈S, x : C, x : D | U | W 〉
〈S, x : C 
 D | U | W 〉 〈S, x : ¬(C 
 D) | U | W 〉

〈S, x : C, x : ¬C | U | W 〉 (Clash)⊥(Clash)¬�

〈S, x : �¬C | U | W 〉〈S, x : ¬∃R.C, x
R−→ y, y : ¬C | U | W 〉

〈S, x : ¬∃R.C, x
R−→ y | U | W 〉

(∃−)

(Clash)

〈S, x : ¬�¬C | U | W 〉
〈S | U | W 〉

〈S, x : ⊥ | U | W 〉〈S, x : ¬� | U | W 〉

〈S, x : ¬C  D | U,C 	 DL,x | W 〉

(∃+)2
〈S, u : ∃R.C | U | W 〉

〈S, u
R−→ xC | U | W 〉

〈S, x : C | U | W 〉 〈S, x : D | U | W 〉
〈S, x : C  D | U | W 〉

(+)

〈S, u
R−→ y1, y1 : C | U | W 〉

. . .〈S, u
R−→ y1, y1 : C | U | W 〉

〈S, u
R−→ ym, ym : C | U | W 〉

〈S, u
R−→ ym, ym : C | U | W 〉

〈S, x : Ck, x : �¬Ck, SM
u→x, S

�−k

u→x | U | W 〉
. . .

(�−)

〈S, y1 : Ck, y1 : �¬Ck, SM
u→y1

, S
�−k

u→y1
| U | W 〉

〈S, u : ¬�¬C1,¬�¬C2, . . . , u : ¬�¬Cn | U | W 〉

〈S, ym : Ck, ym : �¬Ck, SM
u→ym

, S
�−k

u→ym
| U | W 〉

k = 1, 2, . . . , n

x new

if xC �∈ W and y1, . . . , ym are all the labels occurring in S

if xC ∈ W and y1, . . . , ym are all the labels occurring in S

if y1, . . . , ym are all the labels occurring in S, y1 �= u, . . . , ym �= u

Fig. 1. The calculus TABEL⊥T
PH1

y for all labels x that are already in the tableau. Furthermore, if x is the label occurring
in the query F , then x ≺ y for all y occurring in the constraint system corresponding to
the initial KB. Moreover, we define the satisfiability of a branch of a tableau:

Definition 10 (Satisfiability of a branch). A branch B of a tableau of TABEL⊥T
PH1 is

satisfiable by a modelM if there is a mapping α from the labels in B to the domain of
M such that for all constraint systems 〈S | U | W 〉 on B, M satisfies under α (see
Definition 9) every constraint in S and, for all C � DL ∈ U and for all x occurring in
S, we have that if α(x) ∈ CI then α(x) ∈ DI .

The rules of TABEL⊥T
PH1 are presented in Figure 1. Rules (∃+1 ) and (�−) are called

dynamic since they can introduce a new variable in their conclusions. The other rules
are called static. We do not need any extra rule for the positive occurrences of the �
operator, since these are taken into account by the computation of SMx→y of (�−). The

(cut) rule ensures that, given any conceptC ∈ LT, an open branch built by TABEL⊥T
PH1

contains either x : �¬C or x : ¬�¬C for each label x: this is needed in order to allow
TABEL⊥T

PH2 to check the minimality of the model corresponding to the open branch.
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The rules of TABEL⊥T
PH1 are applied with the following standard strategy: 1. apply

a rule to a label x only if no rule is applicable to a label y such that y ≺ x; 2. apply
dynamic rules only if no static rule is applicable. The calculus so obtained is sound and
complete with respect to the semantics in Definition 9.

Fact 1. The only negated existential formulas that can occur in the tableau are (i) either
general existential formulas x : ¬∃R.C that derive from the negation of the query; (ii)
or y : ¬∃R.�, that can occur at any point of the branch and that derive from (Unfold)
applied to a subsumption ∃R.� � D.

Theorem 1 (Soundness of TABEL⊥T
PH1 ). If KB �|=EL⊥Tmin

F , then the tableau for the
constraint system corresponding to KB ∪ {¬F} contains an open branch, which is
satisfiable (via an injective assignment from labels to domain elements) in a minimal
model of KB.

Proof. (Sketch) If KB �|=EL⊥Tmin
F , then there is a minimal model of KB that satisfies

¬F . By Definition 3, each individual occurring in KB is assigned to a different domain
element (unique name assumption). It can be shown that this also holds for the con-
straint system corresponding to KB, which is therefore satisfiable by a minimal model
of KB via an injective mapping from labels to domain elements. We show that each

rule of TABEL⊥T
PH1 preserves satisfiability by an injective mapping in a minimal model

of KB. From this, we conclude that the branch is open, since no instance of the clash
axioms would be satisfiable by an injective mapping in a minimal model of KB.

As an example of how we show that rules preserve satisfiability in a minimal model
through an injective mapping, we consider here rules (∃+)1, (∃+)2, and (�−).

For (∃+)1, assume there is a minimal modelM = 〈Δ, I,<〉 of KB that satisfies
the branch obtained before the application of the rule and premise of the rule (under
an injective assignment α). In this model, α(u) ∈ (∃R.C)I , i.e. there is z ∈ Δ with
(α(u), z) ∈ RI and z ∈ CI . If the branch contains a label yi such that α(yi) = z,

then the consequence of the rule in which u
R−→ yi, yi : C appear is satisfiable by

the same model under the same assignment. Otherwise, consider the branch containing

u
R−→ xC , xC : C. xC is new, hence we can extendα so that α(xC) = z. α so extended

is obviously still injective, andM satisfies this branch.
For (∃+)2 the reasoning is a bit more tricky. Suppose the portion of the branch al-

ready obtained and the premise of the rule, 〈S, u : ∃R.C | U | W 〉, are satisfiable
by a minimal model M of KB under an assignment α. In M, (α(u), z) ∈ RI and
z ∈ CI , for some z. We reason by cases. (A) If the branch contains a label yi such that

α(yi) = z, then the consequence of the rule in which u
R−→ yi, yi : C appear is satis-

fiable by the same model under the same assignment. (B) Otherwise, we show that the

conclusion containing u
R−→ xC is satisfiable by a minimal modelM′ of KB, that also

satisfies the previous portion of the branch. We distinguish two cases. (i) In the branch
there is no occurrence of ¬∃R.D (for any D), thenM′ is obtained fromM by simply
adding (α(u), α(xC)) to RI . α has not been modified and therefore remains injective.
Furthermore, since this addition does not modify the valuation function, and by this
fact it does not modify the boxed formulas holding in the model,M′ is still a minimal
model of KB. Furthermore,M′ satisfies the same branch formulas as M, as well as
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〈S, u : ∃R.C | U | W 〉. (ii) In the branch there is an occurrence of u : ¬∃R.D. Then
by Fact 1, this is the only negated formula different from ∃R.C occurring in the branch,
and hence u is the starting label. SinceM satisfies u : ∃R.C under α, (α(u), z) ∈ RI ,
and z ∈ CI . Consider now α′, equal to α, apart from the fact that α′(xC) = z. α′ is still
injective. Indeed, the branch does not contain a label yi such that α(yi) = z, otherwise
we would be in case (A). It can be verified thatM satisfies 〈S, u : ∃R.C | U | W 〉,
as well as the previous branch formulas, under α′. Indeed, by the strategy, the only
formula labelled by xC at the moment in which we apply (∃+)2 is xC : C (we start
considering xC only after having applied all the rules to u, which is the starting label),
and this is satisfied in M′ under α′. All the other constraints that do not involve xC
remain satisfied even in α′ that coincides with α on all other labels.

For (�−), we prove that if a node 〈S, u : ¬�¬C1, . . . , u : ¬�¬Cn | U |W 〉 is satis-
fiable in a minimal multi-linear modelM = 〈W , <, V 〉 under a certain injective α then

also one of the conclusions of the rule, namely 〈S, x : Ck, x : �¬Ck, SMu→x, S
�−k

u→x |
U | W 〉 where x is a new label, is satisfiable in the same minimal model, under an
extension of α. Let α(u) = uI , where uI ∈ Δ. There are z1 < uI , . . . , zn < uI ,
such that zi ∈ Min<(Ci), thus zi ∈ (Ci � �¬Ci)I , for i = 1, 2, . . . , n. Since
M is a multi-linear model, the zi, i = 1, 2, . . . , n, whenever distinct, are totally or-
dered: we have that zi < uI , so that they must belong to the same component. Let
zk be the maximum of zi (1 ≤ i ≤ n), i.e. for each zi, i = 1, 2, . . . , n, we have
either (i) zi = zk or (ii) zi < zk. In case (i), we have that zk ∈ CIi . In case (ii)
we have that zk ∈ (¬�¬Ci)I . We have shown that for each i �= k, zk ∈ CIi or
zk ∈ (¬�¬Ci)I . If there is a label y on the branch such that α(y) = zk, then the

conclusion 〈S, y : Ck, y : �¬Ck, SMu→y, S
�−k

u→x | U | W 〉 is satisfiable under an as-

signment α, which is injective. Indeed, we have thatM |=α S
M
u→y andM |=α S

�−k

u→y .
Otherwise, since x does not occur in S, we extend α in a way such that α(x) = zk, and

the conclusion 〈S, x : Ck, x : �¬Ck, SMu→x, S
�−k

u→x | U | W 〉 is satisfiable under the
injective assignment α. �

We can furthermore prove completeness of TABEL⊥T
PH1 . The proof is quite straightfor-

ward and is omitted due to space limitations.

Theorem 2 (Completeness of TABEL
⊥T

PH1 ). Given a constraint system 〈S | U | W 〉, if

it is unsatisfiable, then it has a closed tableau in TABEL⊥T
PH1 .

Let us conclude this section by analyzing termination and complexity of TABEL⊥T
PH1 .

In general, non-termination in labelled tableau calculi can be caused by two different
reasons: 1. some rules copy their principal formula in the conclusion(s), and can thus
be reapplied over the same formula without any control; 2. dynamic rules may generate
infinitely-many labels, creating infinite branches. As mentioned above, differently from

the calculus for ALC + Tmin in [11,9], the calculus TABEL⊥T
PH1 ensures termination

without adopting the standard blocking machinery.
Concerning the first source of non-termination (point 1), the only rules copying their

principal formulas in their conclusions are (∃−) and (Unfold). However, the side condi-
tions on the application of such rules avoid multiple applications on the same formula.
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Concerning the second source of non-termination (point 2), we can prove that only
finitely-many labels are introduced on a branch. Intuitively, the (∃+)1 rule introduces
at most one new label xC for each concept C belonging to the initial node. Moreover,
thanks to the properties of �, no other additional machinery is required to ensure ter-
mination. Indeed, it can be shown that the interplay between rules (T−) and (�−) does
not generate branches containing infinitely-many labels. Intuitively, the application of
(�−) to x : ¬�¬C, x : ¬�¬C1, . . . , x : ¬�¬Ck adds y : �¬C to the conclusion, so
that (T−) can no longer consistently introduce y : ¬�¬C. It is also worth noticing
that the (cut) rule does not affect termination, since it is applied only to the finitely
many formulas belonging to LT.

Theorem 3 (Termination of TABEL⊥T
PH1 ). Let 〈S | U | ∅〉 be the corresponding con-

straint system of a KB. Any tableau generated by TABEL⊥T
PH1 for 〈S | U | ∅〉 is finite.

Let us conclude this section by estimating the complexity of TABEL⊥T
PH1 . Let n be the

size of the initial KB, i.e. the length of the string representing KB, and let 〈S | U | ∅〉
its corresponding constraint system. We assume that the size of F and LT is O(n).

Theorem 4 (Complexity of Phase 1). Given a KB and a query F , the problem of
checking whether KB ∪{¬F} is satisfiable is in NP.

Proof. (Sketch) The calculus builds a tableau for 〈S | U | ∅〉 whose branches’s size
is O(n). This immediately follows from the fact the dynamic rules (∃+)1 and (�−)
generate at most O(n) labels in a branch. Indeed, the rule (∃+)1 introduces a new
label xC for each concept C occurring in KB, then at most O(n) labels. Concerning
(�−), consider a branch generated by its application to a constraint system 〈S, u :
¬�¬C1 . . . , u : ¬�¬Cn | U | W 〉. In the worst case, a new label x1 is introduced.
Suppose also that the branch under consideration is the one containing x1 : C1 and
x1 : �¬C1. The (�−) rule can then be applied to formulas u : ¬�¬Ck , introducing
also a further new label x2. However, by the presence of x1 : �¬C1, the rule (�−) can
no longer consistently introduce x2 : ¬�¬C1, since x2 : �¬C1 ∈ SMx1→x2

. Therefore,
(�−) is applied to ¬�¬C1 . . .¬�¬Cn in u. This application generates (at most) one
new world x1 that labels (at most) n− 1 negated boxed formulas. A further application
of (�−) to ¬�¬C1 . . .¬�¬Cn−1 in x1 generates (at most) one new world x2 that
labels (at most) n − 2 negated boxed formulas, and so on. Overall, at most O(n) new
labels are introduced by (�−) in each branch. For each of these labels, static rules apply
at most O(n) times: (Unfold) is applied at most O(n) times for each C � D ∈ U , one
for each label introduced in the branch. The rule (cut) is also applied at mostO(n) times
for each label, since LT contains at most O(n) formulas. As the number of different
concepts in KB is at most O(n), in all steps involving the application of boolean rules,
there are at most O(n) applications of these rules. Therefore, the length of the tableau
branch built by the strategy is O(n2). Finally, we observe that all the nodes of the
tableau contain a number of formulas which is polynomial in n, therefore to test that a
node is an instance of a (Clash) axiom has at most complexity polynomial in n. �

Notice that the above strategy is able to build branches of polynomial length thanks to
the presence of the rule (cut). Indeed, the key point is that, when the rule (�−) building
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(∃+)

(Unfold)

(Clash)〈S, x : C, x : ¬C | U | K〉

(Clash)∅ (Clash)�−〈S | U | ∅〉 〈S, x : ¬�¬C | U | K〉
if x : ¬�¬C �∈ K

〈S | U,C 	 DL | K〉

x ∈ D(B) and x �∈ L

〈S, x : C 
 D | U | K〉
〈S, x : C, x : D | U | K〉 〈S, x : ¬C | U | K〉 (T+)

(T−)

(
+) (
−)

(cut)

if x : ¬�¬C �∈ S and x : �¬C �∈ S
C ∈ LT

〈S, x : ¬D | U | K〉
〈S, x : ¬(C 
 D) | U | K〉

〈S, x : �¬C | U | K〉 〈S, x : ¬�¬C | U | K〉
〈S | U | K〉〈S, x : ¬T(C) | U | K〉

〈S, x : ¬C | U | K〉 〈S, x : ¬�¬C | U | K〉

〈S, x : T(C) | U | K〉
〈S, x : C, x : �¬C | U | K〉

〈S, u : ¬�¬C1, . . . , u : ¬�¬Cn | U | K, u : ¬�¬C1, . . . , u : ¬�¬Cn〉

(Clash)⊥〈S, x : ¬� | U | K〉 (Clash)¬� 〈S, x : ⊥ | U | K〉

(�−)

〈S, x : ¬C  D | U,C 	 DL,x | K〉

x ∈ D(B)

〈S, u
R−→ y1, y1 : C | U | K〉

〈S, u : ∃R.C | U | K〉
〈S, u

R−→ ym, ym : C | U | K〉

〈S, ym : Ck, ym : �¬Ck, SM
u→ym

, S
�−k

u→ym
| U | K〉

. . .

〈S, y1 : Ck, y1 : �¬Ck, SM
u→y1

, S
�−k

u→y1
| U | K〉 . . .

if D(B) = {y1, . . . , ym}

if D(B) = {y1, . . . , ym} and y1 �= u, . . . , ym �= u

Fig. 2. The calculus TABEL⊥T
PH2 . To save space, we omit the rule (�+).

multilinear models is applied to a given label u, all negated boxed formulas u : ¬�¬Ck
belong to current set of formulas. It could be the case that, after an application of (�−)
by using u, the same label u is used in one of the conclusions of another application
of (�−), say to some xi. Therefore, the application of static rules could introduce u :
¬�¬C, and a further application of (�−) could be needed. However, since (cut) is a
static rule, and since C ∈ LT because ¬�¬C has been generated by unfolding some
T(C) � D in the TBox, either u : ¬�¬C or u : �¬C have already been introduced in
the branch before the second application of (�−), which is a dynamic rule.

3.2 The Tableaux Calculus TABEL⊥T
P H2

Let us now introduce the calculus TABEL⊥T
PH2 which, for each open branch B built by

TABEL⊥T
PH1 , verifies whether it represents a minimal model of the KB.

Definition 11. Given an open branch B of a tableau built from TABEL⊥T
PH1 , we define:

– D(B) as the set of labels occurring on B;
– B�−

= {x : ¬�¬C | x : ¬�¬C occurs in B}.
A tableau of TABEL⊥T

PH2 is a tree whose nodes are tuples of the form 〈S | U | K〉,
where S and U are defined as in a constraint system, whereas K contains formulas

of the form x : ¬�¬C, with C ∈ LT. The basic idea of TABEL⊥T
PH2 is as follows.

Given an open branch B built by TABEL⊥T
PH1 and corresponding to a model MB of
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KB ∪ {¬F}, TABEL⊥T
PH2 checks whetherMB is a minimal model of KB by trying to

build a model of KB which is preferred toMB. To this purpose, it keeps track (in K)
of the negated box used in B (B�−

) in order to check whether it is possible to build

a model of KB containing less negated box formulas. The tableau built by TABEL⊥T
PH2

closes if it is not possible to build a model smaller thanMB , it remains open otherwise.
Since by Definition 4 two models can be compared only if they have the same domain,

TABEL⊥T
PH2 tries to build an open branch containing all the labels appearing on B, i.e.

those in D(B). To this aim, the dynamic rules use labels in D(B) instead of introducing

new ones in their conclusions. The rules of TABEL
⊥T

PH2 are shown in Fig. 2.
More in detail, the rule (∃+) is applied to a constraint system containing a formula

x : ∃R.C; it introduces x
R−→ y and y : C where y ∈ D(B), instead of y being a new

label. The choice of the label y introduces a branching in the tableau construction. The
rule (Unfold) is applied to all the labels of D(B) (and not only to those appearing in
the branch). The rule (�−) is applied to a node 〈S, u : ¬�¬C1, . . . , u : ¬�¬Cn | U |
K〉, when {u : ¬�¬C1, . . . , u : ¬�¬Cn} ⊆ K , i.e. when the negated box formulas
u : ¬�¬Ci also belong to the open branch B. Even in this case, the rule introduces
a branch on the choice of the individual yi ∈ D(B) to be used in the conclusion. In
case a tableau node has the form 〈S, x : ¬�¬C | U | K〉, and x : ¬�¬C �∈ K , then

TABEL⊥T
PH2 detects a clash, called (Clash)�− : this corresponds to the situation where

x : ¬�¬C does not belong to B, while the model corresponding to the branch being
built contains x : ¬�¬C, and hence is not preferred to the model represented by B.

The calculus TABEL⊥T
PH2 also contains the clash condition (Clash)∅. Since each ap-

plication of (�−) removes the negated box formulas x : ¬�¬Ci from the set K , when
K is empty all the negated boxed formulas occurring in B also belong to the current

branch. In this case, the model built by TABEL⊥T
PH2 satisfies the same set of x : ¬�¬Ci

(for all individuals) as B and, thus, it is not preferred to the one represented by B.

Let us now analyze soundness and completeness of TABEL⊥T
PH2 . First, given a branch

B, we associate with B a relation< defined as follows: y < u if y is the label chosen in
the conclusion of the application of the rule (�−) to u : ¬�¬C. We define a canonical
model MB for B as follows: MB = 〈ΔB , <

′, I〉 where: - ΔB = {x : x is a label
appearing in B}; - <′ is the transitive closure of relation < associated with B; - I is
an interpretation function such that for all atomic concepts A, AI = {x such that x :
A occurs in B}. I is then extended to all concepts C in the standard way, according to

the semantics of the operators. For role namesR, RI = {(x, y) : x R−→ y occurs in B}.

Lemma 1. If a branch B is satisfiable by an injective mapping in a minimal model of
KB, then the canonical modelMB for B is a minimal model of KB satisfying B.

Theorem 5 (Soundness and completeness of TABEL⊥T
PH2 ). Given a KB and a query

F , let 〈S′ | U | ∅〉 be the corresponding constraint system of KB, and 〈S | U | ∅〉 the

corresponding constraint system of KB ∪ {¬F}. An open branch B built by TABEL⊥T
PH1

for 〈S | U | ∅〉 is satisfiable by an injective mapping in a minimal model of KB iff the

tableau in TABEL⊥T
PH2 for 〈S′ | U | B�−〉 is closed.
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Proof. In order to show the soundness (if direction), we show that if the tableau in

TABEL⊥T
PH2 for 〈S′ | U | B�−〉 is closed, thenMB (which by Theorem 2 is a model

of B) is a minimal model of KB that satisfies B (hence B is satisfiable by an injective
mapping in a minimal model of KB). We show the contrapositive, that if MB was
not minimal (i.e. if there was a modelM of KB with same domain as MB but with

M�− ⊂ MB�−
) then there would be an open branch in TABEL⊥T

PH2 by showing that:
(i)〈S′ | U | B�−〉 would be satisfiable inM, (ii) each rule of the calculus preserves the
satisfiability inM, and (iii) that no clash condition is satisfiable in such a model.

We now consider the completeness (only if direction). By hypothesis B is satisfiable
by an injective mapping in a minimal model for KB. By Lemma 1,MB is a minimal

model of KB satisfying B. We want to show that the tableau in TABEL⊥T
PH2 for 〈S′ | U |

B�−〉 is closed. For a contradiction, suppose that the tableau was open, with an open
branch B’. It can be easily shown that the canonical model for B’,MB′

, is still a model
of KB which is preferred to MB . Indeed, the domain of MB coincides with that of

MB′
(which is D(B)). Clearly, MB′�−

LT
⊂ MB�−

LT
, since B’�

− ⊂ B�−
, otherwise

by (Clash)∅ B’ would be closed, and by (cut) for all C ∈ LT, for all labels x, either
x : �¬C ∈ B’ or x : ¬�¬C ∈ B’ . Hence,MB′

would be preferred toMB , against
the minimality ofMB. This contradiction forces us to conclude that there cannot be an

open B’ in TABEL⊥T
PH2 , and that the tableau must be closed. �

TABEL⊥T
PH2 always terminates. Termination is ensured by the fact that dynamic rules

make use of labels belonging to D(B), which is finite, rather than introducing “new”
labels in the tableau.

Theorem 6 (Termination of TABEL⊥T
PH2 ). Let 〈S′ | U | B�−〉 be a constraint system

starting from an open branch B built by TABEL⊥T
PH1 , then any tableau generated by

TABEL⊥T
PH2 is finite.

It is possible to show that the problem of verifying that a branch B represents a minimal

model for KB in TABEL⊥T
PH2 is in NP in the size of B.

The overall procedure TABALC+T
min is defined as follows:

Definition 12. Let KB be a knowledge base whose corresponding constraint system is
〈S | U | ∅〉. Let F be a query and let S′ be the set of constraints obtained by adding to

S the constraint corresponding to ¬F . The calculus TABEL⊥T
min checks whether a query

F is minimally entailed from a KB by means of the following procedure: (phase 1) the

calculus TABEL⊥T
PH1 is applied to 〈S′ | U | ∅〉; if, for each branch B built by TABEL⊥T

PH1 ,

either (i) B is closed or (ii) (phase 2) the tableau built by the calculus TABEL⊥T
PH2 for

〈S | U | B�−〉 is open, then KB |=LT

min F , otherwise KB �|=LT

min F .

Theorem 7 (Soundness and completeness of TABEL⊥T
min ). TABEL⊥T

min is a sound and
complete decision procedure for verifying if KB |=LT

min F .

Proof. (Soundness) If KB �|=LT
min F , and KB ∪ {¬F} is satisfiable by a minimal model

of KB, then by Theorem 1, TABEL
⊥T

PH1 generates an open branch, which is satisfiable
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(via an injective assignment from labels to domain elements) in a minimal model of

KB. By Theorem 5 for this branch the tableau in TABEL⊥T
PH2 is closed. In this case, (i)

and (ii) in Definition 12 do not hold, and the procedure correctly says that KB �|=LT

min F .
(Completeness) Let KB |=LT

min F . For contraposition, let B be an open branch (if any)

generated by TABEL⊥T
PH1 . If this branch were satisfiable by an injective mapping in a

minimal model of KB, then by Proposition 1, also KB ∪ {¬F} would be, against the
hypothesis that KB |=LT

min F . Hence, B is not satisfiable by an injective mapping in a

minimal model of KB, and by Theorem 5 the tableau in TABEL⊥T
PH2 for 〈S′ | U |B�−〉 is

open. �

We can also prove that the complexity of TABEL⊥T
min matches the known results for

minimal entailment in Left Local EL⊥Tmin:

Theorem 8 (Complexity of TABEL⊥T
min ). The problem of deciding whether KB |=LT

min

F by means of TABEL⊥T
min is in Πp

2 .

Proof. We first consider the complementary problem: KB �|=LT
min F . This problem can

be solved according to the procedure in Definition 12: by nondeterministically generat-

ing an open branch of polynomial length in the size of KB in TABEL⊥T
PH1 (a modelMB

of KB ∪ {¬F}), and then by calling an NP oracle which verifies thatMB is a minimal
model of KB. In fact, the verification thatMB is not a minimal model of the KB can be
done by an NP algorithm which nondeterministically generates a branch in TABEL⊥T

PH2

of polynomial size in the size ofMB (and of KB), representing a modelMB′
of KB

preferred toMB. Hence, the problem of verifying that KB �|=LT
min F is in NPNP, i.e. in

Σp
2 , and the problem of deciding whether KB |=LT

min F is in CO-NPNP, i.e. in Πp
2 . �

4 Conclusions
In this work we have provided a two-phase tableau calculus TABEL⊥T

min for checking
minimal entailment in a nonmonotonic extension of the Left Local fragment of the logic
EL⊥Tmin, a family of low complexity DLs EL⊥. The proposed calculus matches the
known complexity results for such DL, namely that entailment is in Πp

2 [8]. Of course,
many optimizations are possible and we intend to study them in future work.

As mentioned in the Introduction, several nonmonotonic extensions of DLs have
been proposed in the literature [14,4,2,3,7,11,10,9,6] and we refer to [11] for a survey.
Concerning nonmonotonic extensions of low complexity DLs, the complexity of cir-
cumscribed fragments of the EL⊥ and DL-lite families have been studied in [3]. The
contribution of this paper is to provide a calculus for the Left Local fragment of EL⊥

under minimal entailment. We expect that our tableau calculus can also be adapted to
deal with the DL-litecT fragment, for which a Πp

2 upper bound has been proved in [8].
Recently, a fragment of EL⊥ for which the complexity of circumscribed KBs is poly-
nomial has been identified in [13]. In future work, we shall investigate complexity of
minimal entailment and proof methods for such a fragment extended with T.
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Abstract. We extend Pratt’s worst-case optimal decision procedure for
PDL to a richer logic with nominals, difference modalities, and inverse
actions. We prove correctness and worst-case optimality. Our correctness
proof is based on syntactic models called demos. The main theorem states
that a formula is satisfiable if and only if it is contained in a demo. From
this theorem the correctness of the decision procedure is easily obtained.
Our development is modular and we extend it stepwise from modal logic
with eventualities to the full logic.

1 Introduction

Propositional dynamic logic (PDL) is an expressive extension of modal logic
designed for reasoning about properties of programs and goes back to Fischer
and Ladner [9]. Its satisfiability problem is ExpTime-complete [24], and the first
worst-case optimal decision procedure was given in [25]. Nominals are the basic
feature of hybrid logic, which extends modal logic and goes back to Arthur Prior
[26]. Nominals denote single states in models, allowing to express properties that
are not expressible in standard modal logic, such as irreflexivity. The difference
modality D says that a property holds in some state different from the current
state, and was first described in [28]. It can be simulated using nominals and the
global modality E via a satisfiability-preserving translation [11]. Nominals can
be expressed using D, the dual of D.

We consider combinations of PDL with nominals, difference modalities and
converse actions, and we are interested in worst-case optimal decision procedures
for such combinations. Let HPDL−

D denote the logic that combines all these
features. Its computational complexity is known: the satisfiability problem is
ExpTime-complete. The lower bound follows from that for PDL by Fischer and
Ladner [10]. The upper bound is due to [5, 1] via a chain of reductions that
consecutively replaces D with E, removes E and converse, and ends in PDL.

The bounded model property of PDL [10]—every satisfiable formula s is sat-
isfiable in a model of size exponential in |s|—yields a straightforward guess-and-
check decision procedure, whose determinization requires doubly exponential
time. Pratt devised a worst-case optimal decision procedure for PDL in [25],

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 196–210, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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based on Hintikka structures as a nonstandard notion of a model. These con-
sist of Hintikka sets—consistent, downward saturated theories—and syntactic
links. The search for a model is performed using tree-shaped tableaux of poten-
tially infinite size. Using the classical filtration argument from [10] underlying
the bounded model theorem (BMT), the possibly infinite tableau is filtered into
a graph-shaped tableau of at most exponential size, and a straightforward pro-
cedure for searching a subgraph that represents a satisfying model is applied.
In [24], Pratt describes a much leaner worst-case optimal procedure that, again,
starts from all Hintikka subsets of the given formula’s closure and then deletes
those that contain unsatisfied diamonds. The resulting substructure contains a
satisfying model if one exists. We call this type of procedure Pratt-style and its
two stages construct and prune. Pratt’s procedure is described in [16, 22, 17, 3],
where [3] uses a stricter notion of Hintikka sets and excludes tests.

A practical problem with Pratt-style procedures is that the initial construct
stage is “best-case exponential”, although certainly not every Hintikka set plays
a role in a satisfying model. This problem is reduced in decision procedures
based on (non-branching) tableaux, such as Pratt’s procedure in [25]. They
make construct more goal-directed by restricting the creation of new nodes—
representatives of Hintikka sets—to those that reduce formulas in nodes already
present. Such tableau-based procedures exist for different modal-like logics and
are often optimized further by interleaving construct and prune [12, 14].

Decision procedures based on branching tableau systems [27, 18, 6, 4, 21] enjoy
wide regard in automated reasoning with modal and description logics.They
typically run in worst-case non-deterministic doubly exponential time, but highly
optimized systems work well in practice [15, 30]. However, there are exponential-
time algorithms based on branching tableaux for description logics [7, 12].

Automata-theoretic decision procedures exploit some form of tree-model
property of the logic in question, transfer a given formula into an automaton
of typically exponential size, and thus reduce satisfiability to the emptiness
problem of the automata model corresponding to the logic. This approach is
applied to expressive modal logics extending PDL [31, 29]. However, in general,
the complexity is “best-case exponential” again.

This paper presents a modular approach to obtaining lean proofs of the BMT
and the correctness of worst-case optimal Pratt-style decision procedures for the
above mentioned extensions of PDL. These decision procedures will be able to
handle hybrid operators in an additional deterministic guess stage. We use the
notion of a demo—a syntactic representation of a satisfying model in terms of
Hintikka sets. With this notion, we tailor the proofs of the BMT for said logics to
the expressive features involved. We will analyze the conceptual, technical and
computational costs required for incorporating each of those features, as well as
their combinability. The strengths of the modular approach are the following.

– We refactor the standard proofs leading to the the BMT such that standard
induction over term lengths suffices.

– The explicit use of demos makes the BMT proofs transparent and reusable
for the correctness of the decision procedure.
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– The addition of the above named expressive features is modular: different
features can be added independently by combining the techniques needed
for every single feature.

– To our knowledge, this is the first explicit and simple worst-case optimal
decision procedure for a logic that combines PDL and hybrid operators.

The paper is organized as follows. We will introduce hybrid PDL, introduce
demos for test-free PDL and discuss their relevant properties, present the decision
procedure, discuss extentions of the language separately, and relate this approach
to those in the literature.

2 Preliminaries: Hybrid PDL

Let Pred and Act be countably infinite sets, whose elements are called predi-
cates and actions , respectively. Let Nom ⊆ Pred be the set of all nominals . We
assume formulas to be in negation normal form (NNF), i.e., negation is allowed
to occur only directly in front of predicates. We also assume programs to be
in converse normal form (CNF), i.e., the converse operator is allowed to occur
only directly after actions. Formulas s and programs α of HPDL−

D are defined by
mutual recursion as follows, where p ∈ Pred and a ∈ Act.

s ::= p | ¬p | s∧s | s∨s | 〈α〉s | [α]s | Ds | Ds α ::= a | a− | αβ | α+β | α∗ | s

We denote predicates by p, q, . . . , nominals by x, y, . . . , formulas by s, t, . . . , ac-
tions by a, b, . . . and programs by α, β, . . . The operator D is called the difference
modality, and D is its dual. If we want to denote the fragment of HPDL−

D with-
out converse, nominals, and/or difference modalities, we leave out the superscript
“−”, the leading H and/or the subscript D.

Choosing to adapt NNF and CNF is not crucial for our approach to work. It
merely simplifies technical details and is no computational obstacle: any formula
can be transformed into an equivalent formula in NNF and CNF in linear time.

In order to capture tests as programs, and only for this purpose, we use Tait
negation: ∼s denotes the NNF of ¬s, with the obvious consequence ∼∼s = s.
We further use the notation |s| to denote the size of a formula, which is defined
as usual, with the only exception being |¬p| = |p|. This ensures that |∼s| = |s|.

We recall the standard operations on binary relations R,S over a set X .

R0 = {(x, x) | x ∈ X} Rn = R ◦Rn−1 (n � 1) R∗ =
⋃

n�0

Rn

R− = {(x, y) | (y, x) ∈ R}
R ◦ S = {(x, z) | ∃y ∈ X : (x, y) ∈ R and (y, z) ∈ S}

As usual, the semantics of HPDL−
D is defined in terms of Kripke models. A

model M consists of

– a nonempty set |M| of states,
– a transition relation a−→M ⊆ |M| × |M| for every a ∈ Act,
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– a set Mp ⊆ |M| for every p ∈ Pred, where |Mx| = 1 for every x ∈ Nom.

The transition relations for complex programs and the satisfaction relation be-
tween models, states and formulas (M, w |= s) are defined via mutual induction.

αβ−→M = α−→M ◦
β−→M

a−−→M = a−→−
M

α∗
−→M = α−→∗

M

α+β−→M = α−→M ∪
β−→M

s−→M = {(w,w) |M, w |= s}

M, w |= p ⇐⇒ w ∈Mp for p ∈ Pred

M, w |= ¬p ⇐⇒ w /∈Mp for p ∈ Pred

M, w |= s ∧ t ⇐⇒ M, w |= s and M, w |= t

M, w |= 〈α〉s ⇐⇒ M, v |= s for some v ∈ |M| with w α−→M v

M, w |= Ds ⇐⇒ M, v |= s for some v �= w

The satisfaction relation for the remaining operators can be obtained from the
equivalences s ∨ t ≡ ¬(¬s ∧ ¬t), [α]s ≡ ¬〈α〉¬s, and Ds ≡ ¬D¬s.

We extend the notion of satisfaction to sets A of formulas in the obvious way:
M, w |= A if M, w |= s for all s ∈ A.

A literal is a formula of the form p, ¬p, 〈a〉s, [a]s, 〈a−〉s, [a−]s, Ds or Ds,
where p ∈ Pred, a ∈ Act, and s is an arbitrary formula.

A Hintikka set is a partial description of a possible state. It contains formulas
satisfied by that state. A system of Hintikka sets then represents a satisfying
model, and our goal is to show that every satisfiable formula is contained in a
Hintikka set that is part of a finite such system. More precisely, a Hintikka set
is a nonempty set H that satisfies the following properties.

For every p ∈ Pred: {p,¬p} �⊆ H
s ∧ t ∈ H =⇒ s ∈ H and t ∈ H
s ∨ t ∈ H =⇒ s ∈ H or t ∈ H
〈t〉s ∈ H =⇒ t ∈ H and s ∈ H
[t]s ∈ H =⇒ ∼t ∈ H or s ∈ H

〈αβ〉s ∈ H =⇒ 〈α〉〈β〉s ∈ H
[αβ]s ∈ H =⇒ [α][β]s ∈ H
〈α+β〉s ∈ H =⇒ 〈α〉s ∈ H or 〈β〉s ∈ H
[α+β]s ∈ H =⇒ [α]s ∈ H and [β]s ∈ H
〈α∗〉s ∈ H =⇒ 〈α〉〈α∗〉s ∈ H or s ∈ H
[α∗]s ∈ H =⇒ [α][α∗]s ∈ H and s ∈ H

A Hintikka system S is a finite, nonempty set of Hintikka sets. We say that a
formula s is contained in S if it is contained in some H ∈ S.

In order to restrict the choice of possible elements of a Hintikka set, we assume
a finite, nonempty formula universe F, which is modelled on the Fischer-Ladner
closure [10] of a given formula s. F consists of formulas in NNF and satisfies the
following closure properties.

s ∈ F and t is a subformula of s =⇒ t ∈ F
〈αβ〉s ∈ F =⇒ 〈α〉〈β〉s ∈ F
[αβ]s ∈ F =⇒ [α][β]s ∈ F
〈α+β〉s ∈ F =⇒ 〈α〉s, 〈β〉s ∈ F
[α+β]s ∈ F =⇒ [α]s, [β]s ∈ F

〈α∗〉s ∈ F =⇒ 〈α〉〈α∗〉s ∈ F
[α∗]s ∈ F =⇒ [α][α∗]s ∈ F
[t]s ∈ F =⇒ ∼t ∈ F
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This is a slight variation of the definitions in the literature [9, 22, 17]. Still, we
can use the following original result.

Lemma 1 ([9]). For every formula s, one can compute a finite formula universe
F such that s ∈ F and the cardinality of F is linear in the size of s.

3 Demos as a Syntactic Representation of Models

From now on, all formulas, Hintikka sets and systems range over a given F.
We aim at the following criterion for syntactically demonstrating that a given

formula s is satisfiable: s is satisfiable if and only if s occurs in a Hintikka system
S that sufficiently describes a model. We call such a system a demo. A maximal
demo corresponds to the result of any of the elimination procedures for Hintikka
systems described in [25, 17, 3]. The notion of a demo derives from that of an
evident subset of a Pratt-style graph tableau in [20]. Making the demo notion
explicit will allow for factoring the bounded model theorem into lemmas that use
simpler inductions. The main lemmas, demo existence and satisfaction lemmas
will almost immediately imply correctness of the decision procedure.

In this section, we introduce the notion of a demo and study it in depth. In
order to keep the presentation simple, we begin with test-free PDL and will add
nominals, difference modalities, tests and converse separately in Sections 5–8.
This will allow us to to isolate the conceptual, technical, and computational cost
of adding those features.

Definition 2. Let S be a Hintikka system. The transition relation α−→S ⊆ S×S
is defined as follows.

a−→S =
{
(H,H ′)

∣
∣ ∀s :

(
[a]s ∈ H ⇒ s ∈ H ′)

}

αβ−→S = α−→S ◦
β−→S

α+β−→S = α−→S ∪
β−→S

α∗
−→S = α−→∗

S

Proposition 3. Let S ⊆ S′ be Hintikka systems. Then α−→S ⊆ α−→S′ .

Definition 4. A Hintikka system D is a demo if the following is satisfied.

(D�) If 〈α〉s ∈ H ∈ D, then there is some H ′ ∈ D with H α−→DH ′ and s ∈ H ′.

It suffices to require (D�) only for programs α that are actions or iterations β∗.
The remaining cases would then follow via the definition of Hintikka sets. For
clarity of the presentation, however, we do not make this restriction.

Example 5. The figure below shows a demo that consists of three Hintikka
sets:

{
〈a∗〉p, 〈a〉〈a∗〉p, [a]¬p

}
,
{
〈a∗〉p, 〈a〉〈a∗〉p, ¬p

}
and

{
p
}
. Sets related by a−→

are connected with an arrow. Arrows for a∗−→ are implicit.

〈a∗〉p, 〈a〉〈a∗〉p, [a]¬p 〈a∗〉p, 〈a〉〈a∗〉p, ¬p p
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The following fact is obvious from the formulation of Demo Condition (D�):
demos are closed under union, and therefore there is a unique maximal demo for
F. This will be important for the correctness of the decision procedure.

In order to establish that demos represent exactly models modulo F, we show
that (a) every model induces a demo in the natural way, and (b) every demo has
a model that satisfies all of the demo’s members. We start with (a).

Given a model M and a state w ∈ |M|, let HM,w = {s ∈ F | M, w |= s} be
the Hintikka set induced by w in M. The following proposition is obvious.

Proposition 6. HM,w is a Hintikka set.

From now on, we write Hw instead of HM,w if no confusion can arise. We now
consider the system of all Hintikka sets induced by M, i.e., SM = {Hw | w ∈
|M|}. In order to establish that SM is a demo, we need the following lemma,which
is proven via straightforward induction on the size of α in [19].

Lemma 7. Let M be a model and v, w ∈ |M|. If v α−→M w, then Hv
α−→SM

Hw.

Lemma 8. SM is a demo.

Proof. Let 〈α〉s ∈ Hw ∈ SM. Then M, w |= 〈α〉s, that is, there is some v ∈ |M|
such that w α−→M v and M, v |= s. Due to Lemma 7 and the definition of Hv,
we obtain Hw

α−→SM
Hv and s ∈ Hv.

Lemma 9 (Demo existence). For every satisfiable formula s ∈ F, there is a
demo D over F that contains s.

Proof. Let M, w |= s. Take D = SM, which contains Hw with s ∈ Hw.

As for the direction (b) above, we start by making some general statements
about Hintikka systems. The first such statement is that S, together with the
transition relations a−→S , induces a model MS as follows.

Definition 10. Let S be a Hintikka system. MS is the model defined by |MS | =
S, a−→MS = a−→S , MSp = {H ∈ S | p ∈ H}.

In general, MS does not need to satisfy the Hintikka sets in S. However, under
additional conditions categorized under the notion of a demo, there is a direct
correspondence between Hintikka systems and models. The following two lemmas
are proven via straightforward induction on the size of α in [19].

Lemma 11. Let S be a Hintikka system and α a program. Then α−→S ⊆ α−→MS .

Lemma 12. Let S be a Hintikka system with H,H ′ ∈ S and [α]s ∈ H α−→MSH
′.

Then s ∈ H ′.

Lemma 13 (Demo satisfaction). If D is a demo then, for all H ∈ D :
MD, H |= H.
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The proof is via induction on the size of the formulas in H , see [19]. The following
central insight about demos follows directly from Lemmas 9, 13.

Theorem 14. A formula s is satisfiable if and only if s is contained in a demo.

Lemmas 9 and 13 also imply the Bounded Model Theorem for test-free PDL,
which has been established in [10] for PDL: every satisfiable formula s is satisfi-
able in a finite model of size exponential in |s|.

4 The Decision Procedure

We use Pratt’s approach of constructing the set of all Hintikka sets and pruning
it to the greatest demo. The correctness of this procedure will immediately follow
from the fact that pruning respects demos: every single pruning action does not
remove any Hintikka set that is part of a demo contained in the system before
the pruning action. This argument exploits the existence of a maximal demo,
which is not guaranteed in the presence of nominals or D.

We define a relation between Hintikka systems that represents a single pruning
action: let S p→ S′ if S′ can be obtained from S by deleting some H ∈ S that
violates the Demo Condition (D�), i.e., for some 〈α〉s ∈ H ∈ S, there is no
H ′ ∈ S such that H α−→S H ′ and s ∈ H ′. We further define S p� S′ to hold if
S p→∗ S′ and S′ p→S′′ for no S′′.

The following proposition is immediate because (1) every pruning action re-
moves only Hintikka sets that violate the demo condition, and (2) when no more
pruning can be done, all Hintikka sets in S′ satisfy the demo condition.

Proposition 15. 1. If S p→S′ and D is a demo with D ⊆ S, then D ⊆ S′.
2. If S p� S′ �= ∅, then S′ is a demo.

Theorem 16. If S p� S′ and S contains a demo, then S′ is the greatest demo
contained in S.

Proof. Due to Prop. 15 S′ contains all demos contained in S, including the
greatest such demo. Due to S′ is a demo itself, hence it is contained in the
greatest demo contained in S. Both inclusions together yield the equality. ��

The following method decides satisfiability of a given formula s by pruning the
system of all Hintikka sets and checking whether s is contained in the resulting
demo.

Decision method for PDL-satisfiability

Input: formula s

1. Compute the formula universe F for s.
2. H = {H | H is a Hintikka set with H ⊆ F}
3. Compute D with H p�D.
4. s is satisfiable iff s ∈ H for some H ∈ D.
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The above decision method is a notational variant of Pratt’s [24] decision pro-
cedure. By making the notion of a demo explicit. We can conclude correctness
directly from Theorem 16, while the correctness proofs in [22, 17] use complex
inductive arguments quite similar to the proofs of the filtration theorem. Steps 1
and 2 correspond to Stage construct, and Step 3 to prune. The transition rela-
tions α−→S are not computed upfront. Instead, whenever the decision procedure
needs to decide for a pair of Hintikka sets whether they are in some α−→S , it
does so via the inductive definition of α−→S , in time polynomial in |α| multiplied
by the sizes of the Hintikka sets.

We now convince ourselves that the above method is worst-case optimal, i.e.,
that it runs in time exponential in |s|, looking at each step in turn.

1. Due to Lemma 1, the cardinality of F is linear in |s|. Furthermore, if F is
taken to be the smallest formula universe that contains s, then F can be
computed in time polynomial in |s| by following the closure properties.

2. In order to compute H, one can create all exponentially many subsets of
F and remove those that are not Hintikka sets. Checking the Hintikka set
properties of any such H requires time at most polynomial in the cardinality
of H , which in turn is linear in |s|. In preparation for the following step,
all transition relations α−→S over H can be precomputed and reused for
every S during the pruning phase. For every α, determining α−→S takes time
quadratic in the cardinality of H.

3. Since the number of Hintikka sets decreases with every single pruning action,
there can be at most exponentially many pruning actions. Each of them can
be performed in time exponential in |s|: traverse through all Hintikka sets
H in the remaining system S and all formulas 〈α〉s ∈ H , and check whether
some H ′ ∈ S exists with H α−→S H ′.

4. Traversing through all Hintikka sets left and through their contents to search
for s is clearly in exponential time as well.

For practical purposes, creating all Hintikka sets in the first place is highly
inefficient. We have discussed possible optimizations in Section 1.

5 Nominals

Extending the demo notion with nominals is rather straightforward. We need
to introduce the notion of nominal coherence: a Hintikka system H is nominally
coherent if every nominal x ∈ F occurs in exactly one H ∈ S. Now the definition
of a demo (Def. 4) and of MS , as well as the assumptions of Lemma 11 have to
be extended by the requirement (DN) that D and S be nominally coherent.1

Demos for PDL with nominals are no longer closed under union, but this will
not affect the proofs of Section 3. We only need to extend the proof of Lemma
1 While it would suffice for the proofs in this section to require that every nominal

x ∈ F occurs in at most one H ∈ S , this would not be enough in the presence of
difference modalities. Otherwise, {{x,¬y, Dx}} would be a nominally coherent demo
although its only member is unsatisfiable.
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8 by saying that SM satisfies (DN): if x ∈ F, then x denotes a unique state
wx ∈ |M|. Therefore, x is contained in the unique induced Hintikka set Hwx .

So far, the addition of nominals has been at no extra conceptual or technical
cost. When it comes to pruning, however, we can no longer remove arbitrary
Hintikka sets that “violate the demo conditions”. For example, if the same nom-
inal x is contained in two Hintikka sets H,H ′ of the system S and we remove H ,
then further pruning actions carried out to restore (D�) could lead to H ′ being
deleted as well. More generally, since there may not need to be a unique maxi-
mal demo, Theorem 16 does not hold. However, it can be reestablished using an
additional assumption here and in the preceding proposition.

Proposition 17. Let S be nominally coherent. Then the following hold.
1. If S contains a demo, then it contains a unique maximal demo.
2. If S p→S′ and D ⊆ S is a demo, then D ⊆ S′ and S′ is nominally coherent.
3. If S p� S′ and S′ is nominally coherent, then S′ is a demo.

Proof. We call a Hintikka set that contains a nominal a nominal set .
1. Let D1,D2 be two demos contained in S. Then, due to S,D1,D2 being

nominally coherent, both Di contain all nominal sets in S. Therefore and
because (D�) is robust under union, we have that D1 ∪ D2 ⊆ S.

2. Every pruning action removes only Hintikka sets that violate (D�); hence
no Hintikka set from D is removed. Because S is nominally coherent and D
contains all nominal sets in S, S′ is nominally coherent too.

3. Since S′ is nominally coherent, it cannot be empty. Because no more pruning
can be done, all Hintikka sets in S′ satisfy (D�) as well. ��

Theorem 18. If S p�S′ with S and S′ being nominally coherent, then S′ is the
unique maximal demo contained in S.
Proof. The unique maximal demo contained in S exists because of Proposition
17 (1);we call it D. Due to (3),S′ is a demo contained in S and therefore contained
in D. Due to 2,S′ contains all demos contained in S, including D. Both inclusions
together yield the equality. ��
The decision method from Section 4 can now be extended by inserting a guess
stage between Steps 2 and 3 that guesses a maximal nominally coherent sub-
system of the system H of all Hintikka sets, which contains one maximal demo.
As explained above, the transition relations α−→S do not need to be computed
upfront. The nondeterministic procedure is given below.

Decision method for HPDL-satisfiability

Input: formula s

1. Compute the formula universe F for s.
2. H = {H | H is a Hintikka set with H ⊆ F}
3. Guess a maximal nominally coherent subset H′ of H.
4. Compute D with H′ p�D.
5. Return “satisfiable” iffD is nominally coherent and s ∈ H for someH ∈ D.
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We now show that this method has a determinization that runs in exponential
time. Let x1, . . . , xn be the linearly many nominals in F. For x1, Step 3 can guess
a Hintikka set in H that contains x1 and remove all other Hintikka sets that
contain x1. This action can be iterated for all other xi. Should no Hintikka set
be left that contains xi, then Step 3 rejects straightaway. Otherwise the reduced
Hintikka system after the n-th iteration is a maximal nominally coherent subset
of H. Steps 4 and 5 are then applied deterministically to that subset.

We consider the set of computation paths of this nondeterministic algorithm.
Every path contains n guesses of an element from a subset of H—from a set
exponential in |s|. Each such exponential guess can be implemented as a sequence
of polynomially many binary guesses, inducing a binary tree of polynomial depth.
Since n is linear in |s|, the binary tree induced by the sequence of all n exponential
guesses is still of polynomial depth. In every leaf of this tree, a deterministic
exponential time computation takes place. Hence, the tree has only exponentially
many nodes and can be searched deterministically in exponential time.

To summarize, adding nominals requires no significant computational costs as
long as only worst-case complexity is concerned. Our decision method remains
correct if Step 2 is replaced by the creation of a closed tableau completed via rules
extending those in [20]. However, both versions of our method are impractical
because prune is repeated a number of times that is linear in the size of H
or the completed tableau. It would be more practical to interleave guess with
construct, but it is currently not clear how to realize this.

6 Difference Modalities

To deal with the difference operators, several changes to the conceptual, technical
and computational part are necessary.

Since Ds and Ds do not say anything about the current state, it is not the
notion of a Hintikka set that needs extending, but the notion of a demo. We add
the following conditions to Def. 4.

(DD) If Ds ∈ H ∈ D, then there is some H ′ ∈ D such that H ′ �= H and s ∈ H ′.
(DD) If Ds ∈ H ∈ D, then, for all H ′ ∈ D such that H ′ �= H , we have s ∈ H ′.

Because of Condition (DD) alone, demos for PDL extended by D are not closed
under union. This is not surprising because D can be used to express that a given
predicate behaves as a nominal: p ∧ D¬p. We will therefore have to adapt the
decision procedure to the presence of D at the end of this section. In contrast,
adding only D to PDL does not make closure under unions invalid.

However, the proof of Lemma 8 does not go through for the D case without
further assumptions. Consider, for example, F = {p,Dp} and the model M with
|M| = {v, w} and Mp = {v, w}. Then M, v |= Dp and Dp ∈ Hv. Since Hv = Hw,
the system SM consists of only Hv and (DD) is violated.

To solve this problem, we assume an injective function that assigns to every
literal Ds ∈ F a nominal xDs ∈ F that is isolated, i.e., which occurs in no
other formula in F. Intuitively, xDs is supposed to denote a state that satisfies s,
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provided that such a state exists. If it does, all states that are different from the
one denoted by xDs satisfy Ds. As we will see below, this implies that, whenever
a state w satisfies Ds, then there is a state v that satisfies s with Hv �= Hw.

It remains to ensure that the xDs denote the correct states in M. We call
a model M nice for F if, for all Ds ∈ F such that s is satisfiable in M, the
conjunction s ∧ xDs is satisfiable in M too. Since we require that the xDs are
isolated, we do not restrict generality by assuming that satisfying models are
nice. Lemma 8 is now reformulated as follows.

Lemma 19. If M is nice for F, then SM is a demo.

Proof. (D�) and (DN) are shown as in the proof of Lemma 8.

(DD) Let Ds ∈ Hw ∈ SM. Then there is some v �= w with M, v |= s. In case
M, w |= xDs, we conclude that xDs ∈ Hw and xDs /∈ Hv. Therefore,
Hv �= Hw. Otherwise, since M is nice, we can assume w.l.o.g. that v is
precisely the state with M, v |= xDs ∧ s. This implies Hv �= Hw, too. In
both cases, we have s ∈ Hv from M, v |= s.

(DD) Let Ds ∈ Hw ∈ SM, and let H ′ ∈ SM with H ′ �= Hw. Hence H ′ = Hv for
some v �= w. From M, w |= Ds, we conclude M, v |= s, i.e., s ∈ Hv. ��

We further need to incorporate the assumptions of models being nice into Lemma
9 and its proof (see [19]).

Lemma 20 (Demo existence for HPDLD). For every satisfiable formula s ∈
F, there is a demo D over F that contains s.

Extending the proof of Lemma 13 is straightforward if we add two cases.

s = Dt. If Dt ∈ H ∈ D, then Demo Condition (DD) requires the existence of
an H ′ ∈ D with H ′ �= H and t ∈ H ′. The induction hypothesis yields
MD, H ′ |= t and, therefore, MD, H |= Dt.

s = Dt. Analogous to the previous case, using Demo Condition (DD).

We conclude that the conceptual cost of adding the existential difference modal-
ity is significant, while the technical additions are straightforward once a suitable
definition of the auxiliary nominals is in place. The universal difference operator
has not caused any difficulties so far, but it will lose its harmlessness when it
comes to the decision procedure.

First, we need to incorporate D into the definition of pruning, which is now
defined as follows: let S p→ S′ if S′ can be obtained from S by deleting some
H ∈ S that violates (D�) or (DD), i.e., one of the following two cases occurs:

1. For some 〈α〉s ∈ H ∈ S, there is no H ′ ∈ S such that H α−→SH ′ and s ∈ H ′.
2. For some Ds ∈ H ∈ S, there is no H ′ ∈ S such that H ′ �= H and s ∈ H ′.

Since we have lost the existence of a greatest demo not only because of the
auxiliary nominals, but also due to the presence of D, we will have to revisit the
assumptions of Proposition 17 and Theorem 18. It suffices to add the requirement
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that S satisfies (DD) to both assumptions and observe that all subsets of S then
satisfy (DD). The proofs then go through unchanged.

Therefore, the decision method from the previous section can be reused if we
reformulate Step 3 as follows:

Guess a maximal subset H′ of H that is nominally coherent and satisfies (DD).

Since H′ needs to be pruned to a demo (candidate) D, we ensure (DD) by
distinguishing three cases for every formula Ds ∈ F about its occurrence in a
maximal demo D ⊆ H.

(D1) Ds is not contained in D. We can therefore discard all Hintikka sets in H
that contain Ds because they cannot occur inH′. This ensures that neither
H nor H′ violates (DD) with Ds.

(D2) All Hintikka sets in D contain s. Then, for the same reason as above, it
is safe to discard all Hintikka sets in H, ensuring that neither H nor H′

violates (DD) with Ds.
(D3) D contains Hintikka sets H,H ′ with Ds ∈ H and s ∈ H ′. If s ∈ H , we are

in Case (D2) due to (DD). Hence s /∈ H , and therefore Ds is in no Hintikka
set other than H . In this case, it is safe to choose one H containing Ds
and not s to remain in H and H′, and all other Hintikka sets that contain
Ds or not s can be discarded.

It therefore suffices to add another linear number of guessing actions out of an
exponential supply to the guessing phase, and the previous arguments about the
determinization in exponential time still apply.

While the addition of D causes significant conceptual overhead, the extension
of the decision method with D within the given time bounds is non-trivial.

7 Tests

We redefine the transition relation for tests: s−→S = {(H,H) | s ∈ H ∈ S}.
In order to prove that the Hintikka system SM induced by a model is a demo,

it suffices to add one straightforward case to the proof of Lemma 7.

α = t. If v t−→M w, then v = w and M, v |= t. Then we also have that Hv = Hw

and t ∈ Hv. Hence, Hv
t−→SM

Hw.

For the other direction—every demo is satisfied by its induced model—the
missing cases in Lemmas 11 and 12 require additional assumptions, which are
added in the following. The proofs need to be redone only for the cases of tests,
see [19].

Lemma 21. Let S be a Hintikka system and α a program such that, for all tests
t in α and all H ∈ S, t ∈ H implies MS , H |= t. Then α−→S ⊆ α−→MS .

Lemma 22. Let S be a Hintikka system with H,H ′ ∈ S satisfying
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– [α]s ∈ H α−→MS H
′, and

– For all tests t in α and H ∈ S: if ∼t ∈ H, then MS , H |= ∼t.
Then s ∈ H ′.

The formulation of the decision procedure is unaffected by the addition of tests.
The only difference in detail is that t−→H needs to be computed by cycling
through all the exponentially many H ∈ H and their linear-size contents.

The surprising consequence is that, even in the presence of tests, a compli-
cated induction order can be avoided in the proofs leading to the demo theorem,
provided that the theorem is sufficiently factored out into lemmas.

8 Converse Actions

The extension with converse actions is straightforward: in Definition 2, we need
to replace the case for a−→S with

a−→S =
{
(H,H ′)

∣
∣ ∀s :

(
[a]s ∈ H ⇒ s ∈ H ′) and

(
[a−]s ∈ H ′ ⇒ s ∈ H

)}
,

and add the case a−−→S = a−→−
S , where a−→−

S denotes the inverse of a−→S . All
proofs of Sections 3 and 4 go through after a straightforward converse case has
been added for Lemmas 7, 11, and 12; details are given in [19].

We conclude that adding converse is conceptually, technically and computa-
tionally easy in our setting.This is different for tableau-based decision proce-
dures, where converse operators cause significant technical difficulties [2, 14].

9 Related Work

We have given a Pratt-style worst-case optimal decision procedure for test-free
PDL and step-wise extended it to capture nominals, difference modalities, tests
and converse. The correctness of this method is based on transparent proofs of
the bounded model theorem (BMT). We now discuss how our approach relates
to known approaches of this type.

The basis for our approach is Pratt’s work [24], where he sketches a decision
method that adds pruning to Fischer and Ladner’s method [10], without a formal
correctness proof. This is probably the most straightforward way of obtaining the
exponential-time upper bound. We have extended Pratt’s method with hybrid
operators and converse.

Variations of Pratt’s straightforward approach are given in the literature [16,
22, 17, 3]. In order to establish the BMT, the authors of [16, 22, 17] use either
simultaneous induction over formulas and programs, or a non-standard induction
over an order on formulas with and without flags. The correctness of the decision
procedure is not immediate, and requires to partially repeat the course of the
proof of the BMT. The procedure in [3, Section 6.8] requires Hintikka sets to
be upwards saturated, and its proofs use a simpler induction scheme. However,
that approach does not include tests. In contrast to [16, 22, 17], our technique
factorizes the BMT in a way that every lemma can be proven using a single
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induction over the subterm relation. The demo notion and its properties can be
directly used to conclude the correctness of the decision procedure.

In [23], the authors state that HPDL− has the same deterministic upper bound
as PDL without giving an explicit decision procedure. The work in [5, 1] estab-
lishes a chain of polynomial-time satisfiability-preserving translations HPDL−

D→
HPDL−

E →HPDL−→PDL−→PDL, again without an explicit decision procedure.
In contrast to the work in [25, 12, 14, 20], our approach does not build a

tableau in Stage construct, and therefore the edges of the transition relation do
not need to be an explicit part of our Hintikka systems. The approach in [20] uses
the notion of a clause instead of a Hintikka set and a support relation between
clauses and formulas. The support closures of clauses—i.e., their supported sets
of formulas—are exactly the Hintikka sets. Without the need for computational
optimizations, Hintikka sets are sufficient for our approach and more convenient.
While the decision procedure in [20] runs in NExpTime for nominals, we show
how to obtain an ExpTime procedure, answering the question from [20] whether
a demo can be found efficiently w.r.t. the size of the tableau.

In [14], a more practical worst-case optimal decision method for PDL− is given
and implemented. In contrast, we have acknowledged above that our procedure is
not implementable, and this is not the purpose of this paper. We have examined
how Pratt’s most simple optimal procedure scales to more expressive features
and, in our point of view, this serves the understanding of this type of procedure
rather than its implementation.

Syntactic descriptions of models related to demos can be found in [8]. Their
Hintikka structures for CTL are richer: they contain the transition relation ex-
plicitly and may contain several copies of a Hintikka set.

For future work, it would be interesting to examine whether our approach
can be extended to the hybrid μ-calculus and whether graded modalities can be
incorporated. On the more practical side, a natural next step is to study how
to transfer our approach into a decision procedure that interleaves building a
(graph) tableau and pruning in the presence of hybrid operators.

Acknowledgments. We thank the anonymous reviewers for helpful comments.
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[13] Goré, R.P., Nguyen, L.A.: EXPTIME tableaux with global caching for description
logics with transitive roles, inverse roles and role hierarchies. In: Olivetti, N. (ed.)
TABLEAUX 2007. LNCS (LNAI), vol. 4548, pp. 133–148. Springer, Heidelberg
(2007)
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Abstract. Motivated by the fact that nearly all conditional logics are axioma-
tised by so-called shallow axioms (axioms with modal nesting depth ≤ 1) we
investigate sequent calculi and cut elimination for modal logics of this type. We
first provide a generic translation of shallow axioms to (one-sided, unlabelled)
sequent rules. The resulting system is complete if we admit pseudo-analytic cut,
i.e. cuts on modalised propositional combinations of subformulas, leading to a
generic (but sub-optimal) decision procedure. In a next step, we show that, for
finite sets of axioms, only a small number of cuts is needed between any two ap-
plications of modal rules. More precisely, completeness still holds if we restrict
to cuts that form a tree of logarithmic height between any two modal rules. In
other words, we obtain a small (PSPACE-computable) representation of an ex-
tended rule set for which cut elimination holds. In particular, this entails PSPACE

decidability of the underlying logic if contraction is also admissible. This leads
to (tight) PSPACE bounds for various conditional logics.

1 Introduction

Cut elimination is without doubt a central theme in proof theory. Not only do cut-free
sequent systems provide for reasonably simple syntactical proofs of results like inter-
polation, they also pave the way for decision procedures via backwards proof search.
While there are a variety of methods to construct a cut-free sequent system for specific
logics (and at least as many different sequent calculi), the general approach is to come
up with a sequent system tailored to the logic at hand, and then show cut elimination for
this particular system. While this approach works very well for specific logics, a good
deal of ingenuity is required to construct the actual system. Since this method consumes
both a lot of time and effort, this raises the question whether there is a generic method
to construct cut-free calculi, and in particular, whether we can delegate the task of con-
structing these systems. Our motivation for investigating this question mainly stems
from automated proof search and questions of complexity, where the shape and struc-
ture of the rules of a cut-free system are not important, as long as we can recognise
rule instances fast enough. Our ultimate aim in this somewhat radical endeavour is to
synthesise algorithms that recognise instances of a cut-free sequent system, given an
axiomatisation of the logic under consideration.

This paper reports on our first results on this programme in the context of modal
logic: we study the question to what extent we can convert a Hilbert-style axiomatisa-
tion of a general, not necessarily normal modal logic into a cut-free sequent system such

� Supported by EPSRC-Project EP/H016317/1.
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that rule instances are decidable in a moderate complexity class. Our point of departure
is the class of logics that can be axiomatised by shallow axioms, i.e. axioms of modal
nesting depth ≤ 1. These logics are known to be decidable by semantic arguments via
coalgebraic semantics [10] and the finite model property, and (reassuringly) exclude
modal logics that are known to be undecidable [6]. Indeed, one of the questions is to
what extent the decidability of these logics can be reflected purely syntactically.

The motivating examples in this endeavour are the systems of conditional logics.
While there is a plethora of systems [7], nearly all of these are axiomatised by shal-
low axioms. Recent activity in this area has led to methods for constructing (labelled)
sequent systems for some of these systems [8], and to generic cut elimination proofs
for unlabelled systems given by a set of rules [11]. We extend the latter approach by a
generic method to construct rules of an unlabelled sequent system from a set of shallow
axioms. For the system obtained in this way we show two main results, namely com-
pleteness and decidability of the system, where the cut rule is replaced by the pseudo-
analytic cut rule (a variant of the analytic cut rule), and full cut elimination for the
system extended by a tractable set of rules. The latter result breathes the spirit of our
radical approach driven by proof search. The crucial fact is that the extended rule set is
generically constructed and has a small (polysize) representation. We also show that ad-
missibility of the contraction rule in the extended system implies a PSPACE decidability
result for the corresponding logic. While this still leaves the question whether generic
positive results concerning admissibility of contraction hold, we apply our method suc-
cessfully to various conditional logics.

Related work. Criteria for cut elimination are discussed for instance in [12] for a wide
class of logics, but not touching upon the automatic construction of rules or calculi
that admit cut elimination. Cut elimination for canonical calculi (where each sequent
rule only allows the introduction of one logical connective) are discussed in [1]. This
approach in general is unsuitable for modal calculi, since these typically introduce more
than one connective at a time. Algorithmic aspects of cut elimination are investigated
in [2] but with a focus on deciding whether a calculus enjoys this property, in contrast
to the main aspect of this paper which aims to construct a calculus that enjoys cut
elimination algorithmically. The present paper is a continuation of work reported in
[11] that gives criteria and a semi-algorithmic method to obtain calculi admitting cut
elimination, and our focus here is to obtain these calculi purely algorithmically.

2 Preliminaries and Notation

Throughout the paper, we consider a modal similarity type Λ consisting of modal oper-
ators with arities and a denumerable set V of propositional variables. Given Λ, the set
of Λ-formulas is given by the grammar

F(Λ) � φ, ψ ::= p | ¬φ | φ ∧ ψ | ♥(φ1, . . . , φn)

where p ∈ V and ♥ ∈ Λ is n-ary. We employ a classical reading of the propositional
part of the language and use the standard abbreviations for other propositional connec-
tives. The modal rank of a formula is given inductively by rk (p) = 0, rk (¬φ) = rk (φ),
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rk (φ1 ∧ φ2) = maxi=1,2 rk (φi) and rk (♥(φ1, . . . , φn)) = 1 + max1≤i≤n rk (φi). If
σ : V → F(Λ) is a substitution, we write φσ for the result of replacing every oc-
currence of p in φ by σ(p) and [φ/p] is the substitution defined by [φ/p](q) = φ if
p = q and [φ/p](q) = q otherwise. We denote the propositional variables that occur in
a formula φ by Var(φ). If S ⊆ F(Λ) is a set of formulas, we write Λ(S) for the set
{♥(φ1, . . . , φn) | ♥ ∈ Λ n-ary, φ1, . . . , φn ∈ S} of formulas that arise by applying
precisely one modality ♥ ∈ Λ to formulas in S, and ¬S is the set {¬φ | φ ∈ S}
of negations of formulas in S. Similarly, Prop(S) is the set of propositional combina-
tions of formulas in S. A clause over S is a finite disjunction l1 ∨ · · · ∨ ln of literals
li ∈ S ∪ ¬S (i = 1, . . . , l). If l ∈ S ∪ ¬S, then ∼ l is the normalised negation of l,
given by ∼ l = ¬l if l ∈ S and ∼ l = l′ if l = ¬l′ ∈ ¬S. Two formulas φ, ψ ∈ F(Λ)
are propositionally equivalent if φ ↔ ψ is a substitution instance of a propositional
tautology. To make contraction explicit, we take a Λ-sequent to be a finite multiset
of Λ-formulas. If S ⊆ F(Λ) is a set of formulas, we write S(S) for the set of se-
quents containing only elements in S and S(Λ) for S(F(Λ)). The number of elements
of Γ ∈ S(Λ) counting multiplicities is written as ||Γ ||. We employ usual notation and
identify a formula φ ∈ F(Λ) with the singleton sequent φ and write Γ,Δ for the (multi-
set) union of sequents Γ,Δ ∈ S(Λ). If Γ is a Λ-sequent, Supp (Γ ) denotes the support
of Γ , i.e. the set of Λ-formulas that occur in Γ with positive multiplicity. Substitution
extends to sequents pointwise (preserving multiplicity), that is, Γσ = φ1σ, . . . , φnσ
if Γ = φ1, . . . , φn. A sequent Γ ∈ S(Λ) is propositionally equivalent to a formula
φ ∈ F(Λ) if

∨
Γ ↔ φ is a propositional tautology. A set {Γ1, . . . , Γn} of sequents is a

conjunctive normal form (cnf) of a formula φ ∈ F(Λ) if φ and (
∨
Γ1) ∧ · · · ∧ (

∨
Γn)

are propositionally equivalent. If φ, ψ ∈ F(Λ), we use the shorthand φ = ψ to denote
the set of sequents containing ¬φ, ψ and φ,¬ψ. This convention is extended to chains
of equations φ1 = · · · = φn in the obvious way.

3 From Hilbert Systems to Sequent Systems

Our starting point in this paper is a modal logic axiomatised by shallow axioms (axioms
with modal rank≤ 1) in a Hilbert system that we convert to a set of sequent rules, taking
special care of propositional formulas occurring in the scope of a modality.

Definition 1. A shallow axiom over a similarity type Λ is a formula φ ∈ F(Λ) with
rk (φ) ≤ 1. A shallow clause is of the form c = cp ∨ cd where cp is a clause over
V and cd is a clause over Λ(Prop(V )). A decomposition of a shallow clause c is a
triple (cp, cd, σ) where cp, cd are clauses as above with Var(cd) ∩ Var(cp) = ∅, and
σ : V → Prop(V ) is a substitution with c = cp ∨ cdσ.

Insisting that a modal logic is axiomatised purely in terms of shallow axioms clearly ex-
cludes a large variety of logics (the most basic example is the modal logic K extended
with the transitivity axiom �p→ ��p). On the other hand, nearly all conditional log-
ics studied in the literature are axiomatised using shallow axioms [7]. Technically, the
restriction to (finitely many) shallow axioms implies that all logics under considera-
tion are in fact decidable, a property that fails for logics that are axiomatised by more
general classes of axioms [6].
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Example 2. 1. Over the similarity type Λ = {�}, the axioms defining the modal
logic (K), i.e. �p ∧ �q → �(p ∧ q) and �� as well as the reflexivity axiom �p→ p
are shallow. Transitivity ��p→ �p fails to be shallow.

2. The syntax of many conditional logics is given by the similarity type Λ = {>}
where > is a binary operator that we write in infix notation. All of the axioms

(CM) (p > (q ∧ r))→ (p > q) (CC) (p > q) ∧ (p > r)→ (p > (q ∧ r))
(CS) (p ∧ q)→ (p > q) (CA) (p > r) ∧ (q > r)→ ((p ∨ q) > r)
(MP) (p > q)→ (p→ q) (CMon) (p > q) ∧ (p > r)→ ((p ∧ q) > r)
(ID) (p > p) (CV) (p > q) ∧ ¬(p > ¬r)→ ((p ∧ r) > q)

that define e.g. the conditional systems B = {CM,CC,CA,CMon, ID}, SS = B ∪
{CS,MP}, and V = B ∪ {CV} are shallow [7].

We define modal Hilbert systems in the standard way by closing under modus ponens,
uniform substitution and the modal congruence rule. This allows us e.g. to derive the
necessitation rule p/�p for � from the axiom ��.

Definition 3. SupposeA ⊆ F(Λ). The predicateHA � is the least subset of formulas
containingA and all propositional tautologies that is closed under uniform substitution
(HA � φσ if HA � φ), modus ponens (HA � ψ if HA � φ → ψ and HA � φ)
and congruence (HA � ♥(φ1, . . . , φn) ↔ ♥(ψ1, . . . , ψn) if HA � φi ↔ ψi for all
i = 1, . . . , n).

Given a set of shallow axioms, we now construct an equivalent sequent system that
extends propositional logic with shallow rules. As we are working in a generic setup, it
is more convenient to have negation as an explicit logical operator rather than dealing
with formulas in negation normal form as the latter would require that the similarity
type Λ is closed under formal duals. Consequently our analysis is based on the system
G consisting of all rule instances

Γ, p,¬p Γ,¬⊥
Γ,¬φ,¬ψ
Γ,¬(φ ∧ ψ)

Γ, φ Γ, ψ

Γ, φ ∧ ψ
Γ, φ

Γ,¬¬φ
where p ∈ V is a propositional variable, φ, ψ ∈ F(Λ) are formulas and Γ ∈ S(Λ) is a
sequent. Here, Γ is the context and a formula that appears in the conclusion but not the
context is called principal. The system G is complete for classical propositional logic
[14]. Extensions of G with weakening, cut, context-sensitive cut and contraction

(W)
Γ

Γ, φ
(Cut)

Γ, φ Δ,¬φ
Γ,Δ

(Cutcs)
Γ, φ Γ,¬φ

Γ
(Con)

Γ, φ, φ

Γ, φ

are denoted by suffixing with the respective rule names so that e.g. GWCon is the sys-
tem G extended with weakening and contraction. We writeΩ �G Δ if Δ can be derived
in G from premises inΩ and we use the same notation for extensions of G with a subset
of {W,Con,Cut,Cutcs}. A sequent Γ is a propositional consequence of sequents in Ω
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if Ω �GCutCon Γ , this is also denoted by Ω �PL Γ . Shallow axioms are incorporated
into these systems by converting them into sequent rules of a specific form:

Definition 4. A shallow rule is given by a triple R = (Premc (R) ,Premn (R) , Σ)
consisting of a finite set Premc (R) = {Γ1, . . . , Γl} ⊆ S(V ∪ ¬V ) of contextual
premises, a finite set Premn (R) = {Δ1, . . . , Δm} ⊆ S(V ∪ ¬V ) of non-contextual
premises and a sequent Σ ∈ S(Λ(V ) ∪ ¬Λ(V )) of principal formulas where all vari-
ables that occur in Σ are pairwise distinct. If σ : V → F(Λ) is a substitution and
Γ ∈ S(Λ) is a sequent (the context), then

(Rσ)
Γ, Γ1σ,Σσ . . . Γ, Γlσ,Σσ Δ1σ . . . Δmσ

Γ,Σσ

is an instance of R. If no confusion between contextual and non-contextual premises
can arise, we write a shallow rule given by the above data in the more suggestive form

(R)
Γ1, Γ,Σ . . . Γl, Γ,Σ Δ1 . . . Δm

Γ,Σ
.

The principal formulas of a shallow rule R (or rule instance Rσ) of the form above are
the (substituted) elements of Σ, written as PF (R) (resp. PF (Rσ)). We write Prem (R)
(resp. Prem (Rσ)) for the set of (substituted) premises of R, and Concl (Rσ) for the
conclusion of (Rσ). We identify shallow rules modulo injective renaming of variables.

The requirement that the variables in the principal formulas are pairwise distinct poses
no restriction, since we may introduce fresh variables and new premises stating equiv-
alences. The separation between contextual and non-contextual premises is important
for two reasons: first, when passing from rules to instances, the contextual premises not
only copy the context from premise to conclusion, but also the principal formulas. This
is important for admissibility of contraction, as it allows to propagate a contraction be-
tween principal formulas and context. Mutatis mutandis, it is precisely this mechanism
that allows to show admissibility of contraction in a sequent calculus for the modal logic
T , i.e. K extended with the rule Γ,¬φ,¬�φ/Γ,¬�φ. Second, contextual premises re-
ceive special treatment in proof search, as the premise is a superset of the conclusion.

Example 5. Over the similarity types introduced in Section 2, we can form the follow-
ing shallow rules, which we present in the suggestive notation of Definition 4.

1. Over Λ = {�}, both (RK) ¬p,¬q,r ¬r,p ¬r,q
Γ,¬�p,¬�q,�r and (RT) Γ,¬p,¬�p

Γ,¬�p are shallow.
Here the premises inRK are non-contextual whereas the premise inRT is contextual.

2. Over Λ={>}, both (RCC) p1=p2=p3 ¬q,¬r,s ¬s,q ¬s,r
Γ,¬(p1>q),¬(p2>r),(p3>s)

and (RCS) Γ,p Γ,q
Γ,(p>q)

are shallow.

Every set R of shallow rules induces a sequent calculus by augmenting instances of
rules inR with the modal congruence rule and propositional reasoning.

Definition 6. Suppose R is a set of shallow rules. The predicate GR � is the least set
of sequents closed under the propositional rules of G, instances of shallow rules in R,
and instances of the modal congruence rules

¬φ1, ψ1 ¬ψ1, φ1 . . . ¬φn, ψn ¬ψn, φn
Γ,¬♥(φ1, . . . , φn),♥(ψ1, . . . , ψn)
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where Γ ∈ S(Λ), ♥ ∈ Λ is n-ary and φ1, . . . , φn ∈ F(Λ). Use of additional rules is
indicated by suffixing so that e.g. GRWCutcs � denotes derivability in GR extended
with weakening and context-sensitive cut.

We employ the usual definitions of a proof (a tree constructed from proof rules), the
depth of a proof (the height of this tree) and (depth-preserving) admissibility of proof
rules [14]. Often, a statement holds for extensions of GR with several principles. We in-
dicate this using square brackets. For example, a statement involving GR[WCon] holds
for an extension of GR with a (possibly empty) subset of {W,Con}.

Lemma 7 (Admissibility of weakening and inversion). SupposeR is a set of shallow
rules over a similarity type Λ. Then the weakening rule (W) and the rules

Γ, φ ∧ ψ
Γ, φ

Γ, φ ∧ ψ
Γ, ψ

Γ,¬(φ ∧ ψ)
Γ,¬φ,¬ψ

Γ,¬¬φ
Γ, φ

are depth-preserving admissible in GR[CutCutcsWCon].

Our next goal is to convert shallow axioms into shallow rules and confirm that (for now,
with help of cut and contraction) this does not change the notion of derivability.

Definition 8. Suppose that c is a shallow clause with decomposition (cp, cd, σ) where
Var(cd) = {q1, . . . , qn} and cp = l1 ∨ · · · ∨ lm. If furthermore

– the sequents Δ1, . . . , Δk are a cnf of
∧n
i=1(qi ↔ σ(qi))

– the sequent Σ ⊆ Λ(V ) ∪ ¬Λ(V ) is propositionally equivalent to cd

then the shallow rule

Γ,∼ l1 . . . Γ,∼ lm Δ1 . . . Δk

Γ,Σ

is called a rule form of c. A rule form of a shallow axiom φ is a set R = {r1, . . . , rk}
of shallow rules where each ri is a rule form of a shallow clause ci such that

∧n
i=1 ci

and φ are propositionally equivalent. Finally, a rule form of a set A = {φ1, . . . , φn} of
shallow axioms is a setR = R1 ∪ · · · ∪ Rn where eachRi is a rule form of φi.

In other words, a rule form of a shallow axiom φ is constructed by first converting φ
into conjunctive normal form, obtaining shallow clauses c1, . . . , cn. For each shallow
clause, we obtain a rule by replacing propositional formulas φi that occur as arguments
of modal operators by new variables qi and then add the clauses of a conjunctive nor-
mal form of qi ↔ φi to the premises. The operation of adding a context amounts to
considering a shallow clause c = cp ∨ cm as an implication ¬cm → cp that induces a
rule cp → φ/¬cm → φ which is then interpreted as a sequent rule.

Example 9. The rulesRK ,RT ,RCC andRCS presented in Example 5 are rule forms
of the homonymous axioms introduced in Example 2.

As a first sanity check, we confirm that the Hilbert calculus given by a set of shallow
axioms is equivalent to the sequent calculus given by their rule forms, at least as long
as we admit cut and contraction in the latter.
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Proposition 10. Suppose thatA is a set of shallow axioms andR is a rule form ofA.

1. GRCutCon � φ for every φ ∈ A.

2. HA �
∨
Γ0 whenever HA �

∨
Γi (all 1 ≤ i ≤ n) and Γ1 . . . Γn/Γ0 is an

instance of a shallow rule inR.

In the presence of cut and contraction, equivalence of both systems is then immediate:

Corollary 11. Suppose that A is a set of shallow axioms and R is a rule form of A.
ThenHA �

∨
Γ whenever GRCutCon � Γ , for all sequents Γ ∈ S(Λ).

Clearly, our goal is the elimination of both cut and contraction where the latter can (at
least in the first instance) be handled on the basis of rule forms.

Definition 12. A setR of shallow rules is contraction closed, if, for every rule instance
(Rσ) with Concl (Rσ) = Γ, φ, φ there exists an instance (Sτ) with Concl (Sτ) = Γ, φ
such that Premc (Rσ) �GWCon Δ for all Δ ∈ Premc (Sτ), and Premn (Rσ) �GWCon Π
for all Π ∈ Premn (Sτ).

This definition allows us to propagate contraction over the application of modal rules.
Combined with an induction on the depth of the derivation this yields:

Proposition 13. Suppose that R is contraction closed. Then GR[Cutcs] � Γ iff
GRCon[Cutcs] � Γ for all sequents Γ ∈ S(Λ). Moreover, the proof in GR[Cutcs]
has at most the same height, uses the same number of (instances of) shallow rules and
the same cut formulas.

4 Cut-Closure and Pseudo-Analytic Cut

We now set out to establish the first main result of this paper, and show that the cut rule
can be restricted to pseudo-analytic cut, i.e. cuts on formulas that arise by applying a
modal operator to a propositional combination of subformulas of the conclusion of the
cut rule, which leads to a generic decidability result for logics axiomatised with shallow
rules. To achieve this, we first normalise shallow rules so that only variables occurring
in the conclusion are allowed in the premise. This way backwards proof search does
not introduce new variables. In a second step, we close a normalised rule set under cuts
between rule conclusions, and observe that this closure process can be simulated with
pseudo-analytic cut. We first analyse the process of eliminating unnecessary variables.

Definition 14. A setR of shallow rules is normalised if in each rule inR all variables
occurring in the premises also occur in the conclusion.

Superfluous variables in the premises of rules are eliminated as follows.

Definition 15 (p-elimination). Let S be a set of sequents and p ∈ V a propositional
variable. The p-elimination of S, written Sp is defined by

Sp = {Γ�p,Δ�¬p ∈ N | Γ, p ∈ S and Δ,¬p ∈ S}∪{Δ ∈ S∩N | {p,¬p}∩Δ = ∅}

where Γ � φ denotes the sequent Γ with all occurrences of φ removed (in the multiset
sense) andN = {Γ ∈ S(Λ) | Γ∩¬Γ = ∅} is the set of non-axiomatic sequents overΛ.
If p = (p1, . . . , pn) is a finite sequence of variables, we write Sp = (. . . (Sp1) . . . )pn .
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In other words, Sp contains all results of multicutting elements of S on p that are not
trivially derivable. The next lemma shows that Sp is propositionally equivalent to S.

Lemma 16. Suppose S ⊆ S(Λ(V )) is a finite set of sequents over Λ(V ) and p ∈ V .
Then all Δ ∈ Sp are derivable from S in GCutCon with cuts only on p. Moreover,
there exists a formula φ = φ(S, p) such that Γ [φ/p] is derivable from Sp in G for each
Γ ∈ S. The formula φ can be chosen as a conjunction of disjunctions of sequents in Sp.

Rules with unnecessary variables in the premises can therefore be normalised by suc-
cessively eliminating these variables.

Example 17. If S contains the sequents p = t and q ∧ r = s, then Sr consists of p = t
and ¬s, q. We may therefore replace the rule form of the axiom (CM)(p > (q ∧ r))→
(p > q) on the left

p = t ¬q,¬r, s ¬s, r ¬s, q
Γ,¬(p > s), (t > q)

RCM
p = t ¬s, q

Γ,¬(p > s), (t > q)

with its r-eliminated version (shown on the right).

Lemma 16 allows us to replace shallow rules with their normalised version, and we
will assume from now on that all shallow rules are normalised. We now construct a cut-
closed set cc (R) from a setR of shallow rules: we consider two shallow rules together
with an application of cut to their conclusions as a rule in its own right, but eliminate all
variables that occur in the premises, but not in the conclusion, of (new) rules that arise
in this way. This process then takes the following form:

Definition 18. Let R1, R2 ∈ R be given by (Ωc, Ωn, Γ ) and (Υc, Υn, Δ), respectively
and suppose that σ, τ are renamings such that Γσ = Γ ′,M and Δτ = Δ′,¬M .
Then cut(R1σ,R2τ,M) is the shallow rule given by ((Υc ∪ Υn ∪ Ωc ∪ Ωn)p, (Υn ∪
Ωn)p, Γ

′, Δ′) if M = ♥p for p = (p1, . . . , pn).

This definition ensures that the new (non-) contextual premises arise from the old (non-
contextual) premises by removing variables that no longer occur in the conclusion.

Example 19. For the rules (RCC) = p1=p2=p ¬q1,¬q2,q ¬q,q1 ¬q,q2
Γ,¬(p1>q1),¬(p2>q2),(p>q) and (RCM) =

p=r ¬q,s
Γ,¬(p>q),(r>s) fromR(CM) we obtain the rule

(CCm) = cut(RCC, RCM, (p > q)) =
p1 = p2 = r ¬q1,¬q2, s

Γ,¬(p1 > q1),¬(p2 > q2), (r > s) .

The cut closure of a rule set is then constructed by adding more and more (normalised)
cuts until the set is saturated. Formally we have:

Definition 20. Let R be a set of shallow rules. The cut closure of R is the ⊆-minimal
set cc (R) with R ⊆ cc (R), such that for every R1, R2 ∈ cc (R) and renamings σ, τ
with Concl (R1σ) = Γ,M and Concl (R2τ) = Δ,¬M we have cut(R1σ,R2τ,M) ∈
cc (R).

Not surprisingly, cut is admissible over the cut closure of a rule set.
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Proposition 21. GRCutCon � Γ iff Gcc (R)Con � Γ for all sequents Γ .

In general, we may restrict cuts to formulas that arise as φ = φ(p, S) in Lemma 16, i.e.
conjunctions of disjunctions, which allows the following restriction on the cut rule:

Definition 22. A pseudo-analytic cut is a cut
Γ, ϕ Δ,¬ϕ

Γ,Δ
, where ϕ=♥(ψ1, . . . , ψn),

and for 1 ≤ i ≤ n each ψi is a conjunction of disjunctions of formulas occurring
possibly negated under a modal operator in Γ,Δ. For a set S of sequence rules define
SCutpa to be the set S together with the cut rule restricted to pseudo-analytic cuts.

Corollary 23. GRCutCon � Γ iff GRCutpaCon � Γ for all sequents Γ .

Distributivity allows us to restrict to a single layer of conjunctions and disjunctions.

Lemma 24. If GRCutpaCon � Γ for a set R of shallow rules and a sequent Γ , then
GRCutCon � Γ with cuts only on modalised conjunctions of disjunctions of possibly
negated subformulas of Γ .

As pseudo-analytic cuts suffice, for a conclusion of a cut rule there are only finitely
many possible cut formulas. In order to get a generic decidability result, we need to
assume that the rule set is tractable in the following sense.

Definition 25 (from [13]). A set R of shallow rules is PSPACE-tractable, if there are
multivalued functions f taking sequents to sets of encodings of instances of rules in
R, and g, taking encodings of rule instances to sets of sequents, such that for all se-
quents Γ,Δ and encodings �Rσ� of a rule instance we have �Rσ� ∈ f(Γ ) ⇐⇒
Concl (Rσ) = Γ and Δ ∈ g(�Rσ�) ⇐⇒ Δ ∈ Prem (Rσ) , and whose graphs are
decidable in space polynomial in the length of the first argument.

We assume that sequents are encoded as lists of formulas. Note that the length of the
encoding of a sequent is at least the number of formulas in the sequent.

Theorem 26. LetR be a PSPACE-tractable and contraction closed set of shallow rules.
Then the derivability problem for GRConCut is in 3EXPTIME.

Example 27. This theorem induces a uniform decidability proof (albeit with a subopti-
mal complexity bound) for all logics axiomatised by finitely many shallow axioms, e.g.
for the conditional logics B, SS and V of Example 2.

5 Cut Elimination Using Small Representations

In the previous section, we have constructed the cut-closure of a given set of shallow
rules, and we have argued that a sequent calculus using this set enjoys cut elimination.
However, the construction of the cut closure does not yield a concrete representation of a
cut-closed rule set. The main result of this section establishes that the rules constituting
a cut-closed set can always be represented in space polynomial in the rule conclusion.
In particular, we demonstrate that instances of cut-closed rule sets can be decided in
PSPACE. This entails that the corresponding derivability problem is decidable in poly-
nomial space. Technically, we show that rules of a cut-closed rule set are represented
by proof trees whose inner nodes are applications of cut, and we give explicit bounds
on the size of these trees, which yield polynomial representability.
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Definition 28. A shallow rule R1 = (Ωc, Ωn, Σ) subsumes a shallow rule R2 =
(Ξc, Ξn, Π), if there is a renaming σ with Σσ = Π such that Ξc ∪ Ξn �PL Δσ
for everyΔ ∈ Ωc, andΞn �PL Υσ for every Υ ∈ Ωn. Two shallow rules are equivalent
if they mutually subsume each other.

While the pseudo-analytic cut yields decidability, there is room for improvement in
complexity by considering polynomial-size representations of cc (R).

Definition 29. Let R be a set of shallow rules. An R-cut tree with conclusion Γ and
leafs (Riσ) (where 1 ≤ i ≤ n, Ri ∈ R and σi : V → V is a renaming) is a proof of
Γ from the conclusions of the (Riσ) using only cuts on principal formulas of the Riσ.
The number of nodes in a cut tree is denoted by size (D), its height by depth (D).

In the above definition, we emphasise that only applications of cut are allowed in a cut
tree, and the cut formulas have to be principal formulas of the rules at the leafs.

Example 30. The following is a KT -cut-tree for the sequent u,¬�p,¬�q,¬�r:

¬p,¬q, s ¬s, p ¬s, q
¬�p,¬�q,�s (RK)

¬s,¬r, t ¬t, s ¬t, r
¬�s,¬�r,�t (RK)

u,¬t
u,¬�t (RT)

u,¬�s,¬�r
u,¬�p,¬�q,¬�r

Clearly, the cuts introduced in a cut tree may introduce new variables that are present
in the premises of the Riσ, but not in the conclusion Γ . We eliminate these as before.

Definition 31. Let R be a set of shallow rules, and D an R-cut-tree. The shallow rule
r(D) represented by D is the leaf of D if depth (D) = 0. If depth (D) > 0, then D is
of the form D1 D2

Γ , where Γ arises from the conclusions of D1 and D2 by a cut on
M . In this case, r(D) = cut(r(D1), r(D2),M) where r(D1) and r(D2) are the rules
represented by D1 and D2.

Equivalence of cut trees and cut closure is clear from the definitions:

Lemma 32. A shallow rule lies in cc (R) iff it is represented by anR-cut tree.

Application of Lemma 16 shows that cut trees differing only in the order of the cuts
represent basically the same rule instance, a fact that we record here for later use.

Lemma 33. Let R be a set of shallow rules. Let Γ be a sequent and let D1,D2 be
R-cut-trees with conclusion Γ and leafs R1σ1, . . . , Rnσn. Then the rules represented
by D1 and D2 are equivalent.

The main difficulty that we have to overcome in order to obtain small representations
of cut-closed rules lies in the fact that the number of literals in either premise of an
application of cut may both increase and decrease as we move up a cut tree. This non-
monotonic behaviour disappears if we only consider cuts involving sequents consisting
of at least three elements. This suffices for our purpose, since we can absorb cuts in-
volving smaller sequents into the rule set at very little extra cost.
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Definition 34. A shallow rule is small if it has at most two principal formulas. A set
R of shallow rules is 2-cut closed if for every two rules R1, R2 ∈ R with conclusions
Σ1 and Σ2, such that R1 or R2 is small, and any two renamings σ1, σ2 : V → V for
which Σ1σ1 = Γ,M and Σ2σ2 = Δ,¬M there exists a rule R ∈ R that subsumes
cut(R1σ1, R2σ2,M). The 2-cut closure 2cc (R) of a set R of shallow rules is the ⊆-
minimal, 2-cut closed set of shallow rules containingR.

Example 35. The rule set CK containing (RCM), (RCC) and (CCm) is 2-cut closed,
but not cut closed.

Passing from a finite set of shallow rules to its 2-cut closure is a preprocessing step that
adds finitely many missing rules. Crucially, computing a 2-cut closure is independent
of the size of any sequent to which proof search is applied and therefore adds a constant
time overhead. The most important ramification of 2-cut closure is the existence of
small representations of elements in the cut closure of a given set of shallow rules. We
approach this result by means of a sequence of lemmas, the first one establishing that
we may always assume that leafs of a cut tree are labelled with ‘large’ rules.

Lemma 36. Let R be a 2-cut closed set of shallow rules, and let D be an R-cut-tree
with conclusion Γ and leafsR1, σ1, . . . , Rnσn. Then there exists anR-cut-treeD′ with
conclusion Γ and leafs R′

1σ
′
1, . . . , R

′
k, σ

′
k such that

1. if ||Γ || ≤ 2 then D′ has depth 0 (and therefore consists of a single leaf R′
1σ

′ only)
2. if ||Γ || > 2 then R′

iσ
′ have at least 3 principal formulas each

3. size (D′) ≤ size (D) and the rules represented by D and D′ are equivalent.

Since cuts between sequents of length at least three increase the length of the sequent,
the size of the cut-tree is bounded in terms of the conclusion of the represented rules.

Corollary 37. LetR be a 2-cut closed set of shallow rules, and let Γ be a sequent with
||Γ || ≥ 3. Then every rule in cc (R) with conclusion Γ is represented by an R-cut tree
of size ≤ 2||Γ || − 5.

A bound on the depth of a cut tree is obtained from the following adaption of the 2-3-
Lemma of [5]. Here for a tree T and a node x in T the subtree of T generated by x is
denoted by Tx, and the number of nodes in T by |T |.

Lemma 38. Let k ∈ N and T be a tree, such that k+1 < |T | and each node has at most

k children. Then there is a node x in T , such that
⌈

1
k+2 · |T |

⌉
≤ |Tx| ≤

⌊
k+1
k+2 · |T |

⌋
.

Lemma 39. Let R be a 2-cut closed set of shallow rules where the every rule has at
most k principal formulas, and let Γ be a sequent with ||Γ || ≥ 3. Then every instance of
a rule in cc (R) with conclusion Γ can be represented by an R-cut-tree of size at most
2||Γ || − 5 and depth at most ck · log2 ||Γ ||+ k for ck = (log2

k+2
k+1 )−1.

Crucially, his bound ensures a small size of the cut-tree and the premises of the rep-
resented rule. This provides us with a tractable representation of the cut closure of R.
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Definition 40. LetR be a set of shallow rules with at most k principal formulas each.
The rule set generated byR is the setR∗ of rules represented by 2cc (R)-cut-trees with
conclusion Γ and depth at most ck · log2 ||Γ ||+ k.

Theorem 41. Let R be a finite set of shallow rules. Then R∗ is PSPACE-tractable and
cut elimination holds in GRCon, i.e. GRCutCon � Γ iff GR∗Con � Γ .

6 Proof Search in GR∗

In the previous section, we have seen that cut can be eliminated by passing from a
given rule set to its cut closure. The polynomial representability of the latter does not
yet guarantee that proof search can be accomplished in polynomial space, as instances
of shallow rules propagate the conclusion to contextual premises. In this section, we
introduce histories (in the spirit of [4]) that avoid infinite branches during proof search.

Definition 42. Let R be a set of shallow rules. An R-history is a multiset h with
Supp (h) ⊆ {(R, σ) | R ∈ R, σ : Var(R) → F(Λ)} consisting of rule/substitution
pairs. A sequent with history is a pair (h, Γ ), written as h | Γ where h is a R-history.
We write h, (R, σ) for the (multiset) union of h and {(R, σ)}.

The notion of R-histories extends to equivalence classes of rules modulo injective re-
namings in the obvious way. Histories are used to prevent shallow rules from being
applied repeatedly to the same formulas in the system GR2 introduced next. The sys-
tem GR1 is an intermediate system, which only keeps track of the rules.

Definition 43. LetR be a set of shallow rules. The system GR1 consists of the propo-
sitional rules extended with history

h | Γ, p,¬p h | Γ,¬⊥
h | Γ,¬φ,¬ψ
h | Γ,¬(φ ∧ ψ)

h | Γ, φ h | Γ, ψ
h | Γ, φ ∧ ψ

h | Γ, φ
h | Γ,¬¬φ

and all instances-with-history

(Rσ)
h, (R, σ) | Γ, Γ1σ,Σσ . . . h, (R, σ) | Γ, Γnσ,Σσ ∅ | Δ1σ . . . ∅ | Δkσ

h | Γ,Σσ

of shallow rules R ∈ R with contextual premises Γ1, . . . , Γn, non-contextual premises
Δ1, . . . , Δk and principal formulas Σ. In GR2, instances-with-history above are sub-
ject to the side condition (R, σ) /∈ h.

Since propositional rules do not interfere with histories, it is easy to see that admissi-
bility of weakening, contraction and inversion carries over to GR1.

Lemma 44 (Admissibility of Weakening and inversion). For every ϕ, ψ ∈ F(Λ),
sequent Σ, andR-history h the rule instances

h | Σ,¬¬ϕ
h | Σ,ϕ

h | Σ,¬(ϕ ∧ ψ)
h | Σ,¬ϕ,¬ψ

h | Σ, (ϕ ∧ ψ)
h | Σ,ϕ

h | Σ, (ϕ ∧ ψ)
h | Σ,ψ

h | Γ
h, (R, σ) | Γ,Δ

are depth-preserving admissible in GR1. Moreover, the number of instances of shallow
rules in the proof is preserved.
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Lemma 45 (Admissibility of Contraction). LetR be a contraction closed set of shal-
low rules. Then all instances of

h, (R, σ) | Γ
h | Γ

h | Γ, φ, φ
h | Γ, φ

are admissible in GR1 preserving the number of shallow rules in a proof.

This gives the equivalency of GRCon and GR1.

Lemma 46. LetR be a set of shallow rules and Γ a sequent.

1. GR1 � ∅ | Γ iff there is a history h such that GR1 � h | Γ .

2. ifR is contraction closed, then GRCon � Γ iff GR1 � ∅ | Γ .

In fact, subsequent applications of a shallow rule to the same formulas in a branch of a
proof in GR1 can be eliminated. This gives us equivalency with GR2.

Lemma 47. Let R be a set of shallow rules and Γ a sequent. If GR1 � h | Γ , then
GR2 � h | Γ . Moreover, there exists a proof of h | Γ in GR2 where every contextual
premise of an application of a shallow rule contains a formula not in the conclusion.

The fact that contextual premises of applications of shallow rules are bigger than the
conclusion ensures that the search space in backwards proof search forGR2 is of depth
polynomial in the number of subformulas of the root sequent. Summing up we get:

Theorem 48. LetR be a contraction closed set of shallow rules.

1. For every sequent Γ we have GRCon � Γ iff GR2 � ∅ | Γ .

2. For PSPACE-tractableR, derivability in GR2 is in PSPACE.

Together with the results of the previous section this gives the following main theorem:

Theorem 49. LetA be a finite set of shallow axioms andR be a 2-cut-closed rule form
of A. IfR∗ is contraction closed, then derivability inHA is in PSPACE.

Clearly the requirement of R∗ being contraction closed presents a gaping hole in our
treatment so far. However, we can establish this property for several examples.

7 Applications: Exemplary Complexity Bounds

Using the machinery of the previous sections, proving PSPACE-bounds for shallow log-
ics boils down to proving admissibility of contraction in the rule set generated by the
rules corresponding to the axioms. In Example 35 we have seen that the set

CK =

⎧
⎪⎪⎨

⎪⎪⎩

p1 = p2 = p q1 ∧ q2 = q

Γ,¬(p1 > q1),¬(p2 > q2), (p > q),
p = r ¬q, s

Γ,¬(p > q), (r > s),

p1 = p2 = p ¬q1,¬q2, q
Γ,¬(p1 > q1),¬(p2 > q2), (p > q)

⎫
⎪⎪⎬

⎪⎪⎭

is 2-cut closed. It is clear that it is also contraction closed. This also holds for CK∗:
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Lemma 50. The set CK∗ is contraction closed.

As another example consider the axiom CEM = (p > q) ∨ (p > ¬q) of conditional
excluded middle. Turning this into a rule yields

(CEM)
p1 = p2 ¬q1,¬q2 q1, q2
Γ, (p1 > q1), (p2 > q2)

.

Let CKCEM := 2cc (CK ∪ {CEM}). A little computation shows

Lemma 51. The set CKCEM∗ is closed under contraction.

In order to add more axioms to CK and CKCEM we need to reconcile the definitions
of cut and contraction closed rule sets. This can be done by restricting the rule format.

Definition 52. A shallow rule has complete premises, if every variable occurring in a
principal formula occurs in every premise.

By soundness of the rules of PL and reasoning about propositional valuations it can be
seen that for these rules the two definitions are compatible:

Lemma 53. Let A be a finite set of variables, and let Γ1, . . . , Γn, Γ be sequents over
A ∪ ¬A with every variable occurring in every sequent. Then {Γ1, . . . , Γn} �PL Γ iff
{Γ1, . . . , Γn} �GWCon Γ .

This allows us to add rules with at most one principal formula to a rule set without
destroying contraction closure.

Theorem 54. LetR be a finite set of shallow rules with complete premises, and letR be
a shallow rule with complete premises and one principal formula. If R∗ is contraction
closed, then there is a PSPACE-tractable set Q of shallow rules, such that for every
sequent Γ we have G(R ∪ {R})CutCon � Γ iff GQ � Γ .

As a special case, this means that we may add shallow rules with one literal in the
conclusion to the sets CK and CKCEM , and still retain the PSPACE bound.

Theorem 55. Let A ⊆ {CEM, ID,MP,CS}. Then the logic CK +A is in PSPACE.

This reproves the PSPACE upper bounds for these logics found in [9], [8], and [11].

8 Conclusion

In this paper we have reported our first successes in synthetically constructing sequent
calculi that admit cut elimination. We have converted shallow modal axioms into se-
quent rules so that the resulting system together with the cut and contraction rules is
sound and complete with respect to the Hilbert-system. It was also shown to stay com-
plete, if the cuts are restricted to pseudo-analytic cuts. This led to a generic decidability
result and a 3EXPTIME upper bound for logics axiomatised by a PSPACE-tractable set
of shallow axioms. Since in particular all finite sets of axioms are PSPACE-tractable,
logics axiomatised by a finite set of shallow axioms are decidable in 3EXPTIME. The
method then was extended to generically construct PSPACE-tractable sets of rules from
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finite sets of shallow axioms in such a way, that the resulting sequent system eliminates
the cut rule. If the so constructed rule set is closed under the contraction rule, then the
logic axiomatised by the corresponding axioms is decidable in polynomial space.

Our success is clearly partial in that we do not yet know under which conditions clo-
sure under contraction can also be obtained. This is the subject of future work, possibly
borrowing from the theory of vector addition systems [3] to control the multiplicities of
formulas. For now, contraction closure needs to be established by hand, and doing so,
we have applied our method to various systems in conditional logics. This led to new
proofs of PSPACE upper bounds for these systems.

References

1. Avron, A., Lev, I.: Canonical propositional gentzen-type systems. In: Goré, R.P., Leitsch, A.,
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Abstract. A non-clausal connection calculus for classical first-order logic is pre-
sented that does not require the translation of input formulae into any clausal
form. The definition of clauses is generalized, which may now also contain (sub-)
matrices. Copying of appropriate (sub-)clauses in a dynamic way, i.e. during the
actual proof search, is realized by a generalized extension rule. Thus, the cal-
culus combines the advantage of a non-clausal proof search in tableau calculi
with the more efficient goal-oriented proof search of clausal connection calculi.
Soundness, completeness, and (relative) complexity results are presented as well
as some optimization techniques.

1 Introduction

Connection calculi are a well-known basis to automate formal reasoning in classical
first-order logic. Among these calculi are the connection method [3,4], the connection
tableau calculus [9] and the model elimination calculus [10]. The main idea of con-
nection calculi is to connect two atomic formulae P and ¬P with the same predicate
symbol but different polarity. The set {P,¬P} is called a connection and corresponds
to a closed branch in the tableau framework [6] or an axiom in the sequent calculus [5].
As the proof search is guided by connections it is more goal-oriented compared to the
proof search in sequent calculi or (standard) analytic tableau calculi.

The clausal connection calculus works for first-order formulae in disjunctive normal
form or clausal form. Formulae that are not in this form have to be translated into clausal
form. The standard transformation translates a first-order formula F into clausal form
by applying the distributivity laws. In the worst case the size of the resulting formula
grows exponentially with respect to the size of the original formulaF . This increases the
search space significantly when searching for a proof of F in the connection calculus.

A structure-preserving translation into clausal form, e.g. [14], introduces definitions
for subformulae. Tests show that even such an optimized translation introduces a sig-
nificant overhead for the proof search [12] as additional formulae are introduced. Both
clausal form translations modify the structure of the original formula, making it more
difficult to translate a found proof back into a more human-oriented form, e.g. [5]. For
some logics, e.g. intuitionistic logic, these translations do not preserve logical validity.

A non-clausal connection calculus that works directly on the structure of the origi-
nal formula does not have these disadvantages. There already exist a few descriptions
of non-clausal connection calculi [1,4,7,8]. But the cores of these calculi do not add any
copies of quantified subformulae to the original formulae, i.e. they are only complete
for ground formulae. To deal with first-order logic, e.g., copies of subformulae need

K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 226–241, 2011.
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to be added iteratively [8]. But this introduces a large amount of redundancy as copies
of subformulae that are not required for a proof are still used during the proof search.
Implementations of this approach, e.g. [16], show a rather modest performance. For a
more effective non-clausal proof search, clauses have to be added carefully and dynam-
ically during the proof search, in a way similar to the approach used for copying clauses
in clausal connection calculi. To this end, the existing clausal connection calculus has
to be generalized and its rules have to be carefully extended.

The rest of the paper is structured as follows. In Section 2 the standard clausal con-
nection calculus is presented. Section 3 introduces the main ideas of a non-clausal proof
search before the actual non-clausal calculus is described in Section 4. Section 5 con-
tains correctness, completeness and complexity results. Some optimizations and exten-
sions are presented in Section 6, before Section 7 concludes with a short summary.

2 The Clausal Connection Calculus

The reader is assumed to be familiar with the language of classical first-order logic,
see, e.g., [4]. In this paper the letters P,Q,R are used to denote predicate symbols,
f to denote function symbols, a, b, c to denote constants and x to denote variables.
Terms are denoted by t and are built from functions, constants and variables. Atomic
formulae, denoted by A, are built from predicate symbols and terms. The connectives
¬, ∧, ∨, ⇒ denote negation, conjunction, disjunction and implication, respectively. A
(first-order) formula, denoted by F,G,H , consists of atomic formulae, the connectives
and the existential and universal quantifiers, denoted by ∀ and ∃, respectively. A literal,
denoted by L, has the form A or ¬A. The complement L of a literal L is A if L is of
the form ¬A, and ¬A otherwise. A clause, denoted by C, is of the form L1 ∧ . . . ∧ Ln
where Li is a literal. A formula in disjunctive normal form or clausal form has the form
∃x1 . . .∃xn(C1∨ . . .∨Cn) where each Ci is a clause. For classical logic every formula
F can be translated into a validity-preserving formula F ′ in clausal form. A clause can
be written as a set of literals {L1, . . . , Ln}. A formula in clausal form can be written
as a set of clauses {C1, . . . , Cn} and is called a matrix, denoted by M . In the graphical
representation of a matrix, its clauses are arranged horizontally, while the literals of
each clause are arranged vertically. A polarity is used to represent negation in a matrix,
i.e. literals of the form A and ¬A are represented by A0 and A1, respectively.

Example 1 (Matrix in Clausal Form). Let F1 be the formula

(∀x( (¬P (x)∨Q(f(x))) ⇒ (Q(x)∧(Q(a)⇒ R(b))∧¬R(x)) )∧Q(f(b)))⇒ P (a) .

The matrix M1 of the formula F1 is

{ {P 0(a)}, {P 1(x), Q1(x)}, {P 1(x), Q0(a), R1(b)}, {P 1(x), R0(x)},
{Q0(f(x)), Q1(x)}, {Q0(f(x)), Q0(a), R1(b)}, {Q0(f(x)), R0(x)}, {Q1(f(b))} } .

The graphical representation ofM1 (with some variables renamed) is shown in Figure 1.

A connection is a set of the form {A0, A1}. A path through M = {C1, . . ., Cn} is a
set of literals that contains one literal from each clause Ci ∈M , i.e. ∪ni=1{L′

i} with
L′
i ∈Ci. A term substitution σ is a mapping from the set of variables to the set of terms.
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⎡

⎢
⎢
⎢
⎣

[
P 0(a)

]
[
P 1(x′)

Q1(x′)

]
⎡

⎢
⎣

P 1(x̄)
Q0(a)

R1(b)

⎤

⎥
⎦

[
P 1(x)
R0(x)

] [
Q0(f(x))
Q1(x)

]
⎡

⎣
Q0(f(x))
Q0(a)
R1(b)

⎤

⎦

[
Q0(f(x̂))

R0(x̂)

]
[
Q1(f(b))

]

⎤

⎥
⎥
⎥
⎦

1.

2.

3.

4.

5.

6.

Fig. 1. Proof search in the connection calculus using the graphical matrix representation

In σ(L) all variables of the literal L are substituted according to their mapping in σ.
A[x\t] denotes the formula in which all free occurrences of x in A are replaced by t.

Example 2 (Connection, Path, Term Substitution). Consider the matrix M1 of Exam-
ple 1.{P 0(a), P 1(x)} and {R0(x), R1(b)} are connections, {P 0(a), P 1(x), Q0(f(x)),
R0(x), Q1(f(b))} is a path through M1, and σ(x)= a is a term substitution.

The matrix characterization [4] of validity is the underlying basis of the connection
calculus and used for the proof in Section 5.1. The notion of multiplicity is used to en-
code the number of clause copies used in a connection proof. It is a function μ : C→ IN ,
where C is the set of clauses inM , that assigns each clause inM a natural number spec-
ifying how many copies of this clause are considered in a proof. In the copy of a clause
C all variables in C are replaced by new variables.Mμ is the matrix that includes these
clause copies. A connection {L1, L2} with σ(L1)= σ(L2) is called σ-complementary.

Theorem 1 (Matrix Characterization). A matrix M is classically valid iff there exist
a multiplicity μ, a term substitution σ and a set of connections S, such that every path
through Mμ contains a σ-complementary connection {L1, L2} ∈ S.

See [4] for a proof of Theorem 1. The connection calculus uses a connection-driven
search strategy in order to calculate an appropriate set of connections S. Proof search
in the connection calculus starts by selecting a start clause. Afterwards connections are
successively identified in order to make sure that all paths through the matrix contain a
σ-complementary connection for some term substitution σ. This process is guided by
an active path, a subset of a path throughM .

Example 3 (Proof Search in the Clausal Connection Calculus). Consider the matrixM1

of Example 1. The six steps required for a proof in the connection calculus forM1, using
the graphical matrix representation, are depicted in Figure 1. The literals of each con-
nection are connected with a line. The literals of the active path are boxed. In the start
step the first clause {P 0(a)} is selected as start clause (step 1). While the extension step
connects to a literal in a copy of a clause (steps 2, 3, 5 and 6), the reduction step connects
to a literal of the active path (step 4). x′, x̄ and x̂ are fresh variables. With the term sub-
stitution σ(x′)= a, σ(x̄)= a and σ(x̂)= b all paths through the matrixM1 contain a σ-
complementary connection from the set {{P 0(a), P 1(x′)}, {Q1(x′), Q0(a)}, {P 1(x̄),
P 0(a)}, {R1(b), R0(x̂)}, {Q0(f(x̂)), Q1(f(b))}}. Therefore,M1 and F1 are valid.

The proof search is now specified more precisely by a formal calculus [4,12,13].
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Axiom (A) {},M, Path

Start (S)
C2,M, {}
ε, M, ε

and C2 is copy of C1∈M

Reduction (R)
C,M,Path∪{L2}

C∪{L1},M, Path∪{L2} with σ(L1)=σ(L2)

Extension (E)
C2\{L2},M, Path∪{L1} C,M,Path

C∪{L1},M, Path

and C2 is a copy of
C1∈M and L2∈C2

with σ(L1)=σ(L2)

Fig. 2. The clausal connection calculus

Definition 1 (Clausal Connection Calculus). The axiom and the rules of the clausal
connection calculus are given in Figure 2. The words of the calculus are tuples of the
form “C,M,Path”, where M is a matrix, C and Path are sets of literals or ε. C is
called the subgoal clause and Path is called the active path. C1 and C2 are clauses, σ
is a term substitution, and {L1, L2} is a σ-complementary connection. The substitution
σ is global (or rigid), i.e. it is applied to the whole derivation.

An application of the start, reduction or extension rule is called a start, reduction, or
extension step, respectively. A derivation for C,M,Path with the term substitution σ,
in which all leaves are axioms, is called a clausal connection proof for C,M,Path. A
clausal connection proof for the matrix M is a clausal connection proof for ε,M, ε.

Theorem 2 (Correctness and Completeness). A matrix M is valid in classical logic
iff there is a clausal connection proof for M .

The proof is based on the matrix characterization and can be found in [4]. Proof search
in the clausal connection calculus is carried out by applying the rules of the calculus in
an analytic way, i.e. from bottom to top. During the proof search backtracking might be
required, i.e. alternative rules need to be considered if the chosen rule does not lead to
a proof. Alternative applications of rules occur whenever more than one rule or more
than one instance of a rule can be applied, e.g. when choosing the clause C1 in the start
and extension rule or the literal L2 in the reduction and extension rule. No backtracking
is required when choosing the literal L1 in the reduction or extension rule as all literals
in C are considered in subsequent proof steps anyway. The term substitution σ is calcu-
lated, step by step, by one of the well-known algorithms for term unification, e.g. [15],
whenever a reduction or extension rule is applied.

Example 4 (Clausal Connection Calculus). Consider the matrix M1 of Example 1.
A derivation for M1 in the clausal connection calculus with σ(x′)= a, σ(x̄)= a and
σ(x̂)= b is given in Figure 3 (some parentheses are omitted). Since all leaves are ax-
ioms it represents a clausal connection proof and thereforeM1 and F1 are valid.

3 Non-clausal Proof Search

In this section the definitions of matrices and paths are generalized and the main ideas
of the non-clausal connection calculus are illustrated with an introductory example.
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{},M1, {P 0a,Q1x′, R1b,Q0fx̂} A {},M1,{P 0a,Q1x′, R1b} A

{Q0fx̂},M1, {P 0a,Q1x′, R1b} E {},M1,{P 0a,Q1x′} A

{R1b},M1,{P 0a,Q1x′} E

{P 1x̄, R1b},M1,{P 0a,Q1x′} R {},M1,{P 0a} A

{Q1x′},M1, {P 0a} E {},M1, {} A

{P 0a},M1, {}
E

ε,M1, ε
S

Fig. 3. A proof in the clausal connection calculus

Table 1. Matrix of a formula F p

type F p M(F p)

atomic A0 {{A0}}
A1 {{A1}}

α (¬G)0 M(G1)
(¬G)1 M(G0)
(G ∧H)1 {{M(G1)}, {M(H1)}}
(G ∨H)0 {{M(G0)}, {M(H0)}}
(G⇒ H)0 {{M(G1)}, {M(H0)}}

type F p M(F p)

β (G ∧H)0 {{M(G0),M(H0)}}
(G ∨H)1 {{M(G1),M(H1)}}
(G⇒ H)1 {{M(G0),M(H1)}}

γ (∀xG)1 M(G[x\x∗]1)
(∃xG)0 M(G[x\x∗]0)

δ (∀xG)0 M(G[x\t∗]0)
(∃xG)1 M(G[x\t∗]1)

3.1 Non-clausal Matrices

First of all, the definition of matrices is generalized to arbitrary first-order formulae.

Definition 2 (Matrix). A (non-clausal) matrix is a set of clauses, in which a clause is
a set of literals and matrices. Let F be a formula and p be a polarity. The matrix of F p,
denoted by M(F p), is defined inductively according to Table 1. The matrix of F is the
matrix M(F 0). x∗ is a new variable, t∗ is the Skolem term f∗(x1, . . . , xn) in which f∗

is a new function symbol and x1, . . . , xn are the free variables in ∀xG or ∃xG.

In the graphical representation of a matrix, its clauses are arranged horizontally, while
the literals and (sub-)matrices of each clause are arranged vertically. A matrix M can
be simplified by replacing matrices and clauses of the form {{X1, ..., Xn}} within M
by X1, ..., Xn. Whereas the definition of paths needs to be generalized to non-clausal
matrices, all other concepts used for clausal matrices, e.g. the definitions of connections
and term substitutions and the matrix characterization, remain unchanged.

Definition 3 (Path). A path through a matrix M (or a clause C) is inductively defined
as follows. The (only) path through a literal L is {L}. If p1, . . . , pn are paths through
the clauses C1, . . . , Cn, respectively, then p1 ∪ . . . ∪ pn is a path through the matrix
M = {C1, . . . , Cn}. If p1, . . . , pn are paths through the matrices/literalsM1, . . . ,Mn,
respectively, then p1, . . . , pn are also paths through the clause C = {M1, . . . ,Mn}.

Example 5 (Matrix, Path). Consider the formulaF1 of Example 1. The simplified (non-
clausal) matrix M∗

1 of F1 is {{P 0(a)}, {{{P 1(x)}, {Q0(f(x))}}, {{Q1(x)}, {Q0(a),
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⎡

⎢
⎢
⎢
⎢
⎢
⎣

⎡

⎢
⎣P

0(a)

⎤

⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎣

[ [
P 1(x)

][
Q0(f(x))

] ]

⎡

⎣
[
Q1(x)

]
⎡

⎣
Q0(a)

R1(b)

⎤

⎦
[
R0(x)

]
⎤

⎦

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎣Q

1(f(b))

⎤

⎥
⎦

⎤

⎥
⎥
⎥
⎥
⎥
⎦

Fig. 4. Graphical representation of M∗
1

R1(b)}, {R0(x)}}}, {Q1(f(b))}}. Its graphical representation is shown in Figure 4.
{P 0(a), Q1(x), Q0(a), R0(x), Q1(f(b))} is one of the three paths throughM∗

1 .

3.2 An Introductory Example

In order to carry out proof search for non-clausal matrices the rules of the clausal con-
nection calculus need to be adapted. The following example illustrates the main ideas.

Example 6 (Proof Search Using Non-clausal Matrices). Consider the first-order for-
mula F1 of Example 1 and its graphical matrix representation in Figure 4. The non-
clausal connection proof is depicted in Figure 5. Again, the proof search is guided by
an active path, whose literals are boxed. Literals of connections are connected with
a line. In the first step the start clause {P 0(a)} is selected. The second proof step is
an extension step and connects P 0(a) with P 1(x′) applying the substitution σ(x′)= a.
Variables of the clause used for the extension step are always renamed. Next, all remain-
ing paths through the second matrix of the second clause have to be investigated. To this
end, the next extension step connectsQ1(x′) with Q0(a) of the clause {Q0(a), R1(b)}.
Now, all paths containing the literals P 0(a), Q1(x′), and R1(b) still need to be inves-
tigated. The fourth proof step connects R1(b) with R0(x̂) contained in a copy of the
second clause, as a connection to R0(x′) with σ(x′)= a is not possible. The clauses
in the copied clause occurring next to R0(x̂), i.e. {Q1(x̂)} and {Q0(a), R1(b)}, are
deleted, as all paths through these two clauses contain the σ-complementary connec-
tion {R1(b), R0(x̂)} with σ(x̂)= b as well. The fifth and last (extension) step connects
Q0(f(x̂)) with Q1(f(b)). This concludes the proof and every path through the shown
matrix contains a σ-complementary connection. Hence, F1 is valid. The proof uses only
four connections compared to five connections required in the clausal connection proof.

⎡
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⎢
⎢
⎢
⎢
⎣
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⎢
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0(a)

⎤

⎥
⎦
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⎢
⎢
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[ [
P 1(x′)

][
Q0(f(x′))

] ]

⎡

⎣
[
Q1(x′)

]
⎡

⎣
Q0(a)

R1(b)

⎤

⎦
[
R0(x′)
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⎦
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⎥
⎥
⎥
⎦

⎡
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⎢
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⎣

[ [
P 1(x̂)

][
Q0(f(x̂))

] ]

[
[
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]
]
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⎦

⎡

⎢
⎣Q

1(f(b))

⎤

⎥
⎦

⎤

⎥
⎥
⎥
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⎥
⎦

1.

2.

3.
4.

5.

Fig. 5. Proof search in the non-clausal connection calculus using the graphical representation
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The study of the previous example suggests the following. The axiom as well as the
start and reduction rules are the same for the clausal and the non-clausal calculus. The
extension rule connects a literal L1 of the subgoal clause to a literal L2 occurring in a
copy C2 of an extension clause C1. {L1, L2} need to be σ-complementary for some σ
and L1 is added to the active path. Either C1 contains a literal of the active path (fourth
step in Example 6); or there is a path that contains the active path and L2, and if C1

has a parent clause, it contains a literal of the active path (third step). All literals of the
new subgoal clause of C2 that occur besides L2, i.e. in a common path with L2, are
deleted from the new subgoal clause (fourth step). Finally, if a subgoal clause contains
a matrix M , the proof search continues with a clause C ∈M (third step). Alternative
clauses C′ ∈M have to be considered on backtracking.

4 The Non-clausal Connection Calculus

This section introduces basic concepts and the formal non-clausal connection calculus.

4.1 Basic Concepts

The term α-related is used to express the fact that a clause occurs besides a literal in
a matrix. Furthermore, the definitions of free variables and clause copies have to be
generalized to cover non-clausal matrices.

Definition 4 (α-Related Clause). Let C be a clause in a matrix M and L be a literal
in M . C is α-related to L, iff M contains (or is equal to) a matrix {C1, . . . , Cn} such
that C =Ci or Ci contains C, and Cj contains L for some 1≤ i, j≤n with i �= j. C is
α-related to a set of literals L, iff C is α-related to all literals L∈L.

Definition 5 (Free Variables). Let M be a matrix and C be a clause in M . The free
variables of C are all variables that do only occur in C and (possibly) in literals L such
that C is α-related to L.

In the non-clausal calculus copies of clauses could be simply added to the matrix. As
this would widen the search space, clauses are replaced by their copies instead.

Definition 6 (Copy of Clause). Let M be a matrix and C be a clause in M . In the
copy of the clause C, all free variables in C are replaced by new variables.M [C1\C2]
denotes the matrix M , in which the clause C1 is replaced by the clause C2.

As explained in Section 3.2 an appropriate clause C1 has to be used when the extension
rule is applied. EitherC1 has to contain an element of the active path, then it was already
used before, or C1 needs to be α-related to all literals of the active path and it has to
contain all subgoals that still need to be investigated. This is the case if C1 has no parent
clause or its parent clause contains a literal of the active path. The parent clause of a
clause C is the smallest clause that contains C.

Definition 7 (Parent Clause). Let M be a matrix and C be a clause in M . The clause
C′= {M1, . . . ,Mn} inM is called the parent clause ofC iffC ∈Mi for some 1≤ i≤n.
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Definition 8 (Extension Clause). Let M be a matrix and Path be a set of literals.
Then the clause C in M is an extension clause of M with respect to Path, iff either C
contains a literal of Path, or C is α-related to all literals of Path occurring in M and
if C has a parent clause, it contains a literal of Path.

In the extension rule of the clausal connection calculus (see Section 2) the new subgoal
clause is C2 \ {L2}. In the non-clausal connection calculus the extension clause C2

might contain clauses that are α-related to L2 and do not need to be considered for the
new subgoal clause. Hence, these clauses can be deleted from the subgoal clause. The
resulting clause is called the β-clause of C2 with respect to L2.

Definition 9 (β-Clause). Let C = {M1, . . . ,Mn} be a clause and L be a literal in C.
The β-clause of C with respect to L, denoted by β-clauseL(C), is inductively defined:

β-clauseL(C) :=
{
C \ {L} if L ∈ C,
{M1, . . . ,Mi−1, {Cβ},Mi+1, . . . ,Mn} otherwise,

where C′ ∈Mi contains L and Cβ := β-clauseL(C′).

4.2 The Calculus

The non-clausal connection calculus has the same axiom, start rule, and reduction rule
as the clausal connection calculus. The extension rule is slightly modified and a decom-
position rule is added that splits subgoal clauses into their subclauses.

Definition 10 (Non-Clausal Connection Calculus). The axiom and the rules of the
non-clausal connection calculus are given in Figure 6. The words of the calculus are
tuples “C,M,Path”, where M is a matrix, C is a clause or ε and Path is a set of
literals or ε. C is a called the subgoal clause. C1, C2, and C3 are clauses, σ is a
term substitution, and {L1, L2} is a σ-complementary connection. The substitution σ
is rigid, i.e. it is applied to the whole derivation.

An application of the start, reduction, extension or decomposition rule is called start,
reduction, extension, or decomposition step, respectively. Observe that the non-clausal
calculus reduces to the clausal calculus for matrices that are in clausal form.

Definition 11 (Non-Clausal Connection Proof). Let M be a matrix, C be a clause,
and Path be a set of literals. A derivation for C,M,Path with the term substitution
σ in the non-clausal connection calculus, in which all leaves are axioms, is called a
(non-clausal) connection proof for C,M,Path. A (non-clausal) connection proof for
M is a non-clausal connection proof for ε,M, ε.

Proof search in the non-clausal connection calculus is carried out in the same way as
in the clausal connection calculus (see Section 2), i.e. the rules of the calculus are ap-
plied in an analytic way. Additional backtracking might be required when choosing the
clause C1 in the decomposition rule. No backtracking is required when choosing the
matrix M1 in the decomposition rule as all matrices (and literals) in C are considered
in subsequent proof steps anyway. The term substitution σ is calculated by one of the
well-known algorithms for term unification, e.g. [15].
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Axiom (A) {},M, Path

Start (S)
C2,M, {}
ε, M, ε

and C2 is copy of C1∈M

Reduction (R)
C,M,Path∪{L2}

C∪{L1},M, Path∪{L2} with σ(L1)=σ(L2)

Extension (E)
C3,M [C1\C2], Path∪{L1} C,M,Path

C∪{L1},M, Path

and C3:=β-clauseL2(C2),C2 is copy of C1,C1 is an extension clause
of M wrt. Path∪{L1}, C2 contains L2 with σ(L1) =σ(L2)

Decomposition (D)
C ∪ C1,M, Path

C∪{M1},M, Path
with C1∈M1

Fig. 6. The non-clausal connection calculus

Example 7 (Non-Clausal Connection Calculus). Consider the matrix M∗
1 of Exam-

ple 5. A derivation for M∗
1 in the non-clausal connection calculus with σ(x′)= a,

σ(x̂)= b, M ′ = { {P 0(a)}, {{{P 1(x′)}, {Q0(f(x′))}}, {{Q1(x′)}, {Q0(a), R1(b)},
{R0(x′)}}}, {Q1(f(b))} } and M̂={ {P 0(a)}, {{{P 1(x̂)}, {Q0(f(x̂))}}, {{Q1(x̂)},
{Q0(a), R1(b)}, {R0(x̂)}}}, {Q1(f(b))} } is given in Figure 5. Since all leaves are
axioms it represents a (non-clausal) connection proof and, therefore, M∗

1 and F1 are
valid. This proof corresponds to the graphical proof representation given in Figure 1.

5 Correctness, Completeness and Complexity

In this section it is shown that the non-clausal connection calculus is sound and com-
plete. Furthermore, its complexity is compared to the clausal connection calculus.

5.1 Correctness

Definition 12 (Superset Path through Clause). Let p be a set of literals. p is a superset
path through C, denoted by C�p, iff there is path p′ through {C} with p′ ⊆ p.

{}, M̂, {P 0a,Q1x′, R1b, Q0fx̂}
A

{}, M̂, {P 0a,Q1x′, R1b}
A

{Q0fx̂}, M̂, {P 0a,Q1x′, R1b}
E

{{{P 1x̂}, {Q0fx̂}}}, M̂, {P 0a,Q1x′, R1b}
D

{},M ′, {P 0a,Q1x′} A

{R1b},M ′, {P 0a,Q1x′} E {},M ′, {P 0a} A

{Q1x′},M ′, {P 0a} E

{{{Q1x′}, {Q0a,R1b}, {R0x′}}},M ′, {P 0a} D {},M∗
1 , {}

A

{P 0a},M∗
1 , {}

E

ε,M∗
1 , ε

S

Fig. 7. A proof in the non-clausal connection calculus
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Lemma 1 (Correctness of the Non-Start Rules). If there is a connection proof for
C,M,Path with the term substitution σ, then there is a multiplicity μ such that every
path p through Mμ with Path⊆ p and C�p contains a σ-complementary connection.

Proof. The proof is by structural induction on the construction of connection proofs.
Induction hypothesis (IH): If Proof is a connection proof for C,M,Path with σ, then
there is a μ such that every path p through Mμ with Path⊆ p and C�p contains a
σ-complementary connection.

1. Axiom: Let {},M, Path be a connection proof. Let μ≡ 1 and σ(x)= x for all
x. Then {}�p holds for no path p throughMμ. Thus, IH follows.

2. Reduction: Let Proof
C,M,Path∪{L2} be a connection proof for C,M,Path∪{L2}

for some σ. According to IH there is a μ such that every p through Mμ with
Path∪{L2}⊆p and C�p contains a σ-complementary connection. Then the deriva-

tion
Proof

C,M,Path∪{L2}
C∪{L1},M, Path∪{L2} R

with τ(σ(L1))= τ(σ(L2)) for some term substitution

τ is a connection proof for C∪{L1},M, Path∪{L2}. Let μ′ :=μ and σ′ := τ ◦ σ.
Every path p′ through Mμ′

with Path∪{L2}⊆ p′ and C ∪{L1}�p′ contains a σ′-
complementary connection as well, since σ′(L1)=σ′(L2).

3. Extension: Let Proof1
C3,M [C1\C2], Path∪{L1} and Proof2

C,M,Path
be connection proofs for

C3, M [C1\C2], Path∪{L1} and C,M,Path, respectively, for some σ, with C3:=β-
clauseL2(C2), C2 is a copy of C1, C1 is an extension clause of M wrt. Path∪{L1},
and C2 contains the literal L2 with τ(σ(L1))= τ(σ(L2)) for some substitution τ .
According to IH there is a μ1 such that every path p through (M [C1\C2])μ1 with
Path∪ {L1}⊆ p and C3�p contains a σ-complementary connection, and there is a μ2

such that every p through Mμ2 with Path⊆ p and C�p contains a σ-complementary

connection. Then
Proof1

C3,M [C1\C2], Path∪{L1}
Proof2

C,M,Path

C∪{L1},M, Path
E

is a connection proof for

C∪{L1},M, Path. This last extension step is illustrated below. It has to be shown
that there is a multiplicity μ′ and a substitution σ′ such that every path p′ throughMμ′

with Path⊆ p′ and C ∪{L1}�p′ contains a σ′-complementary connection. Let M ′ be
the matrix M in which the (sub-)matrix {. . . , C1, . . .} that contains C1 is replaced by
the matrix {. . . , C1, C2, . . .}, i.e. the clause C2 is added to M as shown below.

⎡
⎢⎢⎢⎢⎢⎣

. . .

⎡
⎢⎢⎣

L1

.

.

.
C
.
.
.

⎤
⎥⎥⎦ . . .

⎡
⎢⎢⎢⎢⎢⎣

:⎡
⎢⎢⎣ . . .

⎡
⎢⎣

.

.

.[
. . . . . . . . .

]
.
.
.

⎤
⎥⎦

︸ ︷︷ ︸
C1

C3︷ ︸︸ ︷⎡
⎢⎣

.

.

.[
. . . L2 . . .

]
.
.
.

⎤
⎥⎦

︸ ︷︷ ︸
C2

. . .

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎦

. . .

⎤
⎥⎥⎥⎥⎥⎦

According to Def. 8 the following cases for the extension clause C1 need to be consid-
ered:

1. If the extension clause C1 contains a literal of Path, then every path p′ throughM ′

with Path∪{L1}⊆ p′ is a superset path through C2 as well, i.e. C2�p′.
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2. Otherwise, C1 is α-related to all literals in Path∪{L1} occurring in M ′.

(a) If C1 has no parent clause, then for every p′ through M ′ C1�p′ holds. Then
for every p′ throughM ′ with Path∪{L1}⊆p′ it is C1�p′ and hence C2�p′.

(b) Otherwise, the parent clause of C1 contains an element of Path∪{L1}. As
C1 is α-related to Path∪{L1}, there is a Ĉ containing a literal of Path∪{L1}
with C1, Ĉ ∈M̂ . Therefore, for every p′ throughM ′ with Path∪{L1}⊆ p′ it
is C1�p′ and thus C2�p′.

C3 is the β-clause of C2 with respect to L2, i.e. L2 and all clauses that are α-related
to L2 are deleted from C2. According to Def. 9 the only element deleted from a clause
is the literal L2. Therefore, for all p′ through M ′ with Path∪{L1}⊆ p′ it is C3�p′
or {L2}�p′. The same holds if copies of clauses are added to M ′. Let μ′ be the multi-
plicity where all copies according to μ1 and μ2 as well as the clause copy C2 are con-
sidered. Let σ′ := τ ◦ σ. Then C3�p′ or L2 ∈ p′ holds for every p′ through Mμ′

with
Path∪{L1}⊆p′. As there is a proof for C3,M [C1\C2], Path∪{L1} with σ, every
p through (M [C1\C2])μ1 , and hence through Mμ′

, with Path∪{L1}⊆p and C3�p
contains a σ-complementary, and hence a σ′-complementary connection. Furthermore,
every p′ with Path∪{L1}⊆ p′ that includes L2 contains a σ′-complementary connec-
tion as σ′(L1)=σ′(L2). Therefore, every p′ throughMμ′

with Path∪{L1}⊆p′ con-
tains a σ′-complementary connection. Then every p′ throughMμ′

, with Path⊆ p′ and
{L1}�p′ contains a σ′-complementary connection. As there is a proof for C,M,Path
with σ, every p throughMμ2 , and thus throughMμ′

, with Path⊆ p and C�p contains
a σ-complementary, and hence a σ′-complementary, connection. Then every p′ through
Mμ′

, with Path⊆ p′ and C ∪{L1}�p′ contains a σ′-complementary connection.

4. Decomposition: Let Proof
C ∪ C1,M, Path

be a connection proof forC∪C1,M, Path

for some σ. According to IH there is a μ such that every p through Mμ with Path⊆ p

andC ∪C1�p contains aσ-complementary connection. Then
Proof

C ∪ C1,M, Path

C∪{M1},M, Path
D

with

C1 ∈M1 is a connection proof for C∪{M1},M, Path. Let μ′ :=μ and σ′ :=σ. Every
p′ through Mμ′

with Path⊆p′ and C ∪{M1}�p′ contains a σ′-complementary con-
nection as well, since C1 ∈M1 and thus for all p′ the following holds: if C ∪{M1}�p′
then C ∪C1�p′. ��

Theorem 3 (Correctness of the Non-Clausal Connection Calculus). A formula F is
valid in classical logic, if there is a non-clausal connection proof for its matrix M .

Proof. Let M be the matrix of F . If there is a non-clausal connection proof for ε,M, ε,

it has the form
:

C2,M, {}
ε,M, ε

S
in which the clause C2 is a copy of C1 ∈M . There has to

be a proof for C2,M, {} for some σ. According to Lemma 1 there is a μ such that every
path p through Mμ with {}⊆p and C2�p contains a σ-complementary connection.
As {}⊆ p and C2�p hold for all p through Mμ, every path through Mμ contains a
σ-complementary connection. According to Theorem 1 the formula F is valid. ��



A Non-clausal Connection Calculus 237

5.2 Completeness

Definition 13 (Vertical Path Through Clause). Let X be a matrix, clause, or literal.
A vertical path p throughX , denoted by p‖X , is a set of literals ofX and inductively de-
fined as follows: {L}‖L for literal L; p‖M for matrix M where p‖C for some C ∈M ;
p‖C for clause C �= {} where p=

⋃
Mi∈C pi and pi‖Mi; {}‖C for clause C = {}.

Lemma 2 (Clauses and Vertical Paths). Let M be the (non-clausal) matrix of a first-
order formula F and M ′ be the matrix of the standard translation of F into clausal
form (see Example 1). Then for every clause C′ ∈M ′ there is an “original” clause
C ∈M with C′‖C. If there is a connection proof for C′,M, Path, then there is also
a connection proof for C,M,Path. This also holds if the clauses D′ :=C′ \ {L} and
D :=β-clauseL(C) are used, for some literal L, instead of C′ and C, respectively.

Proof. The existence of a clause C ∈M for every C′ ∈M ′ with C′‖C follows from
Def. 2 and Def. 13. C,M,Path can be derived from C′,M, Path by several decom-
position steps. In D the literal L and all clauses that are α-related to L, i.e. that do not
contain literals of D′, are deleted from C. Therefore, it is D′‖D and D,M,Path can
be derived from D′,M, Path as well. ��

Lemma 3 (Completeness of the Non-Start Rules). Let M be the matrix of a first-
order formula F and M ′ be the matrix of the standard translation of F into clausal
form. If there is a clausal connection proof for C,M ′, Path with the term substitution
σ, then there exists a non-clausal connection proof for C,M,Path with σ.

Proof. The idea is to translate a clausal connection proof for M ′ into a non-clausal
connection proof for M . The proof is by structural induction on the construction of
a clausal connection proof. Induction hypothesis: If there is a clausal connection proof
forC,M ′, Pathwith the term substitution σ, then there exists a non-clausal connection
proof for C,M,Path with the substitution σ. For the induction start the (only) axiom
of the calculus is considered. For the induction step reduction and extension rules are
considered. The axiom and reduction rule are essentially identical for the clausal and
non-clausal calculus. For the extension rule Lemma 2 has to be applied. The details of
the (straightforward) proof are left to the interested reader.

��

Theorem 4 (Completeness of the Non-Clausal Connection Calculus). If a formula
F is valid in classical logic, there is a non-clausal connection proof for its matrix M .

Proof. Let F be a valid formula, M be the non-clausal matrix of F and M ′ its matrix
in clausal form. According to Theorem 2 there exists a clausal connection proof forM ′

and for ε,M ′, ε. Let C′
2,M

′, ε be the premise of the start step in which C′
2 is a copy of

C′
1 ∈M ′. According to Lemma 3 there is a non-clausal proof for C′

2,M, ε. Let C1 be
the original clause of C′

1 in M . According to Lemma 2 there is a non-clausal proof for
C2,M, ε where C2 is a copy of C1. Thus, there is a proof for ε,M, ε and for M . ��



238 J. Otten

5.3 Complexity

Definition 14 (Size of Connection Proof). The size of a (clausal or non-clausal) con-
nection proof is the number of proof steps in the connection proof.

Theorem 5 (Linear Simulation of Clausal Calculus). Let M be the matrix of a for-
mula F and M ′ be the matrix of the standard translation of F into clausal form. Fur-
thermore, let n be the size of a clausal connection proof for M ′ and m be the size of its
largest subgoal clause. Then there is a non-clausal proof for M with size O(m ·n).

Proof. The same technique used for the proof of Lemma 3 can be used to translate a
clausal proof for M ′ into a non-clausal proof for M . Reduction steps can be directly
translated without any modifications. Every start or extension step is translated into one
start or extension step and a number of decomposition steps in the non-clausal proof,
respectively. The number of decomposition steps is limited by twice the size of the
subgoal clause in the clausal proof. ��

Theorem 6 (No Polynomial Simulation of Non-Clausal Calculus). Let M be the
matrix of a formula F and M ′ be the matrix of the standard translation of F into
clausal form. There is a class of formulae for which there is no clausal proof for M ′

with size O(nk) for a fixed k∈ IN , where n is the size of a non-clausal proof for M .

Proof. Consider the (valid) formula class ((∀x1P1x1)⇒ P1c1))∧ . . . ∧((∀xmPmxm)
⇒ Pmcm)) for some m∈ IN and the graphical representation of its matrix M shown
below. The non-clausal connection proof for M with the term substitution σ(xi)= ci,
for 1≤ i≤m, has the following (simplified) graphical matrix representation

⎡

⎢
⎢
⎢
⎢
⎣

⎡

⎢
⎢
⎢
⎢
⎣

[
[P 1

1 x1] [P 0
1 c1]

]

.

.

.[
[P 1

mxm] [P 0
mcm]

]

⎤

⎥
⎥
⎥
⎥
⎦

⎤

⎥
⎥
⎥
⎥
⎦

and consists of one start step,m decomposition steps, andm extension steps. Therefore,
the size of the non-clausal connection proof is n=2m+1. The clausal matrix M ′ has
the form {{P 1

1 x1, . . . , P
1
mxm}, {P 1

1 x1, . . . , P
0
mcm}, . . . , {P 0

1 c1, . . . , P
0
mcm}, {P 0

1 c1,
. . . , P 0

mcm}} and consists of m · 2m literals. In a clausal proof for M ′ every clause of
M ′ has to be considered, i.e. every literal of M ′ has to be an element of at least one
connection. Therefore,m · 2m−1 is the minimal number of connections and the minimal
size of every clausal connection proof for M ′. Hence, there is no clausal connection
proof for M ′ with size O(nk) for some fixed k ∈ IN .

��

Theorem 6 holds for the structure-preserving translation into clausal form introduced in
[12] as well. An example for an appropriate problem class is given in [2].

6 Optimizations and Extensions

In this section the connection calculus is further simplified. Some optimizations tech-
niques and an extension of the calculus to some non-classical logics are described.
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6.1 A Simplified Connection Calculus

If the matrices that are used in the non-clausal connection calculus are slightly modified,
the start and reduction rule are subsumed by the decomposition and extension rule.

Definition 15 (Simplified Connection Calculus). The simplified connection calculus
consists only of the axiom, the extension rule and the decomposition rule of the non-
clausal connection calculus (see Definition 10). It is shown in Figure 8.

Axiom (A) {},M, Path

Extension (E)
C3,M [C1\C2], Path∪{L1} C,M,Path

C∪{L1},M, Path

and C3:=β-clauseL2(C2),C2 is copy of C1,C1 is an extension clause
of M wrt. Path∪{L1}, C2 contains L2 with σ(L1) =σ(L2)

Decomposition (D)
C ∪ C1,M, Path

C∪{M1},M, Path
with C1∈M1

Fig. 8. The simplified connection calculus

Theorem 7 (Correctness & Completeness of the Simplified Connection Calculus).
Let F be a first-order formula and M its matrix. Let M∗ be the matrix M , in which all
literals L∈C with |C|> 1 in M are replaced by the matrix {{L}}. Then F is valid in
classical logic iff there is a simplified connection proof for {M∗},M∗, {}.

Proof. The start rule and the reduction rule are subsumed by the decomposition rule
and the extensions rule, respectively. As the remaining rules of the calculus are not
modified, the simplified connection calculus is correct and complete. ��

6.2 Optimizations

Positive Start Clause. As for the clausal connection calculus, the start clause of the
non-clausal connection calculus can be restricted to positive clauses.

Definition 16 (Positive Clause). A clause C is a positive clause iff there is a vertical
path p through C, i.e. C‖p, that contains only literals with polarity 0.

Lemma 4 (Positive Start Clause). The non-clausal connection calculus remains cor-
rect and complete, if the clause C1 of the start rule is restricted to positive clauses and
all clauses in C2 that are not positive are deleted from C2.

Proof. Correctness is preserved. Completeness follows from the fact that every con-
nection proof for M has to use all literals (within connections) from a vertical path p
through some clause C ∈M such that p contains only literals with polarity 0. ��

Regularity. Regularity is an effective technique for pruning the search space in clausal
connection calculi [9]. It can be used for the non-clausal calculus as well.
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Definition 17 (Regularity). A connection proof is regular iff there are no two literals
L1, L2 in the active path with σ(L1)= σ(L2).

The regularity condition is integrated into the calculus of Figure 6 by adding a restric-
tion to the reduction and extension rule: ∀L′ ∈C ∪{L1} : σ(L′) �∈σ(Path).

Lemma 5 (Regularity).M is valid iff there is a regular connection proof for M .

Proof. Regularity preserves correctness. Completeness follows from the fact that the
clausal connection calculus with regularity is complete [9] and that it can be simulated
by the non-clausal calculus with regularity (see Section 5.2). ��

Restricted Backtracking. Proof search in the (clausal and non-clausal) connection
calculus is not confluent, i.e. it might end up in dead ends. To achieve completeness
backtracking is required (see remarks in Section 2 and 4.2), i.e. alternative rules or rule
instances need to be considered. The main idea of restricted backtracking [12] is to cut
off any so-called non-essential backtracking that occurs after a literal is solved. Even
though this strategy is incomplete, it is very effective [12]. It can be used straight away
to prune the search space in the non-clausal connection calculus as well.

6.3 Non-classical Logics

The matrix characterization of classical validity (see Theorem 1) can be extended to
some non-classical logics, such as modal and intuitionistic logic [18]. To this end a
prefix, i.e. a string consisting of variables and constants, which essentially encodes the
Kripke world semantics, is assigned to each literal. For a σ-complementary connection
{L1 : p1, L2 : p2} not only the terms of both literals need to unify under a term substitu-
tion σ, i.e. σ(L1)= σ(L2), but also the corresponding prefixes p1 and p2 are required to
unify under a prefix substitution σ′, i.e. σ′(p1)= σ′(p2). Therefore, by adding prefixes
to the presented non-clausal connection calculus, it can be used for some non-classical
logics as well [8]. For the proof search an additional prefix unification algorithm [11,17]
is required that unifies the prefixes of the literals in every connection.

7 Conclusion

A formal non-clausal connection calculus has been introduced that can be used for
proof search in classical and some non-classical first-order logics. It does not require
the translation of the input formula into any clausal form but preserves its structure.
The calculus generalizes the clausal connection calculus by modifying the extension
rule and adding a decomposition rule. Copying of clauses is done in a dynamic way
and significant redundancy is removed by considering only β-clauses for new subgoal
clauses. Thus, the calculus combines the advantages of a non-clausal proof search in
tableau calculi [6] with the more goal-oriented search of clausal connection calculi [4].

In [7] a technique similar to β-clauses is used to prove completeness for non-clausal
connection tableaux. But this technique is not used explicitly within the tableau calculus
itself. Furthermore, only ground formulae are considered and a more general regularity
condition is used, which is not restricted to literals of the active path.
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This paper provides the formal basis for a planned competitive implementation of a
non-clausal connection calculus in an elegant and compact style [12,13]. Future work
includes the development of further non-clausal optimization techniques.

Acknowledgements. The author would like to thank Wolfgang Bibel for his helpful
comments on a preliminary version of this paper.
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Abstract. MetTeL is a generic tableau prover for various modal, intu-
itionistic, hybrid, description and metric logics. The core component of
MetTeL is a logic-independent tableau inference engine. A novel feature
is that users have the ability to flexibly specify the set of tableau rules to
be used in derivations. Termination can be achieved via a generalisation
of a standard loop checking mechanism or unrestricted blocking.

1 Introduction

MetTeL is a lightweight generic tableau prover implemented in Java. Its main
purpose is to provide a tool for experimenting with tableau calculi for newly
invented non-classical logics for which there are no known sound and complete
decision procedures. The first versions of MetTeL were designed for deciding
logics of metric and topology [4]. In 2005, when the implementation started,
there were no known tableau calculi for these logics. To allow for the testing of
different sets of tableau rules, much effort was invested in a generic, modular
design of MetTeL. A natural hierarchy of Java classes was implemented so
that tableau calculi could be implemented quickly and with little effort.

The extendable design led to quick implementations of tableau decision pro-
cedures for many other non-classical logics including, e.g., intuitionistic propo-
sitional logic, the expressive description logic ALBO [5], and the extension
ALBOid with role identity. Most recently, we have extended MetTeL with a
rule specification language giving users the facility to define the tableau rules
to be used during the derivation. Skolem terms have replaced the use of nom-
inals in the rules for expanding existential quantification formulae. MetTeL
provides several novel engineering solutions. For enforcing termination it im-
plements generic loop-checking mechanisms and is the first to implement the
unrestricted blocking mechanism introduced in [5].

MetTeL decides the following logics: classical and intuitionistic propositional
logic, hybrid logic HL(@,u) with the universal modality, the logicMT of metric
and topology, and all sublogics of the description logic ALBOid. At the moment,
MetTeL is the only tableau prover that can decide logics of metric and topol-
ogy and description logics with role negation [5]. Using the facility to specify
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K. Brünnler and G. Metcalfe (Eds.): TABLEAUX 2011, LNAI 6793, pp. 242–247, 2011.
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tableau rules MetTeL can be used as a prover for many other more expressive
or even undecidable logics. MetTeL has been compared on a class of metric and
topology problems with the first-order resolution provers Spass and Vampire,
where it performed better [4].

Closely related to MetTeL are the prover engineering platforms LoTREC [3]
and the Tableau WorkBench [1]. These systems give users the possibility to pro-
gram their own tableau prover for modal-type logics using meta-programming
languages for building and manipulating formulae, and controlling the tableau
derivation process. Being targeted at users and logicians with limited experience
in constructing tableau derivations or building tableau provers, the objective of
MetTeL is slightly different. MetTeL has been designed to have a simple and
easy to use input language. Tableau rules are specified following the standard
premises/conclusions notation found in the literature and are always interpreted
as expansion rules. The specification language is therefore easy to learn and re-
member. Notable is that Skolem terms are used and that these can occur in both
conclusion and premise positions of the same or different rules. E.g., the follow-
ing rule is specifiable in MetTeL: @g(i)♦j, @jp/@g(i)p | @i♦h(p, i, j), @h(p,i,j)p.
The rule partly formalises the co-cover property in models for modal logic S4,
where g(i) denotes a Skolem term representing the co-cover of nominal i, and
h(p, i, j) represents a successor of i depending on nominal j and proposition p [2].
Another difference is that LoTREC and the Tableau WorkBench do not yet im-
plement unrestricted blocking.

MetTeL is available from http://www.mettel-prover.org.

2 Input Syntax

The language for specifying formulae is a many-sorted language with five sorts,
namely, formulae, relational formulae (or roles), nominal terms including Skolem
terms, attributes and rational parameters from metric logic. The available prede-
fined connectives include negation ~, conjunction &, disjunction |, logical equiv-
alence <−>, implication −>, modal box and dia (synonyms: description logic
forall and exists), the ‘closer’ operator << of similarity logic, the @ operator
of hybrid logic, and the relational operators: inverse −, union +, intersection &,
negation ~, composition ;, and reflexive-transitive closure ∗. The language also
includes the propositional constants FALSE and TRUE and allows arbitrary names
for relational constants. E.g., although relational identity id is not a predefined
symbol it can be encoded in the rule specification language. Here are three ex-
amples of formulae specifiable in MetTeL:

box box{~(~R | S)} FALSE
( @i dia{R} j & @j dia{R} k ) −> @i dia{R} k
exists{a<x;a<y} P −> exists{a<(x+y)} P

The first formula encodes role inclusion R � S in ALBOid. The second formula
defines R as a transitive relation in hybrid logic. The last formula expresses
the triangle property of metric relations (if there is a path to a property P
consisting of two distances for an attribute a which are strictly less than x and y
respectively, then there is an a-distance to P which is strictly less than x + y).

http://www.mettel-prover.org
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The tableau rule specification language is illustrated by these examples.

@i (P|Q) / { @i P } | { @i Q };
@i (~P & ~Q) / { @i ~P, @i ~Q };
@i ~(dia{R} P), @i dia{R} j / { @j ~P };
@i dia{R} P / { @f[i,R,P] P, @i dia{R} f[i,R,P] };
@i P, @i ~P / { FALSE };

The premises and conclusions are separated by / and each rule is terminated
by ;. The first rule is the or rule, defined as a branching rule which creates a
splitting point adding @i P to the left branch and @i Q to the right branch.
The other rules are non-branching rules. The second rule is an instance of the
standard and rule. The third rule is the standard box rule rewritten in terms of
the negated diamond. Note the use of the Skolem term f[i,R,P] in the next
rule; it represents the created witness with dependence on i,R,P. Rules, like the
last rule, with FALSE belonging to the conclusion are closure rules.

3 Implementation Details

All expressions over the five sorts are internally represented as extensions of the
basic MettelExpression interface. For efficiency reasons, each kind of expression
is represented as a separate Java class which is not parameterised by connec-
tives. At runtime, the creation of expression objects is managed by means of
a factory pattern implemented as MettelObjectFactory and ensures that each ex-
pression is represented by a single object. Each class implementing the interface
MettelExpression is required to implement two methods: (i) a method for match-
ing the current object with the expression object supplied as a parameter. This
method returns the substitution which unifies the current expression with the
parameter. (ii) The second method is the inverse of the first method, i.e., it re-
turns an instance of the current expression with respect to a given substitution.

In order to allow user-defined rules, tableau rules are implemented by a single
class called MettelGeneralTableauRule.

Every expression undergoes on-the-fly preprocessing during its creation in the
appropriate factory object. The default implementation of the MettelObjectFactory
interface automatically simplifies formulae, removing, e.g., multiple negations in
subformulae and reformulating formulae in terms of a minimal and independent
set of connectives. Since there is a direct dependence between the connectives
and the specified rules, and all rules are created by a factory object, rules are
automatically simplified as well.

Various implementations of the MettelPreprocessor interface are available to
perform more complex preprocessing: E.g., MettelAtPreprocessor attaches @n0

to (unprefixed) formulae in the problem set, where n0 is a fresh nominal. The
MettelGodelPreprocessor translates intuitionistic formulae into modal logic S4.

Every node of the tableau is represented as a tableau state object comprising
of a set of formulae associated with the node and methods for manipulating the
formulae and realising rule applications.
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Rule application is implemented as follows. Every rule is applied to a tableau
state. A tuple of formulae from the set of active formulae associated with the
tableau state is selected and the formulae in the tuple are matched with the
premises of the chosen rule. Since matching is computationally expensive, it
is performed only once for any given formula and a premise of a rule. This is
achieved by maintaining sets of all the substitutions obtained from matching the
selected formula with the rule premise. All the selected formulae are discarded
from the set of active formulae associated with the rule. If the tuple of the selected
formulae match the premises of the rule, the resulting substitution object is
passed to the conclusions of the rule. The final result of a rule application is a
set of branches which are sets of formulae obtained by applying the substitution
to the conclusions of the rule.

Two blocking mechanisms for detecting ‘loops’ in derivations are implemented
in MetTeL. The first blocking mechanism is a generalisation of anywhere equal-
ity loop checking used in some description logic systems. The main difference
is that instead of requiring that all local rules are applied before rules that in-
troduce new nominal terms, every rule keeps track of formulae that depend on
a given nominal term. Once no more local rules are applicable to any pair of
nominals the blocking test is performed for the nominals. If successful, an equal-
ity is added to the current tableau state for subsequent rewriting. The second
available blocking mechanism is the unrestricted blocking mechanism [5]. This
is realised through a branching rule which attempts to equate nominal terms by
case analysis.

During the inference process nominal terms, including those introduced during
existential quantifier expansion, are kept in a linear ordering that is compatible
with the subterm ordering and the order in which they are introduced. As soon
as equalities are added by the blocking mechanisms or a tableau rule, these are
used to rewrite all expressions in the current branch. Larger nominal terms are
always rewritten to nominal terms smaller under the ordering.

4 Using ������

The binary version of MetTeL is distributed as a jar-file and requires Java
Runtime Environment, Version 1.5.0 or later. MetTeL can be called from the
command line as follows.
> java −jar mettel.jar [ −tbl <tabl−fname> ] [ −i <in−fname> ]

In which file the tableau calculus and the input problem are defined can be
specified with the −tbl and −i options. The predefined calculi can be used via
the options listed in Table 1. If the options are in conflict then the last one given
has priority. The input problem can optionally be read from standard input.

Assuming the sample tableau rules from Section 2 are stored in the file
sampleTableau.t.mtl, executing this command

> java −jar mettel.jar −tbl sampleTableau.t.mtl
box{R}(Q&P) & dia{R}~Q
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Table 1. Predefined tableau calculi

Option Tableau calculus for

-bool Classical propositional logic.
-hl Hybrid logic HL(@) with relational union and composition (Default).
-hlu Like -hl plus the universal modality.
-met Metric logic without the ‘closer’ operator.
-topo Metric logic with the topology operator but without the ‘closer’ operator [4].
-albo ALBO with the unrestricted blocking rule mechanism [5].
-alboid Like -albo plus identity

produces the output: Unsatisfiable. If the formula box{R}(Q&P)&dia{R}P
had been typed at the terminal, the output would have been:
Satisfiable
MODEL:[(@{f(n0,R,P)}P), (@{n0}(exists{R}f(n0,R,P))), (@{f(n0,R,P
)}(~((~Q)|(~P)))), (@{n0}(~((exists{R}((~Q)|(~P)))|(~(exists{R}P
))))), (@{n0}(~(exists{R}((~Q)|(~P))))), (@{n0}(exists{R}P)), (@
{f(n0,R,P)}Q)]
Filtered model:[(@{f(n0,R,P)}P), (@{n0}(exists{R}f(n0,R,P))), (@
{f(n0,R,P)}Q)]

As can be seen in this example models are presented in long and compact format.

5 Concluding Remarks

Mettel is a new type of tableau prover where users have the option of either
using one of several predefined tableau calculi or define their own set of tableau
rules to be used for constructing derivations. In order to make it even easier for
users to obtain an automated theorem prover designed for a specific logic we
plan to implement the tableau calculus synthesis framework described in [6] and
incorporate it into MetTeL.
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A Hypersequent System for Gödel-Dummett

Logic with Non-constant Domains
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Abstract. Gödel-Dummett logic is an extension of first-order intuition-
istic logic with the linearity axiom (A ⊃ B)∨ (B ⊃ A), and the so-called
“quantifier shift” axiom ∀x(A ∨ B(x)) ⊃ A ∨ ∀xB(x). Semantically, it
can be characterised as a logic for linear Kripke frames with constant
domains. Gödel-Dummett logic has a natural formalisation in hyperse-
quent calculus. However, if one drops the quantifier shift axiom, which
corresponds to the constant domain property, then the resulting logic has
to date no known hypersequent formalisation. We consider an extension
of hypersequent calculus in which eigenvariables in the hypersequents
form an explicit part of the structures of the hypersequents. This extra
structure allows one to formulate quantifier rules which are more refined.
We give a formalisation of Gödel-Dummett logic without the assumption
of constant domain in this extended hypersequent calculus. We prove cut
elimination for this hypersequent system, and show that it is sound and
complete with respect to its Hilbert axiomatic system.

1 Introduction

Gödel logics refer to a family of intermediate logics (i.e., logics between intuition-
istic and classical logics) that can be characterised by the class of rooted linearly
ordered Kripke models, or alternatively, as many-valued logics whose connectives
are interpreted as functions over subsets of the real interval [0, 1]. Its conception
dates back to the seminal work by Gödel on the (non-existence of) finite matrix
characteristic for propositional intuitionistic logic [14]. Dummett [12] gives an
axiomatisation of a (propositional) Gödel logic over an infinite set of truth val-
ues, by extending intuitionistic logic with the linearity axiom (A ⊃ B)∨(B ⊃ A).
This logic is called LC, but also known as Gödel-Dummett logic. In the first-
order case, Gödel logics (viewed as logics of linear Kripke frames) are usually
formalised with the assumption of constant domain, i.e., it assumes the same
domain of individuals for all worlds, which is captured via the quantifier shift
axiom (∀x.A ∨B) ⊃ ∀x.(A ∨B), where x is not free in B.

Traditional cut-free sequent calculi for LC have been studied in several pre-
vious works [21,10,1,13]. Due to the linearity axiom, the formalisation of LC in
traditional sequent calculi requires a non-standard form of introduction rule for
implication, e.g., in Corsi’s calculus [10], the introduction rule for ⊃ involves a
simultaneous introduction of several ⊃-formulae (see Section 6). Avron proposed
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another proof system for Gödel-Dummett logic in the framework of hypersequent
calculus [3] (see also [5] for related work on Gödel logics in hypersequent cal-
culi). A hypersequent is essentially a multiset of sequents. In Avron’s notation,
a hypersequent with n member sequents is written as Γ1 ⇒ C1 | · · · | Γn ⇒ Cn.
The structural connective | here is interpreted as disjunction.

In contrast to Corsi’s sequent calculus, the introduction rules for the hyper-
sequent calculus for Gödel-Dummett logic are the standard ones. Linearity is
captured, instead, using a structural rule, called the communication rule:

G | Γ,Δ⇒ C G | Γ,Δ⇒ D

G | Γ ⇒ C | Δ⇒ D
com

In the first-order case, a standard right-introduction rule for ∀ is

G | Γ ⇒ A(y)
G | Γ ⇒ ∀x.A(x) ∀r

where y is not free in the conclusion. Notice that in the premise of the rule, im-
plicitly the scope of y is over the entire hypersequent. If the structural connective
| is interpreted as disjunction and eigenvariables are interpreted as universally
quantified variables, the rule essentially encapsulates the quantifier shift axiom.
It would seem therefore that in the traditional hypersequent calculus, one is
forced to accept the quantifier shift axiom as part of the logic.

In this paper, we are interested in seeing whether there is a way to formalise
intermediate logics in hypersequent calculus in which the quantifier shift axiom
may not hold. We study a particular logic with this property, i.e., what is called
quantified LC in [11] (we shall refer to it as QLC below) , which is an extension
of the first-order intuitionistic logic with the linearity axiom (but without the
quantifier shift axiom). In semantic terms, this logic is just a logic of linearly
ordered frames with nested domains. A sequent calculus for this logic was first
considered by Corsi [10], and later Avellone, et. al. [2], where, again as in the
propositional case, there is a simultaneous introduction rule for both ∀ and ⊃ .

The key idea to the hypersequent formalisation of QLC here is to explicitly
represent eigenvariables as part of the structure of a hypersequent and to use
that extra structure to control the use of eigenvariables. The idea of explicit
representation of eigenvariables in sequent calculus is not new and has been
considered in the abstract logic programming literature, see e.g., [17]. An intu-
itionistic sequent in this case is a structure of the form Σ;Γ ⇒ C where Σ here
is a set of eigenvariables, called the signature of the sequent. The introduction
rules for ∀ would then be of the forms:

Σ � t : term G | Σ;A(t), Γ ⇒ C

G | Σ; ∀x.A(x), Γ ⇒ C
∀l

G | Σ, y;Γ ⇒ A(y)
G | Σ;Γ ⇒ ∀x.A(x) ∀r

Notice that in ∀r, the eigenvariable y is explicitly added to Σ (reading the rule
upward). Notice also that in instantiating a universal quantifier on the left, one
needs to be able to form the term t given the signature Σ. This is enforced by
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the judgment Σ � t : term in the premise. In the simplest case, it just means
that the free variables of t need to be already in Σ. It is easy to see that the
quantifier shift axiom may not be immediately provable using the above rules.

An immediate problem with the explicit representation of eigenvariables in
hypersequents is that there seems to be no way to interpret rules in the hy-
persequent calculus as valid formulae in QLC. This complicates the proof of
soundness of the hypersequent calculus via an encoding in the Hilbert system
for QLC (see the discussion in Section 5). For example, if one were to inter-
pret the signature Σ as universal quantifiers whose scope is over the sequent it
is attached to, then the com-rule (see Section 3) turns out to be unsound for
QLC. The solution attempted here is to interpret eigenvariables in a signature
as an encoding of an existence predicate, that was first introduced in Scott’s exis-
tence logic [19]. Intuitively, a sequent such as x;A(x)⇒ B(x) can be interpreted
as the formula E(x) ∧ A(x) ⊃ B(x), where E here is an existence predicate.
Using this interpretation, however, we cannot directly prove soundness of our
hypersequent system with respect to QLC, as QLC does not assume such an
existence predicate. To overcome this problem, we use a result by Iemhoff [15]
relating Gödel logics with non-constant domains with Gödel logics with constant
domains extended with the existence predicate. Section 5 gives more details of
this correspondence.

The remainder of this paper is structured as follows. Section 2 reviews the
syntax and the semantics of Corsi’s QLC. Section 3 presents a hypersequent
calculus for QLC, called HQLC, and Section 4 shows how cut elimination can
be proved for HQLC. The hypersequent system HQLC actually captures a
richer logic than QLC, as it permits a richer term language than that allowed in
QLC. What we aim to show here is that cut elimination still holds provided the
term formation judgment (Σ � t : term) satisfies four abstract properties, so our
cut elimination result applies to extensions of QLC with richer term structures.
Section 5 shows that HQLC, restricted to a term language containing only
constant symbols as in QLC, is sound and complete w.r.t. QLC. Section 6
discusses related work and some directions for future work.

2 Semantics and an Axiomatic System of Quantified LC

The language GD of first-order Gödel-Dummett logic with nested domain is as
in first-order intuitionistic logic. We consider here the connectives ⊥ (‘false’),
	 (‘true’), ∧, ∨, ⊃, ∃ and ∀. We assume some given constants, but do not
assume any function symbols. First-order variables are ranged over by x, y and z;
constants by a,b,c; and predicate symbols by p and q. Given a formula C, FV (C)
denotes the set of free variables in C. This notation generalizes straightforwardly
to sets of formulas, e.g., if Γ is a (multi)set of formulas, then FV (Γ ) is the set
of free variables in all the formulas in Γ.

A Kripke modelM for GD is a quadruple 〈W,R,D, I〉 where

– W is a non-empty set of worlds;
– R is a binary relation on W ;
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– D is the domain function assigning each w ∈ W a non-empty set Dw such
that Dv ⊆ Dw whenever vRw;

– I is an interpretation function such that for each w ∈ W , for each constant
c, Iw(c) ∈ Dw, and for each n-ary predicate p, Iw(p) ⊆ Dn

w, such that
Iv(c) = Iw(c) and Iv(p) ⊆ Iw(p) whenever vRw.

The forcing relation M, w |= A is defined as in the usual definition in first-
order intuitionistic logic (see, e.g., [24]). Let QLC [11] be the axiomatic system
extending Hilbert’s system for first-order intuitionistic logic (see, e.g., [23]) with
the linearity axiom (A ⊃ B) ∨ (B ⊃ A).

Theorem 1 ([11]). QLC is sound and complete with respect to GD, for the
class of Kripke models based on linearly ordered frames (reflexive, transitive,
connected and antisymmetric) with nested domains.

3 The Hypersequent System HQLC

Definition 2. A sequent is a syntactic expression of the form Σ;Γ ⇒ C where
Σ is a set of eigenvariables, Γ is a multiset of formulae and C is a formula.
Σ here is called the signature of the sequent. A hypersequent is a multiset of
sequents. When writing hypersequents, we shall use the symbol | to separate in-
dividual sequents in the multiset. Thus, the following is a hypersequent with n
members: Σ1;Γ1 ⇒ C1 | · · · | Σn;Γn ⇒ Cn.

A substitution θ is a mapping from variables to terms such that the domain of θ,
i.e., {x | θ(x) �= x} is finite. We denote with dom(θ) the domain of θ, and with
ran(θ) the range of θ, i.e., the set {θ(x) | x ∈ dom(θ)}. When we want to be
explicit about the domain and range of a substitution, we enumerate them as a
list of mappings, e.g, [t1/x1, . . . , tn/xn] denotes a substitution which maps xi to
ti, with domains {x1, . . . , xn}. A renaming substitution is a substitution which
is an injective map between variables.

Substitutions are extended to mappings from terms to terms or formulae to
formulae in the obvious way, taking care of avoiding capture of free variables
in the range of substitutions. Given a multiset Γ and a substitution θ, Γθ de-
notes the multiset resulting from applying θ to each element of Γ. The result of
applying a substitution θ to a signature Σ is defined as follows:

Σθ =
⋃
{FV (θ(x)) | x ∈ Σ}.

For example, if Σ = {x, y} and θ = [a/x, y/z] then Σθ = {y}. The result of
applying a substitution θ to a sequent Σ;Γ ⇒ C is the sequent Σθ;Γθ ⇒ Cθ.
Application of a substitution to a hypersequent is defined as applications of the
substitution to its individual sequents.

We shall assume a given relation � between a signature Σ and a term t,
capturing a notion of wellformedness of terms. We shall write Σ � t : term to
denote that the term t is wellformed under Σ. The judgment Σ � t : term can
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Cut and identity:

Σ;Γ, p(�t)⇒ p(�t) | H id
Σ;Γ ⇒ B | H1 Σ;B,Δ⇒ C | H2

Σ;Γ,Δ⇒ C | H1 | H2
cut

Structural rule:

Σ1, Σ2;Γ,Δ⇒ B | Σ2;Δ⇒ C | H Σ1;Γ ⇒ B | Σ1, Σ2;Γ,Δ⇒ C | H
Σ1;Γ ⇒ B | Σ2;Δ⇒ C | H com

Logical rules:

Σ;⊥, Γ ⇒ A | H ⊥l
Σ;Γ ⇒ � �r

Σ;Γ,A ⊃ B ⇒ A | Σ;Γ,A ⊃ B ⇒ C | H Σ;Γ,A ⊃ B,B ⇒ C | H
Σ;Γ,A ⊃ B ⇒ C | H ⊃ l

Σ;Γ,A⇒ B | H
Σ;Γ ⇒ A ⊃ B | H ⊃ r

Σ;Γ,A1, A2 ⇒ B | H
Σ;Γ,A1 ∧A2 ⇒ B | H ∧l Σ;Γ ⇒ A | H Σ;Γ ⇒ B | H

Σ;Γ ⇒ A ∧ B | H ∧r

Σ;Γ,A⇒ C | H Σ;Γ,B ⇒ C | H
Σ;Γ,A ∨B ⇒ C | H ∨l

Σ;Γ ⇒ A1 | Σ;Γ ⇒ A2 | H
Σ;Γ ⇒ A1 ∨A2 | H ∨r

Σ 	 t : term Σ;Γ,A[t/x],∀x.A⇒ B | H
Σ;Γ,∀x.A⇒ B | H ∀l

Σ, y;Γ ⇒ A[y/x] | H
Σ;Γ ⇒ ∀x.A | H ∀r

Σ, y;Γ,A[y/x]⇒ B | H
Σ;Γ, ∃x.A⇒ B | H ∃l Σ 	 t : term Σ;Γ ⇒ A[t/x] | Σ;Γ ⇒ ∃x.A | H

Σ;Γ ⇒ ∃x.A | H ∃r

Fig. 1. The hypersequent system HQLC. In the rules ∃l and ∀r, the eigenvariable y
is not free in the conclusion.

be seen as a typing judgment familiar from programming languages. It can also
be thought as a formalisation of a form of existence predicate from existence
logic [19] (see Section 5).

For the purpose of proving cut-elimination, the particular definition of the
judgment � is not important, as long as it satisfies the following properties:

P1 If Σ � t : term then FV (t) ⊆ Σ.
P2 If Σ � t : term and x �∈ Σ, then Σ, x � t : term.
P3 If Σ � t : term and θ is a renaming substitution, then Σθ � tθ : term.
P4 If Σ, x � t : term, where x �∈ Σ, and Σ � s : term then Σ � t[s/x] : term.
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A consequence of P1 is that (Σ � x : term) implies x ∈ Σ. The converse does
not hold in general, e.g., consider the case where � is the empty relation.

In the case of QLC, since we assume no function symbols, the term formation
rule is very simple; Σ � t : term holds iff either t is a constant or it is a variable
in Σ. It is obvious that P1 – P4 hold in this case. But in general, any term
formation judgments that satisfy the above four properties can be incorporated
in our proof system and cut elimination will still hold. For example, one can have
a term language based on Church’s simply typed λ-calculus, e.g., as in the (first-
order/higher-order) intuitionistic systems in [17]. The term formation judgment
in this case would be the usual typing judgment for simply typed λ-calculus.

The hypersequent system HQLC is given in Figure 1. Notice that unlike tra-
ditional hypersequent calculi for Gödel-Dummett logic, HQLC does not have
external weakening or external contraction rules. Both contraction and weaken-
ing are absorbed into logical rules. But as we shall see in Section 4, weakening and
contraction are admissible in HQLC. Admissibility of contraction allows one to
simplify slightly the Gentzen style cut elimination for HQLC (see Section 4).
The ∨r rule is non-standard, but is needed to absorb contraction. If one ignores
the signature part of the hypersequents and the term formation judgments, the
inference rules of HQLC are pretty standard for a hypersequent calculus.

Given a formula A, we say that A is provable in HQLC if the sequent
FV (A); .⇒ A is derivable in HQLC.

4 Cut Elimination for HQLC

The cut elimination proof presented here is a variant of a Gentzen style cut
elimination procedure for Gödel-Dummett logic [3,5]. But we note that it is also
possible to extend the Schütte-Tait style of cut elimination in [4,9] to HQLC.
We use a different form of multicut (see Section 4.3) to simplify slightly the main
argument in cut elimination, but the proof is otherwise a fairly standard Gentzen
style cut elimination proof. Before we proceed to the main cut elimination proof,
we first establish some properties of derivations and rules in HQLC. Some proofs
are omitted here, but they can be found in an extended version of this paper.

In a derivation of a hypersequent, one may encounter eigenvariables which
are not free in the root hypersequent; we call these internal eigenvariables of the
derivation. The names of those eigenvariables are unimportant, so long as they
are chosen to be sufficiently fresh, in the context of the rules in which they are
introduced. It is easy to prove by induction on the length of derivation and the
fact that � is closed under renaming (property P3) that given a derivation of a
hypersequent, there is an isomorphic derivation of the same hypersequent which
differs only in the choice of naming of the internal eigenvariables. In the follow-
ing proofs, we shall assume implicitly such a renaming is carried out during an
inductive step so as to avoid name clash. Given a derivation Π , we denote with
|Π | its length.
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4.1 Signature Weakening and Substitution

Lemma 3 (Signature weakening). Let Π be a derivation of the hypersequent
Σ;Γ ⇒ Δ | H. Then for every variable x, there is a derivation Π ′ of Σ, x;Γ ⇒
Δ | H such that |Π ′| = |Π |.
Proof. By simple induction on |Π | and property P2. ��
Definition 4. A substitution [t/x] is said to respect a sequent Σ;Γ ⇒ C if
x ∈ Σ ∪FV (Γ,C) implies Σ \ {x} � t : term. It is said to respect a hypersequent
H if it respects every sequent in H.

Lemma 5 (Substitution.). Let Π be a derivation of a hypersequent H and let
[t/x] be a substitution respecting H. Then there exists a derivation Π ′ of H [t/x]
such that |Π ′| = |Π |.
Proof. By induction on Π . The only non-trivial cases are when Π ends with ∀l
or ∃r. We show the former here, the latter can be dealt with analogously. So
suppose Π is as shown below (we assume w.l.o.g. y is not free in H):

Σ � s : term
Π1

Σ;Γ,A[s/y]⇒ B | H ′

Σ;Γ, ∀y.A⇒ B | H ′ ∀l

Then Π ′ is the derivation below

Σ′ � s[t/x] : term
Π ′

1

Σ′;Γ [t/x], A[t/x][s[t/x]/y]⇒ B[t/x] | H ′[t/x]
Σ′;Γ [t/x], ∀y.A[t/x]⇒ B[t/x] | H ′[t/x]

∀l

where Σ′ = Σ[t/x] and Π ′
1 is obtained from the induction hypothesis. Note that

as y is not free in t, we have A[t/x][s[t/x]/y] = A[s[t/x]/y][t/x], so the induction
hypothesis is indeed applicable to Π1.

We still need to make sure thatΠ ′ is indeed a well-formed derivation, i.e., that
the judgment (Σ′ � s[t/x] : term) is valid. There are two subcases to consider.
The first is when x ∈ Σ, i.e., Σ = Σ′ ∪ {x}. The fact that Σ � s[t/x] : term
holds follows from property P4 of the relation � .

Otherwise, x �∈ Σ. In this case we have Σ′ = Σ and Σ � s : term. The
latter, together with P1, implies that x �∈ FV (s), and therefore s[t/x] = s and
Σ′ � s[t/x] : term holds. ��

4.2 Invertible and Admissible Rules

A rule ρ is said to be strictly invertible if for every instance of ρ, whenever its
conclusion is cut-free derivable, then there is a cut-free derivation with the same
or smaller length of for each of its premises. We say that ρ is invertible if it
satisfies the same condition, except for the proviso on the length of derivations.

Lemma 6. Suppose Π is a derivation of Σ;Γ ⇒ C | H. Then for any A, there
exists a derivation Π ′ of Σ;A,Γ ⇒ C | H such that |Π | = |Π ′|.
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Lemma 7. The rules ∧l, ∧r, ∨l, ⊃ r, ∃l and ∀r are strictly invertible.

Proof. Straightforward by induction on the length of derivation. In the cases of
∃l and ∀r, we need Lemma 3, and in the case of ⊃ r, we need Lemma 6. ��

Lemma 8. The rule ∨r is invertible.

A rule ρ is said to be admissible if whenever all its premises are cut-free derivable,
then its conclusion is also cut-free derivable, without using ρ. It is said to be
height-conserving admissible if given the derivations of its premises, one can
derive the conclusion with less or the same length as the maximum length of its
premise derivations. Using the invertibility of rules in Lemma 7 and Lemma 8,
it can be proved that the following structural rules are admissible:

Σ;Γ ⇒ B | H
Σ;A,Γ ⇒ B | H wl

Σ;A,A, Γ ⇒ B | H
Σ,A, Γ ⇒ B | H cl

H
H | G

ew
H | H
H

ec

Lemma 9. The rules wl and cl are height-conserving admissible.

Lemma 10. The rules ew and ec are admissible.

4.3 Cut Elimination

We first generalise the cut rule to the following multicut

Σ1;Δ1 ⇒ A | H1 · · · Σn;Δn ⇒ A | Hn G

Σ1;Δ1, Γ1 ⇒ B1 | · · · | Σn;Δn, Γn ⇒ Bn | H1 | · · · | Hn | H
mc

where G is the hypersequent Σ1;A,Γ1 ⇒ B1 | · · · | Σn;A,Γn ⇒ Bn | H. The
formula A is called the cut formula of the mc rule. The premise Σi;Δi ⇒ A | Hi

is called a minor premise of the mc rule. The premise G is called the major
premise. Notice that each minor premise pairs with only one sequent in the
major premise, unlike Avron’s extended multicut [3] where the minor premise
can pair with more than one sequent in the major premise.

A version of multicut similar to mc was proposed by Slaney [20] and was later
used by McDowell and Miller in a cut-elimination proof for an intuitionistic
logic [16]. In permutation of mc over (implicit) contraction in logical rules in
the major premise, there will be no need to contract the hypersequents in the
corresponding minor premise as is typical in Gentzen’s multicuts, but one would
instead duplicate the derivation of the minor premise (see the cut elimination
proof below for more details). The use of mc allows one to simplify slightly the
structure of the main arguments in the cut elimination proof (i.e., permutation of
mc rule over other rules). In the cut elimination proof in [5], which uses Avron’s
multicuts [3], one needs to prove a lemma concerning cut-free admissibility of
certain generalised ∃l and ∨r rules, e.g.,
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H | Γ1, A(a)⇒ C1 | · · · | Γn, A(a)⇒ Cn

H | Γ1, ∃x.A(x)⇒ C1 | · · · | Γn, ∃x.A(x)⇒ Cn
∃l∗

where a is not free in the conclusion. The need to prove admissibility of this rule
(and a similar version for ∨l) does not arise in here, due to the admissibility of
(both internal and external) contraction and the mc rule.

The cut rank of an instance of an mc rule, with minor premise derivations
Π1, . . . , Πn, major premise derivation Π , and cut formula A, is the triple

〈|A|, |Π |, {|Π1|, . . . , |Πn|}〉

of the size of the cut formulae, the length of the major premise derivation, and
the multiset of lengths of the minor premise derivations. Cut ranks are ordered
lexicographically, where the last component of the triple is ordered according to
multiset ordering. It can be shown that this order is wellfounded.

Theorem 11. Cut elimination holds for HQLC.

Proof. Suppose we have a derivation Ξ ending with an mc, with minor premise
derivations Π1, . . . , Πn and major premise derivation Π , and the cut formula A.
We assume w.l.o.g. that all Πi and Π are cut free. Cut elimination is proved by
induction on the cut rank, by removing the topmost cuts in succession.

We show that, we can reduce the mc rule to one with a smaller cut rank.
In the reduction of mc, the last rule applied to the major premise derivation
will determine which of the minor premises is selected for reduction. Note that
since the order of the sequents in the major premise and the order of the minor
premises in mc do not affect the cut rank, w.l.o.g., we assume that the derivation
Π ends with a rule affecting Σ1;A,Γ1 ⇒ C1, and/or Σ2;A,Γ2 ⇒ C2 (if it ends
with a com rule). So, in the case analysis on the possible reductions we shall
only look at the first and/or the second minor premises.

If Π ends with any rule affecting only H , then the mc rule can be easily
permuted up over the rule, and it is eliminable by the induction hypothesis.

Otherwise, Π must end with a rule affecting one (or two, in case of com) of
the sequents used in the cut rule. Without loss of generality, assume it is either
the first and/or the second sequent. There are several cases to consider. We show
a case involving the ∃ quantifier to illustrate the use of the substitution lemma.

Suppose Π1 ends with ∃r and Π ends with ∃l, both with the cut formula as
the principal formula, i.e., they are of the following forms, respectively:

Σ1 � t : term
Π ′

1

Σ1;Δ1 ⇒ A′(t) | Σ1;Δ1 ⇒ ∃x.A′(x) | H1

Σ1;Δ1 ⇒ ∃x.A′(x) | H1
∃r

Ψ
Σ1, x;A′(x), Γ1 ⇒ B1 | · · ·
Σ1; ∃x.A′(x), Γ1 ⇒ B1 | · · ·

∃l

Let Ξ1 be
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Π2

Σ2;Δ2 ⇒ A | H2

· · · Πn

Σn;Δn ⇒ A | H2

Ψ [t/x]
Σ1;A′(t), Γ1 ⇒ B1 | · · ·

Σ1;A′(t), Γ1 ⇒ B1 | Σ2;Δ2, Γ2 ⇒ B1 | · · · | Σn;Δn, Γn ⇒ Bn | · · ·
mc

where Ψ [t/x] is the result of substituting x by t in Ψ (see Lemma 5). Let Ξ2 be

Π ′
1

Σ1;Δ1 ⇒ A′(t) | Σ1;Δ1 ⇒ A | H1

Π2· · ·
· · · Πn· · · Π· · ·

Σ1;Δ1 ⇒ A′(t) | Σ1;Δ1, Γ1 ⇒ B1 | · · ·
mc

Then Ξ reduces to the derivation:

Ξ1

Σ1;Δ1 ⇒ A′(t) | Σ1;Δ1, Γ1 ⇒ B1 | · · ·
Ξ2

Σ1;A′(t), Γ1 ⇒ B1 | · · ·
Σ1;Δ1, Γ1 ⇒ B1 | Σ1;Δ1, Γ1 ⇒ B1 | · · ·

mc

Σ1;Δ1, Γ1 ⇒ B1 | · · · | Σn;Δn, Γn ⇒ Bn | · · ·
ec

where the double lines indicate multiple applications of the rule ec (which is
cut-free admissible by Lemma 10). It is clear that the cut ranks in the reduct
of Ξ are smaller than the cut rank of Ξ so by the induction hypothesis, all the
cuts in the reduct can be eliminated. ��

5 Soundness and Completeness of HQLC

One way of proving soundnesss of HQLC would be to interpret hypersequents
as formulae, and show that the formula schemes corresponding to inference rules
can be proved in the Hilbert system QLC. Unfortunately, there does not seem
to be an easy way to interpret hypersequent rules as valid formulae in QLC.
The main problem is in the interpretation of eigenvariables in hypersequents,
in particular, their intended scopes within the hypersequents. If a variable, say
x, appears in the signatures of two different sequents in a hypersequent, then
there is a question of what should be the scope of that variable. There are two
possible encodings: one in which the signature in a sequent is seen as implicitly
universally quantified over the sequent, and the other in which the scope of
signatures is over the entire hypersequent. Consider for example the following
hypersequent:

x, y;A(x, y)⇒ B(x, y) | x, z;C(x, z)⇒ D(x, z).

The standard encoding of hypersequents without signatures is to interpret⇒ as
implication and | as disjunction. If we interpret signatures as having local scopes
over the individual sequents, then the above hypersequent would be encoded as

(∀x∀y.(A(x, y) ⊃ B(x, y)) ∨ (∀x∀z.(C(x, z) ⊃ D(x, z)).
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If we interpret signatures as having global scopes, then the two occurrences
of x in the signatures will be identified as a single universal quantifier:

∀x∀y∀z.(A(x, y) ⊃ B(x, y)) ∨ (C(x, z) ⊃ D(x, z)).

Under the second interpretation, the ∀r rule is obviously invalid in QLC as its
validity would entail the quantifier shift axiom. Under the first interpretation,
the com-rule would be unsound. To see why, consider the hypersequent:

x; p(x)⇒ q(x) | x; q(x)⇒ p(x).

This hypersequent is provable in HQLC. But if we follow the first interpreta-
tion, then it would entail that (∀x.p(x) ⊃ q(x)) ∨ (∀x.q(x) ⊃ p(x)) is valid in
QLC, which is wrong, as it is not valid even classically. It might be possible to
reformulate the com-rule to avoid this problem, but it is at present not clear
how this could be done.

The approach followed in this paper is to interpret the rules of HQLC in a
Gödel-Dummett logic extended with an existence predicate [15]. The existence
predicate was introduced by Scott [19] in an extension to intuitionistic logic,
and has recently been formalised in sequent calculus [6]. We first extend the lan-
guage of intuitionistic logic with a unary predicate E representing the existence
predicate. The semantics of the extended logic is as in intuitionistic logic, but
with the interpretation of the existence predicate satisfying: Iw(c) ∈ Iw(E) for
every w ∈W and every constant symbol c in QLC.

Let GDc be the standard Gödel-Dummett logic with constant domain, and let
GDce be GDc extended with the existence predicate. The key to the soundness
proof is a result by Iemhoff [15] which relates GD and GDce. This is achieved via
a function �.� encoding an intuitionistic formula without the existence predicate
into one with the existence predicate, satisfying:

– �p(�t)� = p(�t), for any predicate symbol p,
– �.� commutes with all propositional connectives,
– �∃x.A� = ∃x.E(x) ∧ �A�, and
– �∀x.A� = ∀x.E(x) ⊃ �A�.

The following is a corollary of a result by Iemhoff (see Lemma 4.3 in [15]).

Theorem 12. A closed formula A is valid in GD iff �A� is valid in GDce.

The soundness proof below uses the following interpretation of sequents and
hypersequents. Given a multiset Γ = {A1, . . . , An}, we denote with �Γ � the
formula �A1� ∧ · · · ∧ �An�. Given a set of eigenvariable Σ = {x1, . . . , xn}, we
write E(Σ) to denote the formula E(x1)∧· · · ∧E(xn). Let τs be a function from
sequents to formulaes such that

τs(Σ;Γ ⇒ C) = E(Σ) ∧ �Γ � ⊃ �C�.

The function τh mapping a hypersequent to a formula is defined as:

τh(S1 | · · · | Sn) = ∀�x.
∨

i

τs(Si)
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where �x is the list of all variables in the hypersequent and each Si is a sequent.
We shall overload the symbol τh to denote the translation function for the term
formation judgment, which is defined as follows (where Σ = {�x}):

τh(Σ � t : term) = ∀�x.E(Σ) ⊃ E(t).

For the remainder of this section, we shall assume that the term formulation
judgment � is defined as follows:

x ∈ Σ
Σ � x : term Σ � c : term c is a constant

Since the domains are assumed to be always non-empty, we assume that there
is at least one constant symbol. It is easy to show that properties P1 – P4 hold
for this definition of � . Additionally, we also have the following lemma.

Lemma 13. For any term t, Σ � t : term, provided that FV (t) ⊆ Σ.

Lemma 14. If H is provable in HQLC then τh(H) is valid in GDce.

Proof. Given a rule ρ with premises H1, . . . , Hn and conclusion H , we show that
if τh(H1), . . . , τh(Hn) are valid in GDce then τh(Hn+1) is valid in GDce. It is
not difficult to verify that (e.g., using the hypersequent system in [5])

τh(H1) ∧ · · · ∧ τh(Hn) ⊃ τh(Hn+1)

is a tautology in GDc, hence it is also valid in GDce. Therefore a cut-free deriva-
tion in HQLC can be simulated by a chain of modus ponens using the tautologies
encoding its rule instances, with two assumptions: the encodings of the identity
rule and the term formation judgment. The former is obviously valid, so we show
the latter. That is, τh(Σ � t : term) is valid in GDce, whenever Σ � t : term
holds. This is straightforward from the definition of � . ��

Theorem 15. If A is provable in HQLC then A is provable in QLC.

Proof. We first show that for every closed formula A, if A is provable in HQLC
then A is provable in QLC. By Lemma 14, τh(FV (A); .⇒ A) is valid in GDce.
Since A is closed, FV (A) = ∅, therefore τh(FV (A); . ⇒ A) = �A�. Then, by
Theorem 12, A is valid in GD, and by Theorem 1, A is provable in QLC.

Now, if A is not closed, i.e., FV (A) �= ∅, then we have that ∀�x.A, where
{�x} = FV (A), is also provable in HQLC, hence by the above result, ∀�x.A is
provable in QLC. To show that A is also provable in QLC, we do a detour
through Corsi’s sequent calculus for QLC [10], where it is easily shown that
∀�x.A is provable iff A is provable in the sequent calculus. ��

Theorem 16. If A is provable in QLC then A is provable in HQLC.

Proof. We first show that whenever A is provable in QLC then the sequent
Σ; .⇒ A is derivable in HQLC for some Σ ⊇ FV (A). This is done by induction
on the length of derivation in QLC.



260 A. Tiu

It is enough to show that every instance of the axioms of QLC and its infer-
ence rules, modus ponens and the quantifier introduction (i.e., generalisation),
are derivable in HQLC. The generalisation rule is trivially derivable. To derive
modus ponens, in addition to using cut, we need Lemma 3 and Lemma 7 (in-
vertibility of ⊃). The linearity axiom is easily derived using the com-rule. The
non-trivial part is the derivations of the following axioms that involve quantifiers:

(Ax1) ∀x.A ⊃ A[t/x] (Ax2) A[t/x] ⊃ ∃x.A

We show here a derivation of (any instance of) (Ax1); the other is similar. In
this case, we let Σ be the set of all free variables in (Ax1). Then we have:

Σ � t : term Σ; ∀x.A,A[t/x]⇒ A[t/x] id

Σ; ∀x.A⇒ A[t/x] ∀l

Σ; .⇒ ∀x.A ⊃ A[t/x]
⊃ r

Note that the judgment Σ � t : term is valid, by Lemma 13.
Now, we need to show that A is provable in HQLC, i.e., that the sequent

FV (A); . ⇒ A is derivable. By the above result, we have a derivation Π of the
sequent Σ; .⇒ A for some Σ ⊇ FV (A). Note that Σ may contain more variables
than FV (A). But since we assume that the domains are non-empty, we have at
least one constant, say c, in the language. Let �y be the variables in Σ \ FV (A).
Then by applying the substitution lemma (Lemma 5), i.e., substituting all �y
with c, to Π , we get a derivation of FV (A); .⇒ A. ��

The derivation of ∀x.A ⊃ A[t/x] in the completeness proof above relies on
the underlying assumption that all closed terms denote existing objects (see
Lemma 13). A similar completeness result is shown in [6], where Gentzen’s LJ
is shown to be equivalent to a specific existence logic called LJE(ΣL). The in-
tuitionistic fragment of HQLC can be seen as the equivalent of LJE(ΣL).

6 Related and Future Work

A cut-free sequent calculus for QLC was first introduced by Corsi in [10]. Avel-
lone, et. al., gave a tableau calculus for the same logic [2], and showed how their
tableau calculus can also be converted into a cut-free sequent calculus. Both se-
quent calculi are multiple-conclusion calculi and use a simultaneous introduction
rule for ⊃ and ∀:

Γ,A1 ⇒ B1, Δ1 · · · Γ,Am ⇒ Bm, Δm Γ ⇒ C1(a), Λ1 · · · Γ ⇒ Cn(a), Λn

Γ ⇒ Δ

where Δ = {A1 ⊃ B1, , · · · , Am ⊃ Bm, ∀x.C1(x), · · · , ∀x.Cn(x)}, Δi = Δ\ {Ai ⊃
Bi} and Λi = Δ \ {∀x.Ci(x)}.

The idea of giving quantifiers an explicit structural component in sequents has
been considered in a number of previous work. Wansing [25] studies substructural
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quantifiers in modal logic, in which the Barcan formula may or may not hold,
using the display calculus framework. The treatment of quantifiers as structural
connectives has also been explored in the calculus of structures, e.g., [7,22], and
in nested sequent calculi [8].

As should be clear from the soundness proof in Section 5, the existence pred-
icate is implicit in our notion of hypersequents. One could also consider an
approach where the existence predicate is an explicit part of the language of
hypersequents and extends the methods in [6] to prove cut elimination. In this
setting, the term formation judgment would be encoded as a set of axioms gov-
erning the derivability of the existence predicate, and a form of cut elimination
can be proved following [6], showing that cuts can be restricted to a simple form
where the cut formula contains only the existence predicate.

We note that although we prove soundness w.r.t. a logic without function
symbols, the soundness proof shown here can be generalised straightforwardly
to logics with function symbols.

From a proof theoretic perspective, the solution proposed here is not entirely
satisfactory, due to the lack of a clear formula-interpretation of hypersequents,
hence the inability to get a direct encoding of HQLC into the Hilbert axiomatic
system QLC. It would seem more natural to treat the signature in a sequent
as binders, along the line of the framework proposed in [8]. This would entail a
move from hypersequent to a sort of nested hypersequent (or perhaps a variant
of tree-hypersequent [18]) and deep-inference rules. Our reliance on the semantic
correspondence in Theorem 12 means that the current approach is difficult to
generalize to other logics where the existence predicate is not so well understood.
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a survey. J. Log. Comput. 13(6), 835–861 (2003)

6. Baaz, M., Iemhoff, R.: Gentzen calculi for the existence predicate. Studia Log-
ica 82(1), 7–23 (2006)
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Abstract. Probabilistic guidance based on learned knowledge is added
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typical mathematical setting of solving many problems in a large com-
plex theory, learning from successful solutions is then used for guiding
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further construction and training of self-learning AI mathematical ex-
perts on large mathematical libraries, some of which are discussed. The
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connection tableau calculus, and the initial implementation in the leanCoP sys-
tem using an interface to an external advice system. The paper is organized as
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machine learning (data-driven) paradigm and its use in guiding automated rea-
soning. Section 3 shortly summarizes the existing leanCoP theorem prover based
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external machine learning guidance with a tableau prover. Section 5 describes
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1.1 Large-Theory Automated Reasoning

In the recent years, increasing amount of mathematics and knowledge in gen-
eral is being expressed formally, in computer-understandable and computer-
processable form. Large formal libraries of re-usable knowledge are built with
interactive proof assistants, like Mizar, Isabelle, Coq, and HOL (Light). For exam-
ple, the large Mizar Mathematical Library (MML) contains now (February 2011)
over 1100 formal articles from various fields, covering substantial part of under-
graduate mathematics. At the same time, the use of the formal approach is also
increasing in non-mathematical fields, for example in software and hardware ver-
ification and in common-sense reasoning about real-world knowledge. This again
leads to growth of formal knowledge bases in these fields.

Large formal theories are a recent challenge for the field of automated rea-
soning. The ability of ATP systems to reason inside large theories has started
to improve after 2005, when first-order ATP translations of the particular for-
malisms used e.g. by Mizar [16], Isabelle [5], SUMO, and Cyc started to appear,
and large theory benchmarks and competitions like MPTP Challenge and CASC
LTB were introduced. The automated reasoning techniques developed so far for
large theories can be broadly divided into two categories:

1. Techniques based purely on heuristic symbolic analysis of formulas available
in problems.

2. Techniques taking into account also previous proofs.

The SInE preprocessor by Kryštof Hoder [4,17] seems to be so far the most suc-
cessful heuristic in the first category. In domains like common-sense reasoning
that typically lack large number of previous nontrivial and verified proofs and
lemmas, and mostly consist of hierarchic definitions, such heuristics can some-
times even provide complete strategies for these domains.2 MaLARea [18] is an
example of a system from the second category. It is strong in hard mathematical
domains, where the knowledge bases contain much less definitions than nontriv-
ial lemmas and theorems, and previous verified proofs can be used for learning
proof guidance. This approach is described in the next section, giving motivation
for the work described in this paper.

2 Machine Learning in Large Theory ATP

Thedata-driven [12] approaches to constructing algorithmshavebeen recently suc-
cessful in AI domains like web search, consumer choice prediction, autonomous
vehicle control, and chess. In contrast to purely theory-driven approaches, when
whole algorithmsare constructed explicitlybyhumans, thedata-drivenapproaches
rely on deriving substantial parts of algorithms from large amounts of data. In the
ATP domain, the use of machine learning started to be explored by the Munich

2 For example, a Prolog-based premise selection preprocessor was used by Vampire in
the CYC category of the 2008 CASC LTB competition to solve all problems.
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group [3]. The E prover [11] by Stephan Schulz contains several hooks where al-
gorithms can be optimized based on machine learning. The most advanced tech-
nique there being probably matching of abstracted previous proof traces for guid-
ing the inference (given clause loop) process. Simpler techniques like optimization
of strategy selection or scheduling are used not only by E prover, but also, e.g.,
by the Vampire system [10]. In 2007 the Machine Learner for Automated Reasoning
(MaLARea [18]) started to be developed, triggeredby the translation of theMizar li-
brary to first-orderATP format and the need to provide efficient reasoning over the
ca 50000 theorems and definitions in it. We explain here the basic idea of learning
from proofs, which is in several modified forms used also in MaLeCoP.

The basic idea of the machine learning approach is to learn an association
from features (in the machine learning terminology) of the conjectures (or even
of the whole problems when speaking generally) to proving methods that are
successful when the features are present. In MaLARea, this general setting is
instantiated in the following way: The features characterizing a conjecture are
the symbols appearing in them, and the proving method is an ordering of all
the axioms according to their expected relevance to proving the conjecture. One
might think of this as the particular set of symbols determining a particular
sublanguage (and thus also a subtheory) of a large theory, and the corresponding
ordering of all the available axioms as, e.g., a frequency of their usage in a
book written about that particular subtheory. Once a sufficient body of proofs
is known, a machine learning system (SNoW [2] is used by MaLARea in naive
Bayes mode) is trained on them, linking conjecture symbols with the axioms that
were useful for proving the conjectures. For learning and evaluation in SNoW,
all symbols and axiom names are disjointly translated to integers. The integers
corresponding to symbols are the input features, and those corresponding to
axioms are the output features of the learning process.

MaLARea can work with arbitrary ATP backends (E and SPASS by default),
however, the communication between learning and the ATP systems is high-
level: The learned relevance is used to try to solve problems with varied limited
numbers of the most relevant axioms. Successful runs provide additional data for
learning (useful for solving related problems), while unsuccessful runs can yield
countermodels, which can be in MaLARea re-used for semantic pre-selection and
as additional input features for learning.

An advantage of the high-level approach is that it gives a generic inductive
(learning)/deductive (ATP) metasystem to which any ATP can be easily plugged
as a blackbox. Its disadvantage is that it does not attempt to use the learned
knowledge for guiding the ATP search process once the axioms are selected.
Hence the logical next step described in this paper: We try to suggest how to
use the learned knowledge for guiding proof search inside a theorem prover.
We choose the leanCoP theorem prover for the experiments, both because of its
simplicity and easiness of modification, and for a number of interesting properties
described below that make it suitable for interaction with learning. The next
section summarizes leanCoP.
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3 leanCoP: Lean Connection-Based Theorem Prover

3.1 Why leanCoP

leanCoP is an economically written connection-based theorem prover. The main
theorem prover can be written on a couple of lines in Prolog, while its perfor-
mance is surprisingly good, especially when goal-directness is important. The
reasons for choosing leanCoP for our experiments can be summarized in the
following points:

– leanCoP already has good performance on the MPTP Challenge benchmark [7].
This guarantees sufficient amount of proofs to learn from.

– The implementation is simple, high-level, and Prolog-based, making it easy
to experiment with. Our experience with modifying C-written ATPs (even
very nicely written like the E prover as in [15]) is that it always involves a
lot of low-level implementation work.

– The tableau calculus seems to be quite suitable for the kind of additions
that we want to experiment with. It has a transparent notion of proof state
(branch that needs to be closed, open goals) to which advising operations
can be applied. This contrasts with resolution ATPs that have just several
large piles of clauses describing the proof state.

– The integration of learning and ranking and its use can be very tight, allowing
implementation of techniques similar to just-in-time compilation. This means
keeping track of frequent requests – especially in the many-problems/large-
theory setting – and providing (possibly asynchronous) advice for them.

– We hope that the simple Prolog setting should allow easy additional experi-
ments. This could include simple addition of other kinds of external advisors
(e.g. for computer algebra), experiments with online learning from closed
branches, and experiments with probabilistic finding of decision procedures
(expressed just as sets of Prolog clauses), with the possibility of Prolog tech-
niques for program transformation of the found algorithms.

3.2 The Basic leanCoP Procedure and its Parametrization

For further understanding, it is good to summarize the main features of lean-
CoP [6,8]. leanCoP is an automated theorem prover for classical first-order logic
with equality. It uses an optimized structure-preserving transformation into
clausal form (DNF, see also below), to which connected tableau search (with
iterative deepening to guarantee completeness) is then applied. The reduction
rule of the connection calculus is applied before the extension rule, and open
branches are selected in a depth-first way. Additional inference rules and strate-
gies are regularity, lemmata, and restricted backtracking. leanCoP has several
parameters influencing its work [8]3, which can also be used for defining various
strategies and scheduling over them:

– if the option def is used, new definitions are introduced systematically during
the clausification to shorten the resulting clause set

3 This description is also relevant for leanCoP 2.1.



MaLeCoP 267

– if the option nodef is used, no new definitions are introduced in clausification
– if none of the options def, nodef is used, and the formula has the form X → Y ,

then X is processed as in the nodef case, while Y as in the def case
– if option reo(N) is used, the set of clauses is shuffled using N as a parameter
– if option cut is used, there is no backtracking after successfully closed branches
– if option scut is used, backtracking is restricted for alternative start clauses
– if option conj is used, a special literal is added to the conjecture clauses in

order to mark them as the only possible start clauses.

4 The General Architecture

As mentioned in the introduction, our goal is to experiment with smart (external)
proof search guidance used inside theorem provers’ internal mechanisms, not
just outside them for premise pruning as MaLARea does. Our goal is an AI
architecture that is closer to human thinking in that it does not blindly try
every deductive possibility, but chooses the best course of action based on its
knowledge of the world and previous experiences. The architecture should be
able to learn both from successes and from mistakes, and update its decision
mechanisms when such new knowledge is available. We also want our architecture
to be not just a theoretical toy, but a system that actually proves theorems, and
does that (at least often) more efficiently than the unguided systems thanks to
the smart guidance. This set of requirements seems to be quite an ambitious
program, below we explain our general approach, problems encountered, and
the initial implementation.

4.1 The Concerns

The particular task that we initially consider is advising clause selection in the
extension steps of the tableau proving process. The obvious intuition that this
is the core source of possible speedups (once smart guidance is provided) is
demonstrated below in the Evaluation section.

Several concerns like speed, generality, and extendability influence the gen-
eral design. Measurements show that leanCoP can do an order of several hundred
thousands basic inferences (extension steps) per minute on recent hardware.4 In
large mathematical theories, typically thousands of different symbols appear,
and thousands of theorems are available for proving. If a smart (external) mech-
anism for formula/clause selection in such large theories took a minute for its
recommendation, and we were using the mechanism for each inference, the in-
ference speed would drop from hundreds of thousands to one per minute. With
sufficiently “complicated AI” implementations of the external advice such (and
much higher) times are conceivable. Even worse, one can still argue that it might
be the right thing to do when solving hard problems, because the raw inference
4 All measurements are done on the server of the Foundations group at Radboud

University Nijmegen (RU), which is eight-core Intel Xeon E5520 2.27GHz with 8GB
RAM and 8MB CPU cache.
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speed matters very little when we traverse superexponential search space. Obvi-
ously, doing experimental research in such setting would be very costly. That’s
why we want to have reasonable speed of the guiding mechanism for experiments,
and possibly use it only in the most critical choices.

Several options can be considered for implementing the guidance mechanism:

1. Using a raw external learning/advising system like SNoW in MaLARea, via
socket communication with the theorem proving process.

2. Implementing the learning/advising system directly as a part of the prover.
3. Compiling/linking an external system directly with the theorem prover’s

binary (to avoid communication overhead).
4. Using an interface layer (directly in the prover or as a separate tool) that

talks to the external tools, organizes their work, and talks to the prover.
5. Combinations of above.

Generality and extendability requirements tell us to avoid the second option,
at least in the experimental phase, because we want to be able to easily plug in
different external advice systems. For example, the SNoW system itself provides
several learning mechanisms (winnow, perceptron, naive bayes) and a number
of options to them. Kernel-based learning has been also recently experimented
with in the context of premise selection [14], improving the guidance precision.
The general design suggested below and instantiated in our prototype5 uses the
fourth option from the above list.

4.2 The Design

The general design that we propose is as follows (see also Figure 1): The theorem
prover (P) should have a sufficiently fast communication channel to a general
advisor (A) that accepts queries (proof state descriptions) and training data
(characterization of the proof state6 together with solutions7 and failures) from
the prover, processes them, and replies to the prover (advising, e.g., which clauses
to choose). The advisor A also talks to external system(s) (E). A translates the
queries and information produced by P to the formalism used by a particular
E, and translates E’s guidance back to the formalism used by P. At suitable
time, A also hands over the (suitably transformed) training data to E, so that E
can update its knowledge of the world on which its advice is based. A is free to
spawn/query as many instances/versions of Es as necessary, and A is responsible
for managing the guidance provided by them. Particular instances of Es that we
have in mind are learning systems, however we believe that the tableau setting
is also suitable for linking of SMT solvers, computer algebra systems, and all
kinds of other AI systems, probably in a more straightforward way than for the
resolution-based systems [13,9].

5 http://mws.cs.ru.nl/~urban/malecop/
6 Instantiated, e.g., as the set of literals/symbols on the current branch.
7 Instantiated, e.g., as the description of clauses used at particular proof states.

http://mws.cs.ru.nl/~urban/malecop/
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Fig. 1. The General Architecture

5 MaLeCoP: Machine Learning Connection Prover

The above general ideas have been initially implemented by using a modified
version of leanCoP as P, the SNoW machine learner/advisor as E, and writing a
general managing library in Perl for A. These components and their linking are
explained below.

5.1 The Theorem Prover

The theorem prover we choose is leanCoP (version 2.1), however a number of
modifications have to be made so that it fits into the general architecture. Here
we mention some of them.

Consistent Clausification. The original leanCoP interleaves various clausifi-
cation strategies with the tableau search. This means that sometimes significant
changes can be done by changing the clausification (see, e.g., the options def,
nodef, reo in Section 3). Changing the clausification however means that differ-
ent skolem symbols and new definitions are produced, and clauses have different
names and shapes. Additionally, the original leanCoP works in a one-problem-
at-a-time setting, always inventing new names for skolem symbols and new
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definitions for each problem, despite the fact that the formulas/clauses are shared
among many problems. This would not work in our setting, because the guidance
is trained on symbol names and clause names. In other words, it is necessary
to change leanCoP in such a way so that its various settings always work with
the same clause normal form, and so that the new symbols are introduced con-
sistently (with the same name) in all problems that share a particular formula.
This is done by splitting the work of leanCoP on a large number of problems
into two phases:

1. Common clausification done for all problems together, with consistent intro-
duction of new symbols.

2. The separate tableau search, starting already with the clausified problem.

The 252 large MPTP Challenge problems contain 1485 unique formulas with
a lot of repetition across the problems (this is the large consistent theory as-
pect), yielding 102331 (nonunique) formulas in all 252 problems all together.
These 1485 formulas are consistently clausified in the first phase to 6969 unique
clauses, appearing all together 396927 times in the jointly clausified problems,
and containing 2171 unique symbols. This level of consistency and sharing on
the symbol and clause level should ensure good transfer of knowledge during the
learning and advice phases. As a byproduct of the clausification we also pro-
duce a mapping of clauses to symbols contained in them, a mapping of clauses
to hashes of all terms contained in them, and a listing of all symbol names
and clause names. These are later used by the general advisor (A) and external
system(s) E.8

Strategies for Guidance. While we try to make the access to the advice as
fast as possible (by caching in the advisor, etc.), it turns out that on average it
takes about 0.2 second to the SNoW system to produce advice. This is certainly
a bottleneck we need to work on, on the other hand, evaluation of a Bayes
net on nearly 7000 targets, and their sorting according to the activation weight
might really justify these times. In that case further work on faster external
systems will be needed. As it is now, one external advice costs an order of one
thousand leanCoP inferences. That is why we need to define strategies trading
in a reasonable way the external advice for internal inferencing. The current set
of strategies is as follows:

1. original leancop: This mode works exactly as the original core leanCoP
prover, however using the consistent clausification (affecting some options)
as described above.

2. naive: From all the literals on the current branch symbols are extracted,
and sent to the advisor. The advisor replies with an ordered list of recom-
mended clauses for the current inference. If none of these clauses succeeds,
the conjecture clauses are tried. This mode can obviously be incomplete if

8 The term hashes are not used yet for learning/advice, and we also do not provide
semantic (model) features as in MaLARea SG1 [18].
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the advice is bad and a non-conjecture clause is needed. It is also demands
advice for every inference, making it currently very slow.

3. naive and complete: As naive, but if no advised clause succeeds, all re-
maining clauses from the problem are tried in their original order in the
problem. This makes this strategy complete, yet still very slow.

4. full caching and complete:Produces same results asnaive and complete,
however it applies internal caching in Prolog to cut down the number of slow
external queries. For every external query the advised clauses are cached in the
advised order in a new clause database, and if the query is repeated this clause
database is used instead of asking the external advisor again. This obviously
increases the memory consumption of the Prolog process.

5. smart caching and complete: Works in the same way as naive and
complete, using a similar method as full caching and complete. How-
ever new clauses databases are created only for the advised clauses (not for
all clauses as in full caching and complete). If the new database is not
successful, then the original leanCoP database is used.

6. smart caching: Works as smart caching and complete, however it caches
only the advised clauses. The original clause database is never used, making
this strategy incomplete.

7. original leancop with first advice: At the start of the proof search one
query is made to the advisor sending all conjecture symbols. A new Prolog
database is created containing the advised clauses in the advised order, fol-
lowed by the rest of the clauses in the original order. This database is then
used in the rest of proof search without further queries to the advisor. This
is obviously very fast and complete, but the use of external advice is very
limited.

8. leancop ala malarea: As original leancop with first advice, however
only the advised clauses and conjecture clauses are asserted into the new
database. This results in an incomplete search limited in the same way as in
MaLARea.

9. limited smart with first advice(Depth): This uses smart caching un-
til the Depth in tableau is reached, then it proceeds as
original leancop with first advice. The first stages thus cause incom-
pleteness. External queries are limited to Depth, which allows us to be flex-
ible with trading speed for precision.

10. limited smart and complete with first advice(Depth): Uses
smart caching and complete until Depth, then again
original leancop with first advice.

11. scalable with first advice(Limit,Mode After Limit): This is a metas-
trategy. Its basis is original leancop with first advice. If the clause
search does not succeed for Limit-th clause (in the original database) of
a particular literal (extension step), the strategy Mode After Limit is used
for the next clause search. This again is used to limit the uses of the (typ-
ically expensive) Mode After Limit strategy to “justified cases”, when the
original proof search seems to be bad.



272 J. Urban, J. Vyskočil, and P. Štěpánek

12. scalable with first advice(Limit,Query Limit,Mode After Limit):
This is an extension of the previous metastrategy. When the Limit-th clause
search fails, the branching factor is computed (by counting all clauses to which
a connection can be made at the point). If it is greater than Query Limit, the
strategy Mode After Limit is used. Otherwise the original database
(original leancop with first advice) is used. This strategy provides even
finer language for limiting the number of external queries to the most impor-
tant branchings.

Learning and Other Options. The basic learning in MaLARea is used to
associate conjecture symbols with premises used in the conjecture’s proof.9 This
learning mode corresponds well to the original leancop with first advice
strategy above, and various metastrategies re-using it. For learning clause se-
lection on branches we can further use another information supplied by the
prover: successful clause choices done for particular paths in the proof. If the
MACHINE LEARNING OF SUBTREES option is set, the prover generates for each
proved subtree a list of symbols present on the current path (input features for
learning), together with the successfully used clause (output feature for learn-
ing). However, the notion of “success” is relative: a success in a subtree does
not imply a success in the whole proof. That is why we only collect this in-
formation from successful proofs, after re-running them just with the necessary
clauses. This should avoid learning from any “pseudo successes”. The informa-
tion extracted from subtrees also contains the cost (again in terms of inference
numbers) of finishing the subtree. We do not use this information yet in learning,
however we plan to use learning on this data for gradually overcoming the most
costly bad clause choices. This could be used to attack hard unsolved problems,
by interleaving the learning to avoid such traps with re-newed proof attempts.

The original options cut, scut, comp(L), reo(N), conj work (after possible re-
implementation) also in the modified leanCoP, i.e., it still makes sense to pass
them to the clausal prover. Options def, nodef however have to be fixed during
the clausification stage, and cannot be changed later.

5.2 The General Advisor and the External System

The general advisor is a simple layer of functions written in Perl providing com-
munication with leanCoP via a TCP socket, and talking to SNoW either via a
TCP socket or via a UNIX FIFO (named pipe). The advisor takes queries in the
forms of symbol lists from the prover, and translates the symbols into the numeric
representation used by SNoW, feeding it to SNoW afterward and translating the
SNoW output (again a series of numbers) back into the clause names. The or-
dered list of clause names is then handed over to leanCoP. The advisor starts by
loading the symbol and clause tables produced by the clausification phase. The
library obviously also implements management of the training examples pro-
duced by the proof runs, it manages the prover runs and the external system’s
9 In machine learning terminology, the conjecture symbols are the input features, and

the premises are the output features (targets).
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training and querying. In addition to that, the advisor also implements a sim-
ple fast cache of queries (just a Perl hash) which considerably speeds up the
external advice on previously seen queries. While the SNoW system averages
to about five answered queries per second, the advisor cache can answer more
than one thousand queries per second, which makes it comparable to the lean-
CoP inference speed. Thus a sufficiently big pre-computed cache (typically from
many problems) speeds up proof attempts relying on external advice consid-
erably. The cache size for the experiments described below – which issued ca
hundred thousand queries to SNoW in total – is about 500MB, which is quite
manageable.

As already mentioned SNoW is used as the external learning/advice system,
to which the prover talks via the advisor. The biggest concern is its raw speed
in the advice mode. The overall SNoW CPU time used for about 120 thousand
queries is seven hours. Future work could include experiments with using several
SNoW instances using just a limited number of targets relevant for each problem,
and improvement of SNoW’s speed when evaluating a large number of targets.

6 Evaluation

6.1 Dataset

The evaluation is done on the MPTP Challenge10 data (specifically on its harder
– Chainy – division), and does not use the CASC LTB11 data. This (together
with our machine learning systems not competing in recent CASCs) has recently
raised questions. The explanation follows.

The MPTP Challenge is a benchmark specifically created to allow comparison
of learning and non-learning ATP approaches. While still reasonably small for
experiments, it seems to provide sufficient amount of data for testing the data-
driven approaches to ATP. Although the MPTP Challenge design (by the first
author) was borrowed by the first CASC LTB in 2008, the main motivation, i.e.,
providing suitable benchmark for both learning and non-learning ATP methods,
has been practically abandoned by CASC LTB in 2009. The number of prob-
lems in CASC LTB (and specifically hard problems solvable only by learning)
and the learning options have been reduced, and the original “AI” competition
mechanism was largely changed back towards the old-style one-problem-at-a-
time CASC rules. In short, machine learning makes little sense when done only
on a few examples, which is what CASC LTB currently allows. To help to rem-
edy this, in addition to the MPTP Challenge, several mathematical large-theory
benchmarks have been recently defined in [17] and used for ATP evaluation in
real mathematical setting.

6.2 Results in Proof Shortening

The first test conducted is evaluation of the learning’s ability to guide the search
for proofs in problems that were already solved. This is a sanity check telling us
10 http://www.tptp.org/MPTPChallenge/
11 The CADE ATP System Competition Large Theory Batch division.

http://www.tptp.org/MPTPChallenge/
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Table 1. Comparison of number of inferences for the 73 problems solved by original
leanCoP, and by leanCoP using guidance trained on the 73 solutions

problem orig. inferences guided inferences problem orig. inferences guided inferences

t69 enumset1 676 177 t12 xboole 1 314 291

t13 finset 1 397 99 t17 xboole 1 263 81

t15 finset 1 16 26 t19 xboole 1 1533 757

l82 funct 1 748 1106 t1 xboole 1 305 225

t35 funct 1 813 148 t26 xboole 1 55723 18209

t70 funct 1 1631 669 t28 xboole 1 320 327

t8 funct 1 388 664 t2 xboole 1 22 16

t7 mcart 1 15863 39 t36 xboole 1 477 113

t10 ordinal1 42729 645 t37 xboole 1 27 63

t12 pre topc 29 26 t39 xboole 1 12452 68164

t116 relat 1 6751 162 t3 xboole 1 35 78

t117 relat 1 14191 2588 t45 xboole 1 3434 520

t118 relat 1 516 293 t48 xboole 1 108205 3863

t119 relat 1 32721 1431 t60 xboole 1 131 96

t144 relat 1 117908 1577 t63 xboole 1 2733 479

t146 relat 1 33580 1370 t7 xboole 1 211 89

t167 relat 1 156202 1629 t83 xboole 1 1885 326

t20 relat 1 1359 405 t8 xboole 1 4018 2612

t30 relat 1 754 583 t44 yellow 0 1533 989

t56 relat 1 3793 181 t6 yellow 0 3605 138

t60 relat 1 6251 148 l1 zfmisc 1 22281 233

t64 relat 1 43674 1491 l23 zfmisc 1 230 126

t88 relat 1 10285 1749 l25 zfmisc 1 4495 799

t90 relat 1 27169 875 l28 zfmisc 1 59233 6095

t99 relat 1 478 124 l50 zfmisc 1 3182 200

t16 relset 1 1931 130 t106 zfmisc 1 92 131

l3 subset 1 12295 5052 t10 zfmisc 1 2055 2115

t50 subset 1 46702 2071 t119 zfmisc 1 16954 199

t54 subset 1 1064 217 t1 zfmisc 1 13471 843

l1 wellord1 29925 4580 t37 zfmisc 1 46 63

l29 wellord1 1059 180 t39 zfmisc 1 45 116

t20 wellord1 60844 1821 t46 zfmisc 1 17 26

t32 wellord1 35573 3607 t65 zfmisc 1 23503 1966

t7 wellord2 107 63 t6 zfmisc 1 1650 112

t3 xboole 0 696 609 t8 zfmisc 1 71884 1321

t4 xboole 0 47 150 t92 zfmisc 1 19 26

l32 xboole 1 19088 589

Averages: 15678 2042 Avrg. ratio: 19.80

how much is the overall architecture working as expected. We want to know if
it provides the right advice on the problems that it has already seen and been
trained on.

The evaluation is done as follows. The original leanCoP (the original leancop
strategy, see 5.1) is run with 20s timelimit on the 252 large problems from the
MPTP Challenge, solving 73 of them. The guidance system is then trained on the 73
proofs, together with 630 path/clause choices corresponding to the proofs,12 703

12 See the option MACHINE LEARNING OF SUBTREES described in 5.1.
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training examples in total. Then we try to solve the 73 problems again, this time us-
ing the trained guidance in the limited smart with first advice(4)mode (see
above for detailed description). Again, 20s timelimit (excluding the guidance) is
used, and all 73 problems are solved with the guidance. For comparison of the proof
search we use the number of extension steps done by leanCoP. This seems to be a
suitable metric which abstracts from the communication overhead and the over-
head for running the guidance system(s). The following Table 1 shows the results
of this comparison. The guidance helps in this case to shorten the proof search on
average by a factor of 20, and in some cases (t167 relat 1) by nearly a factor of 100.
This seems to be sufficiently convincing as a sanity check for the guidance archi-
tecture. Several other strategies were evaluated in this mode too, however we do
not show their results here for lack of space.

6.3 Solving New Problems

The main test of any learning system is its ability to generalize over the provided
data, and give good advice for new queries. This is measured by attempting to
solve the remaining MPTP Challenge problems by using the guidance system
trained on the 73 problems solved by original leanCoP. We do not (yet) iterate
the learning as in MaLARea, and just evaluate the performance and behavior of
the overall architecture with various settings using the initially trained guidance.

As mentioned above, some settings now require a lot of CPU time from the
trained advisor, so we only evaluate seven interesting advanced strategies that
make the experiments feasible in a couple of hours. The seven strategies (num-
bered as follows) solve all together 15 problems unsolved in the first run (each

Table 2. Comparison of number of inferences for the 15 problems solved all together
by the seven strategies (empty entries were not solved within the time limit)

problem 1 2 3 4 5 6 7

t26 finset 1 4033

t72 funct 1 1310

t143 relat 1 28458 59302 61660

t166 relat 1 17586 4067 5263

t65 relat 1 79756 36217

t43 subset 1 82610

t16 wellord1 37148

t18 wellord1 3517 2689 2524

t33 xboole 1 3659 16456 16902 17925

t40 xboole 1 16488 15702 28404

t30 yellow 0 24277

l2 zfmisc 1 85086

l3 zfmisc 1 79786

l4 zfmisc 1 17074 9584 14299 30273

t9 zfmisc 1 80684 77532
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again uses the 20s timelimit, excluding the guidance time). The comparison of
the successes and inference numbers are shown in Table 2.

1. leancop ala malarea
2. limited smart with first advice(3)
3. scalable with first advice(40,limited smart and complete with first

advice(3))
4. scalable with first advice(3,20,original leancop)
5. limited smart with first advice(4)
6. scalable with first advice(3,20,limited smart with first advice(5))
7. limited smart and complete with first advice(3)

7 Discussion, Future Work

A number of future directions are already discussed above. The slow external ad-
vice is currently a clear bottleneck, necessitating further tuning of strategies that
can use the advice only in critical places. Combination of complete and incom-
plete strategies is an interesting topic for research, and when looking at Table 2,
there does not seem to be any clear choice. Learning has been so far done only
on symbols extracted from the clauses, while in MaLARea the term structure
and (counter) models are used too. This is probably a straightforward addition,
which will however again raise the number of features used by SNoW, possibly
making SNoW even slower. We have so far not run the full inductive/deductive
loop as in MaLARea, which will be enriched by the training data extracted from
successful subtrees. An interesting addition is also gradual learning of important
choices from unsuccessful proof attempts, which could lead to quite intelligently
behaving proving systems. Another option is learning of sequences of clauses
that lead to success for particular classes of inputs. Such sequences are sufficient
for defining algorithms in Prolog, and if it is possible to detect terminating be-
havior, they could be called decision procedures. A nice feature of such futuristic
scenarios is that the input classes together with the algorithms defined for them
could be tested for theoremhood, just by adding them as new conjectures to the
whole large theory we work in. Such data-driven methods might produce a large
number of heuristics that are easier to acquire automatically on a large number
of problems than both the existing manual research in finding of suitable simpli-
fication orderings for small domains, and research in manual crafting of decision
procedures for particular classes of problems and adding them to ATPs.

A probably much simpler (but less “AI”) way how to add decision procedures
in our setting is just by querying external computer algebra systems and other
solvers for the literals on the current path. As mentioned above, the tableau
setting seems to be quite suitable for such extensions, and probably more suitable
than the resolution setting. Quite surprisingly, it seems that this is the first time
a tableau system is being linked to external advice mechanisms.
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