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Preface

Intelligence and security informatics (ISI) is an interdisciplinary research area
concerned with the study of the development and use of advanced information
technologies and systems for national, international, and societal security-related
applications. In the past few years, we have witnessed that ISI experienced tremen-
dous growth and attracted significant interest involving academic researchers in
related fields as well as practitioners from both government agencies and industry.

In 2006, the Workshop on ISI was started in Singapore in conjunction with
PAKDD, with most contributors and participants from the Asia-Pacific region.
The second Pacific Asia Workshop on ISI, PAISI 2007, was held in Chengdu.
Following that, the annual PAISI workshop was held in Taipei (2008), Bangkok,
Thailand (2009), and Hyderabad, India (2010).

Building on the momentum of these ISI meetings, we held PAISI 2011 to-
gether with IEEE ISI 2011 in Beijing, China, in July 2011. PAISI 2011 brought
together technical and policy researchers from a variety of fields and provided
a stimulating forum for ISI researchers in Pacific Asia and other regions of the
world to exchange ideas and report research progress. This volume of Springer’s
Lecture Notes in Computer Science contains 13 research papers presented at
PAISI 2011. It presents a significant view on regional data sets and case studies,
including Asian language processing, infectious informatics, emergence response,
and cultural computing.

PAISI 2011 was jointly hosted by the Chinese Academy of Sciences, the Uni-
versity of Arizona, and the University of Hong Kong.

We wish to express our gratitude to all members of the Workshop Program
Committee and additional reviewers who provided high-quality, constructive re-
view comments within a tight schedule. Our special thanks go to the members
of the Workshop Organizing Committee, as well as Guanpi Lai and Yanqing
Gao for their help. We would like to acknowledge the excellent cooperation with
Springer in the preparation of this volume. Last but not least, we thank all re-
searchers in the ISI community for their strong and continuous support of the
PAISI series and other related intelligence and security informatics research.

July 2011 Michael Chau
G. Alan Wang

Xiaolong Zheng
Hsinchun Chen

Daniel Zeng
Wenji Mao



Organization

Workshop Co-chairs

Hsinchun Chen The University of Arizona, USA
Michael Chau The University of Hong Kong
Daniel Zeng Chinese Academy of Sciences and The University

of Arizona
Wenji Mao Chinese Academy of Sciences

Program Co-chairs

G. Alan Wang Virginia Tech, USA
Xiaolong Zheng Chinese Academy of Sciences

Program Committee

Ahmed Abbasi University of Wisconsin-Milwaukee
Indranil Bose The University of Hong Kong
Zhidong Cao Chinese Academy of Sciences
Weiping Chang Central Police University
Kuo-Tay Chen National Taiwan University
Reynold Cheng The University of Hong Kong
Uwe Glaesser Simon Fraser University
Eul Gyu Im Hanyang University
Hai Jin Huazhong University of Science and Technology
Da-Yu Kao Central Police University
Siddharth Kaza Towson University
Paul Kwan University of New England
Kai Lam Chinese University of Hong Kong
Mark Last Ben-Gurion University
Ickjai Lee James Cook University
You-Lu Liao Central Police University
Hongyan Liu Tsinghua University
Hsin-Min Lu The University of Arizona
Xin Luo The University of New Mexico
Anirban Majumdar SAP Research, SAP AG
Byron Marshall Oregon State University
Robert Moskovitch Ben-Gurion University
Dorbin Ng The Chinese University of Hong Kong
Shaojie Qiao Southwest Jiaotong University
Jialun Qin University of Massachusetts Lowell



VIII Organization

Shrisha Rao International Institute of Information Technology,
Bangalore

Srinath Srinivasa International Institute of Information Technology,
Bangalore

Aixin Sun Nanyang Technological University
Paul Thompson Dartmouth College
Jau-Hwang Wang Central Police University
Shiuh-Jeng Wang Central Police University
Jennifer Xu Bentley University
Wei Zhang Tianjin University and Tianjin University of

Finance and Economics
Yilu Zhou George Washington University
William Zhu University of Electronic Science and Technology

of China

Additional Reviewers

Liwen Sun The University of Hong Kong
Wai Kit Wong The University of Hong Kong
Peng Xu Huazhong University of Science and Technology



Table of Contents

Terrorism Informatics and Crime Analysis

Spatio-temporal Similarity of Web User Session Trajectories and
Applications in Dark Web Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Sajimon Abraham and P. Sojan Lal

Specific Similarity Measure for Terrorist Networks: How Much Similar
Are Terrorist Networks of Turkey? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Fatih Ozgul, Ahmet Celik, Claus Atzenbeck, and Zeki Erdem

Social Network Analysis Based on Authorship Identification for
Cybercrime Investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Jianbin Ma, Guifa Teng, Shuhui Chang, Xiaoru Zhang, and Ke Xiao

Intelligence Analysis and Knowledge Discovery

Topic-Oriented Information Detection and Scoring . . . . . . . . . . . . . . . . . . . 36
Saike He, Xiaolong Zheng, Changli Zhang, and Lei Wang

Agent-Based Modeling of Netizen Groups in Chinese Internet Events . . . 43
Zhangwen Tan, Xiaochen Li, and Wenji Mao

Estimating Collective Belief in Fixed Odds Betting . . . . . . . . . . . . . . . . . . . 54
Weiyun Chen, Xin Li, and Daniel Zeng

Information Access and Security

Two Protocols for Member Revocation in Secret Sharing Schemes . . . . . . 64
Jia Yu, Fanyu Kong, Xiangguo Cheng, and Rong Hao

Dual-Verifiers DVS with Message Recovery for Tolerant Routing in
Wireless Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Mingwu Zhang, Tsuyoshi Takagi, and Bo Yang

Infectious Disease Informatics

A Geospatial Analysis on the Potential Value of News Comments in
Infectious Disease Surveillance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Kainan Cui, Zhidong Cao, Xiaolong Zheng, Daniel Zeng,
Ke Zeng, and Min Zheng



X Table of Contents

Using Spatial Prediction Model to Analyze Driving Forces of the
Beijing 2008 HFMD Epidemic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

JiaoJiao Wang, Zhidong Cao, QuanYi Wang, XiaoLi Wang, and
Hongbin Song

An Online Real-Time System to Detect Risk for Infectious Diseases
and Provide Early Alert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

Liang Fang and Zhidong Cao

The Impact of Community Structure of Social Contact Network
on Epidemic Outbreak and Effectiveness of Non-pharmaceutical
Interventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

Youzhong Wang, Daniel Zeng, Zhidong Cao, Yong Wang,
Hongbin Song, and Xiaolong Zheng

Modeling and Simulation for the Spread of H1N1 Influenza in School
Using Artificial Societies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Wei Duan, Zhidong Cao, Yuanzheng Ge, and Xiaogang Qiu

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131



 

M. Chau et al. (Eds.): PAISI 2011, LNCS 6749, pp. 1–14, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Spatio-temporal Similarity of Web User Session 
Trajectories and Applications in Dark Web Research 

Sajimon Abraham1 and P. Sojan Lal2 

1 School of Management & Business Studies, Mahatma Gandhi University, Kerala, India 
2 School of Computer Sciences, Mahatma Gandhi University, Kerala, India  
sajimabraham@rediffmail.com, padikkakudy@gmail.com 

Abstract. Trajectory similarity of moving objects resembles path similarity of 
user click-streams in web usage mining. By analyzing the URL path of each 
user, we are able to determine paths that are very similar and therefore effective 
caching strategies can be applied. In recent years, World Wide Web has been 
increasingly used by terrorists to spread their ideologies and web mining tech-
niques have been used in cyber crime and terrorism research. Analysis of space 
and time of click stream data to establish web session similarity from historical 
web access log of dark web will give insights into access pattern of terrorism 
sites. This paper deals with the variations in applying spatio-temporal similarity 
measure of moving objects proposed by the authors in PAISI 2010, to web user 
session trajectories treating spatial similarity as a combination of structural and 
sequence similarity of web pages. A similarity set formation tool is proposed 
for web user session trajectories which has applications in mining click stream 
data for security related matters in dark web environment. The validity of  
the findings is illustrated by experimental evaluation using a web access log 
publically available. 

Keywords: Spatio-temporal Similarity, Web based Intelligence Monitoring, 
Web Usage Mining, Web User session Trajectory, Dark Web. 

1   Introduction  

Modern monitoring systems such as GPS positioning and mobile phone networks 
have made available massive repositories of spatio-temporal data by recording human 
mobile activities, call for suitable analytical methods, capable of enabling the devel-
opment of innovative, location-aware applications. Moving objects which carries lo-
cation-aware devices, produce trajectory data in the form (Oid, t, x, y)-tuples, that 
contain object identifier and time-space information. In moving object applications, 
tracking of objects in identifying objects that moved in a similar way or followed a 
similar movement pattern is to find their common spatio-temporal properties. 

With the rapidly increasing popularity of WWW, websites are playing a crucial 
role to convey knowledge to the end users. In recent years, World Wide Web has  
been increasingly used by terrorists to spread their ideologies[5] and Web mining 
techniques have been used in cyber crime and terrorism research [11][12]. Terrorist 
websites are so dynamic in nature as usually it suddenly emerge, the content and  
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hyperlinks are frequently modified, and they may also swiftly disappear [3]. The click 
stream generated by various users often follows distinct patterns and mining of the 
access pattern will provide knowledge. This knowledge will help in recommender 
system of finding browsing pattern of users, finding group of visitors with similar 
interest, providing customized content in site manager, categorizing visitors of dark 
web etc.  

This paper has made an attempt to establish the resemblance between spatio-
temporal similarity of network constrained moving object trajectories[7] and web user 
session trajectories, which will have wider applications in web based intelligence 
monitoring and analysis. This approach is unique in the literature illustrating the ap-
plications of network constrained moving object trajectories in web usage mining. 
The proposed spatial similarity includes method for measuring similarities between 
web pages that has taken into account not only the common URL’s visited but also 
the structural as well as sequence alignment. Based on this a spatio-temporal similar-
ity measure algorithm (WEBTRASIM) is proposed for similarity set of web user  
session trajectories. We are going to discuss two major topics in detail (i) Trajectory 
Similarity of  Network Constrained Moving Objects which was discussed in PAISI 
2010 by the authors of this article[7] and (ii) Similarity of web user session trajecto-
ries. Both concepts have wider applications in the domain of Security Informatics. 
The first one has applications in studying the massive flow of traffic data to monitor 
the traffic flow and discover traffic related patterns where as the second has applica-
tions in tracking terrorist web site visits in the emerging security informatics area of  
Dark Web Research[12]. 

The rest of the paper is organized as follows. Related work and literature are sur-
veyed in section 2. We propose a spatio-temporal trajectory similarity measure for 
web user session trajectory and introducing the algorithm WEBTRASIM in section 3. 
The implementation and experimental evaluation of this algorithm is made in section 
4 and section 5 concludes the paper with directions for future research. 

2   Related Work 

Most of the works on trajectory similarity of moving objects are inappropriate for 
similarity calculation on road networks since they use the Euclidian distance as a ba-
sis rather than the real distance on the road network [6]. This point has motivated to 
propose a similarity measure based on the spatio-temporal distance between two tra-
jectories [4] using the network distance. They have proposed an algorithm of similar 
trajectory search which consists of two steps: a filtering phase based on the spatial 
similarity on the road network, and a refinement phase for discovering similar trajec-
tories based on temporal distance.  In the above work the authors propose a similarity 
measure based on Points Of Interest (POI) and Time Of Interest(TOI) to retrieve simi-
lar trajectories on road network spaces and not in Euclidean space. One of the recent 
works in trajectory similarity problem for network constrained moving objects [9] 
introduces new similarity measures on two trajectories that do not necessarily share 
any common sub-path. They define new similarity measures based on spatial and 
temporal characteristics of trajectories, such that the notion of similarity in space and 
time is well expressed, and more over they satisfy the metric properties. The above  
 



 Spatio-temporal Similarity of Web User Session Trajectories and Applications 3 

 

work has identified some of the drawbacks of spatio-temporal similarity measure pro-
posed by Hwang [4] and this issue is addressed by the authors of this paper in [7] by 
finding similarity percentage based on number of points a trajectory is visited, with 
applications in security informatics.  

The first and foremost question needed to be considered in clustering web sessions 
is how to measure the similarity between two web sessions. Most of the previous  
related works apply either Euclidean distance for vector or set similarity measures, 
Cosine or Jaccard Coefficient. For example, a novel path clustering method was in-
troduced [8] based on the similarity of the history of user navigation.  A similar 
method [1] which first uses the longest common sub-sequences between two sessions 
through dynamic programming, and then the similarity between two sessions is de-
fined through their relative time spent on the longest common sub-sequence. Methods 
have been developed [10] considering each session as a sequence and borrow the idea 
of sequence alignment in bioinformatics to measure similarity between sequences of 
page accesses. One of the recent work in web session clustering [2] uses dynamic 
programming technique in finding sequence similarity after finding structural similar-
ity. In none of the papers the concept of spatio-temporal measure has been discussed 
in finding session similarity, which add the time component to the spatial similarity 
measure. There are resemblance of spatio-temporal similarity measure of network 
constrained trajectories and trajectories of user sessions in web usage mining [9] but 
there is no work in the literature exploring it in detail. This paper explore this idea 
proposing an algorithm for spatio-temporal similarity set formation using web access 
log data. 

3   Trajectory Similarity of Moving Objects and Web User Sessions 

Trajectory database management has emerged due to the profusion of mobile devices 
and positioning technologies like GPS or recently the RFID (Radio Frequency Identi-
fication). Studying people and vehicle movements within some road network is both 
interesting and useful especially if we could understand, manage and predict the traf-
fic phenomenon. In essence, by studying the massive flow of traffic data we can 
monitor and discover traffic related patterns. There are several advantages in repre-
senting trajectory data in road network distance rather than Euclidian Distance [6]. 
The dimensionality reduction is one advantage where a trajectory is represented as a 
set of (loc, t) points instead of (x,y,t) points in Euclidian space. 

3.1   Trajectory Similarity in Spatial Networks 

Let T be a trajectory in a spatial network, represented as  

T = ((b1,t1),(b2,t2),(b3,t3),………….,(bn,tn)) 

where n is the trajectory description length, bi  denotes a location in binary string [6] 
and ti is the time  instance (expressed in time units, eg. seconds) that the moving ob-
ject reached node bi, and t1 < ti < tm,  for each 1 < i < m. It is assumed that moving 
from a node to another comes at a non-zero cost, since at least a small amount of time 
will be required for the transition. 
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The similarity types related to road network environment are  
 

(i) Finding objects moving through certain Points of Interest  
(ii) Finding Objects  moving through Certain Times of Interest  
(iii) Finding Objects moving through certain Points of Interest and Time of Interest. 

 
A detailed discussion of these methods and evaluation can be found in [4] and  
modified algorithms in [7]. These methods and algorithms are the base line content  
of the section 3.2 where similarity of web user session trajectories and proposed  
spatio-temporal similarity algorithms are being discussed.  

3.2   Similarity in Web User Session Trajectory 

There are a number of resemblance between trajectories of moving objects on road 
network and trajectories of web click-streams. A web link structure can also assumed 
as network constrained since the user clicks can traverse only through predefined 
paths which is stored as web structure links in web storage space. By analyzing the 
URL path of each user, we are able to determine paths that are very similar, and there-
fore effective caching strategies can be applied.  

3.2.1   Web User Session 
The usage data is one that describes the pattern of usage of web pages like IP address, 
Page references, date and time of accesses. A web server log records the browsing 
behavior of site visitors and hence it is important source for usage information like 
Cookies and query data in separate logs. Cookies are tokens generated by the web 
server for individual client browsers in-order to automatically track the site visitors. 
Due to the stateless connection of HTTP protocol, tracking of individual users is not 
an easy task. A user is defined as the single individual accessing files from one or 
more web servers through a browser.  A user stream session is the click-streams of 
page view for a single user across the entire web. In this work we consider a user ses-
sion as a sequence of web clicks of individual user on a particular website. 

3.2.2   Comparison of Network Constrained Moving Object Trajectory and Web 
User Session Trajectory 

A moving object Trajectory is the path of a moving object along a road during a given 
period of time. A web user session trajectory is a set of user clicks during a period of 
time. Both are made up of individual nodes which denotes either location or url and 
time instant as shown in Fig 1. 

Some of the variations in these two representations are   
 

(i) A node in Moving Object Trajectory(MOT) is the name of a location on road 
where as a node in Web user session  trajectory is a url name or web page  name.  

(ii)The spatial distance between two nodes in MOT is the network distance  
between the locations where as in the case of web user session trajectory it is the 
structural distance of the web page in the tree made by the link structure. 

(iii) In the case of MOT the direction of object movement is bidirectional but in 
web user session trajectories it is unidirectional.  
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Fig. 1. Comparison of Moving Object Trajectory and Web User session Trajectory 

(iv) The time between two locations in MOT is the travel time required to reach a 
location from the previous location which also depends on speed of movement. In the 
case of Web user session trajectory the time between two url’s is time lag between 
receipt of request of previous url and the next url page. It consists of page load time 
and page view time as shown in Fig 2. 

 

Fig. 2. Time of request between two url’s 

Though the web server records the time between two url’s, as (t5 - t1), the actual 
page view time[2] of url1 will be (t4 - t3). In this paper, as we are establishing resem-
blance of web user session with moving object trajectory as shown in Fig 1, we  
consider the time recoded in web server log, instead of viewing time in finding the 
temporal similarity. 

3.2.3   Finding Similar User Session in Web Access Logs 
As discussed in the previous section, the path similarity of a user click-stream in web 
access log resembles the trajectory similarity problem of Moving object on Road 
Networks [7]. In this context Point of Interest (POI) is the interested Web URL’s (We 
call URL’s of Interest or UOI) chosen by the user as a query set. These are the URL’s 
of specific interest to the user. For example in the case of Dark Web, which is a con-
cept of web organization under terrorism,  UOI’s will be set of noted terrorism web 
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sites/pages in which the security people wants to find out how many people are visit-
ing and the duration of such visits. Similarly Time of Interest (TOI) is the specific 
Time in which the user requesting the specified UOI’s also has importance in practi-
cal situation. For example in web based security informatics  one needs to find out 
similar viewing sessions based on a set of chosen  pages visited and also based on 
viewing time in each page. 

3.2.4   Definition of Web User Session Trajectory 
The paper suggest a two step process of filtering trajectories based on spatial similar-
ity and then refining similar trajectories based on  temporal distance. For this the  
following   definition is given, in comparison with definitions given in section 3.1. 
 
Definition 1 
Let S be a set of trajectories in a set of web user sessions, in which each trajectory is 
represented as  

T = ( (URL1,t1),( URL2,t2),( URL 3,t3),………….,( URL n,tn)) 

where n is the trajectory description length, URLi  denotes a web page  and ti is the 
time  instance (expressed in time units, e.g. seconds) that the user  requested for web 
page  URLi,  and t1 < ti < tm,  for each 1 < i < m. It is assumed that moving from a 
URL node to another comes at a non-zero cost, since at least a small amount of time 
will be required for loading the requested page by the server and viewing by the  
client.  

3.2.5   Creation of User Session Trajectories from Web Access Logs 
The goal of session identification is to divide the page accesses of each user into indi-
vidual sessions. The following is the rules in identifying and distinguishing a user 
session from others from a web access log which we used in our experiment: 

i) If there is a new user, there is a new session 
ii) In one user session, if the referred page is null, there is a new session  
iii) If the time between page requests exceeds a certain limit(30 minutes), it is  

assumed that the user is  starting   a new session, on the assumption that a user will 
generally may not spend an  average of 30 minutes in a particular web page. 

3.3   Finding Similar Web Usage Session Trajectories 

We introduce the spatio-temporal similarity measures between two user-sessions, 
assuming resemblance to moving object trajectories in a constrained network. For 
moving object trajectories, finding spatio-temporal similarity [7] is a two step process 
of filtering trajectories based on spatial similarity and then refining similar trajectories 
based on temporal similarity. But in the case of web user sessions the spatial similar-
ity is a combined measure of how many common URL’s in both the sessions,  
structural similarity of web pages and the sequences of appearance of URL’s in the 
trajectories. Therefore in this paper we are proposing a three stage process for spatio-
temporal similarity of web user session trajectories as given in Fig 3. 
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Fig. 3. Spatio-Temporal Similarity Framework 

The practical importance of spatio-temporal similarity measure which includes the 
structural and sequence similarity is illustrated in the following case. 

In Security Informatics concerning dark web environment the security officials 
wants to know when, how many and what sequence insurgents or suspicious people 
browsing through terrorist sites and based on which their common tactics can be 
judged. 

3.3.1   Spatial Similarity Matrix Based on UOI 
We introduce the similarity measures between two user-sessions, assuming both are 
two moving object trajectories in a constrained network [7] incorporating concepts 
discussed in [15]. Here the spatial similarity is measured based on three concepts. 

a) Common URL’s visited by two trajectories 
b) Structural similarity of web pages in the trajectories   
c) Sequence Similarity of user sessions. 

 
a) Common URL’s visited by two trajectories 
Let Ti and Tj be two web user session trajectories. We introduce a Spatial Similar-

ity  measure SSimC(Ti,Tj) which  attempt to incorporates  number of URL’s involved 
in trajectories. This similarity matrix measures the number of common URL’s ac-
cessed during the two sessions relative to the total number of URL’s accessed in both 
sessions.  

 
Definition 2 
Let Ti and Tj be two user session trajectories. The spatial similarity measure between 
these two trajectories is defined based on the concept that the trajectories passes 
through how many URL’s in common.  

   SSimC(Ti,Tj) =  Number of URL’s common to Ti and Tj/Total    
                            Number of URL’s in Ti and Tj. 

Note that the above Similarity measure satisfies the following properties. 
 
i. SSimC(Ti,Tj))is lies in the range  [0,1] 
ii. SSimC(Ti,Tj)  =   SSimC(Tj,Ti) 
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b) Structural Similarity 
In order to measure Structural similarity[2], the content of pages is not considered 

but it is baed on the paths leading to a web page (or script).  For example Suppose 
“/faculty/pub/journal/ieee.htm” and  “faculty/pub/conference.htm” are two requested 
pages in web log. By assuming the page connectivity as a tree structure with root 
coming as home page , each level of a URL can be represented by a token from left to 
right in the order 0,1,2,3 etc. Thus, the token string of the full path of a URL is the 
concatenation of all the representative tokens of each level. We get different token 
strings of the URL correspond with the different requested pages traversing the tree 
structure of the web site. Assuming that the two token strings of the above two web 
pages are “0222” and “021” respectively, we compare each corresponding token of 
the two token strings one by one from the beginning until the first pair of tokens is 
different. 

Marking Llonger as the larger value of (l1, l2) where  l1 and l2 are lengths of the two 
token strings, we give weight to each level of the longer token: the last level is given 
weight 1, the second to the last level is given weight 2, the third to the last level is 
given weight 3, and so on, until the first level which is given weight Llonger. The 
similarity between two token strings is defined as the sum of the weights of those 
matching tokens divided by the sum of the total weights.  

 
Definition 3 
The Structural similarity of two web pages is defined as  

WSimS (Pi,Pj) = Sum of the weights of matching token strings/Sum of the total 
weights. 

For our example  

    P1= “/faculty/pub/journal/ieee.htm”   and    P2= “/faculty/pub/conference.htm” 
    Llonger = 4 ,  
    Token string in     P1:  0 2  2 2                   
    Token string in     P2:  0 2  1 
   Weight of each token:  4 3  2 1 

Since the first and second digit matches in P1 and P2, we take the weights of the 
matching locations 4 and 3 respectively.  

The similarity of the two requested web pages is     

WSimS (P1,P2)= (4 + 3)/(4+3+2+1) = 0.7. 

Note that the above Similarity measure satisfies the following properties. 
  
i.  WSimS (Pi,Pj) =   WSimS (Pj ,Pi ) 
ii. WSimS (Pi,Pj) lies in the range  [0,1] 
iii.WSimS (Pi,Pj) = 0 when there is no structural similarity  
     between pages Pi and Pj 
iv. WSimS (Pi,Pj) = 1 when two  pages Pi and Pj are exactly same. 
 
c) Sequence Similarity of web sessions 
We use a scoring system which helps to find the optimal matching between two 

session sequences. An optimal matching is an alignment with the highest score. The 
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score for the optimal matching is then used to calculate the similarity between two 
sessions. We find the optimal matching using dynamic programming techniques[2] to 
compute the similarity between web sessions as given in the following algorithm 
------------------------------------------------------------------------------------------------------- 
Input: Pair of session sequences which constitutes each trajectories T1,T2 
Output: Optimal Similarity score value OSSV 
------------------------------------------------------------------------------------------------------- 
1. Matrix DPM is created with K+1 columns and N+1 rows where k and N  

corresponds to the sizes of T1 and T2 sequences respectively. 
2. Align the sequences by providing gap between the sequence so that two sequences 

can be matched as much as possible. 
3. Place sequences T1 in top of Matrix and sequences T2 on left side of the matrix. 
4. Assign top left corner of matrix =0 
5. For each pair of web pages               /*Find optimal path */ 
6. Find WSimS (Pi,Pj)   
7. Find score = -10+30* WSimS (Pi,Pj) 
8. DPM cell entry=max(left entry+score,topentry+score,above left entry+score) 

       /* Find path for every two sequence pair of   web pages as follows */ 
9. If both the pages are matching 
10             Diagonal move  
11    Else if gap on top horizontal sequence 
12              Right move  
13    Else if gap on left vertical sequence 
14             Down move  
15   End if 
16 Optimal Similarity score value(OSSV) = value  at the lower right corner of the   

 matrix DPM. 
17 Return OSSV  
------------------------------------------------------------------------------------------------------- 

 

After finding the final score for the optimal session alignment, the final similarity 
between sessions is computed by considering the final optimal score and the length of 
the two sessions. In our method, we first get the length of the shorter session lshorter, 
then the similarity between the two sessions is achieved through dividing the optimal 
matching score by 20* lshorter because the optimal score cannot be more than (20* 
lshorter) in our scoring system. Thus the spatial similarity  measure between two web 
session trajectories is defined based on the concept of Sequence similarity as  Ssims 

(Ti,Tj) = Optimal score / (20* length of the shorter trajectory) 
Note that the value of  Ssims (Ti,Tj) lies between 0 and 1. 

3.3.2   Combined Spatial Similarity Matrix 
The combined spatial similarity measure is obtained by  

Ssimcs (Ti,Tj) = (SSimC(Ti,Tj)+ Ssims (Ti,Tj))/2 
Ssimcs (Ti,Tj) satisfies the following properties. 
 
 i. Ssimcs (Ti,Tj) is in [0,1] 
ii. Ssimcs (Ti,Tj) = Ssimcs (Tj,Ti) 
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The combined spatial similarity measure is used as the distance measure in locating 
the objects within the similarity set. 

3.3.3   Temporal Distance Measure Based on UOI and TOI 
The similarity measure defined in the previous section takes into consideration only 
the spatial concept, which consists of structural similarity and sequence similarity.  In 
real applications, the time information associated with each trajectory is also very 
important. So to measure the similarity we have to consider the concept of space and 
time together. Here we are considering the temporal distance by taking the difference 
in web page request time as shown in Fig 4.  

 

Fig. 4. Temporal Distance of Two Trajectories 

Temporal distance between Trajectory A (TA ) and Trajectory B (TB) will be 
distT(TA,TB) = Differences in time at common URL’s visited   

P1,P3,P5  = 10+5+0   = 15 
 
Definition 4 
The temporal distance between two user session trajectories is defined as  

distT(Ti,Tj) = 1     Σ |t(Ti.URLk) - t(Tj.URLk)|   
                     -------    m 
                     m*z 

where summation will go for only common URL’s visited by both the trajectories(m) 
and z is a constant chosen by the user to denotes the time span in which the similarity 
is being measured. For example z is fixed to 24, when similarity is measuring  
within 24 hours in a day. Note that this distance measure also satisfies the following 
properties 

 
i. distT(Ti,Tj) is in  [0,1] 
ii. distT(Ti,Tj)  = distT(Tj,Ti)  

The difference between the above time similarity measure with the time similarity 
measure in [2] is that the later considering the viewing time similarity of a web page. 

3.3.4   WEBTRSIM – Similarity Tool for Web User Session Trajectory 
We propose a web session similarity set formation algorithm WEBTRASIM(Web 
user session Trajectory Similarity Algorithm). The objective of this algorithm is to 
form spatio-temporal set of trajectories, which are similar to the query trajectory 
formed from url’s of interest(UOI) and Time of Interest (TOI).  
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Algorithm: To Create  Spatio-Temporal Similarity Set based on UOI and TOI 
_____________________________________________________________________ 
Input:  Input user session trajectories TRIN, spatial threshold ρ, δ, temporal threshold-t 
σ , query trajectory trQ which is made up of  UOI set and TOI set in required se-
quence; Output: Spatio-Temporal  cluster set CTR containing trajectories similar to 
query trajectory trQ 

_____________________________________________________________________ 
    1.   Set TRCandidate ,  Trout, CTR as Empty set 

2.   n1= number of URL’s in trQ  , , n2= number of URL’s in TRIN, 
3    For each tr in TRIN, 
4.      n2= number of URL’s in tr  ,  tr.s=0 
       /* Spatial filtering(first phase) based on common url’s visited*/ 
5.      For each u in trQ 

6.         If u is on tr then  tr.s = tr.s+1 
7.      End For 
8.      tr.s= tr.s/(n1+n2) 
9.      If tr.s > ρ then TRCandidate = TRCandidate U{tr} 
10.   End For  
        /* Spatial filtering(second phase) based on structural and sequence similarity  
       measure */ 
11. For each tr Є TRCandidate 

12.   n2=no of URL’s in tr  
  13.   if n1<n2 then  lshort=n1 else  lshort=n2 
14.   Opscore= SSCORE-DPROG(tr,trq) 
15.   Ssims = opscore/ (20*lshort) ,  tr.s=(tr,s+ Ssims)/2 
16.   If Ssims > δ then  TROUT = TROUT  U{ tr } 
17. End For 
      /* Temporal refinement based on temporal distance */ 
18. For each tr in TROUT, 
19.   n2= number of URL’s in tr  ,   tr.t=0, m=0 
20.   For each u in trQ 
21.      If u is on tr then  
22             tr.t = tr.t +| tr.u.t- trQ.u.t| 
23             m=m+1 
24.    End For 
25.   distT(tr, trQ) = 1/(m*24*60)* tr.t   /* one day- 24hours as the time  span*/ 
26.    tr.temp-dist= distT(tr, trQ) 
27     if    distT(tr, trQ)< σ then  CTR = CTR U{ tr }        
28 .End For 
29 .return CTR  

_____________________________________________________________________ 

The algorithm will make a similarity set based on the spatio-temporal measure dis-
cussed above. One advantage of the method is that along with each trajectory in the 
set,  spatial and temporal similarity measures(tr.s, tr.temp-dist) are also stored which will 
be used later to visualize the scattering of similar user sessions within the similarity  
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set, useful for finding nearest neighbor trajectories based on a given UOI and TOI. A 
major difference of WEBTRASIM algorithm with the algorithm – WSCBIS  
proposed in [2] is that the later will take temporal similarity measure only when  
two trajectories are spatially similar. But our approach take a combined similarity 
measure since spatio-temporal features have to be considered in finding more accurate 
similarity.  

4   Experimental Evaluation  

To validate the efficiency of the clustering algorithm discussed above, we have made 
an experiment with the web server log publically available with statistics about raw 
data is shown in Table 1. The initial data source of our experiment is for one day on 
26th Aug 2009, in which the size is 5372MB. The only cleaning step performed on 
this data was the removal of references to auxiliary files (image files) 

Table 1. Summary of access log characteristics(Raw Data)  

Item Count 
Total Requests(No of 
entries) 

47,685 

Average Request/Hour 1986.875 
Total Bytes Transferred 
MB 

304198.707 

Average Bytes transferred 
per hour 

12167.94 

No of requests after 
pre-processing 

33,864 

No of Users 1,907 
No of user sessions 1,986 

 

 

Fig. 5. Comparison of Execution Time 
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Our experiments were performed on a 2.8GHz Core-2 Duo Processor, 1GB of 
main memory, Windows XP professional using the visual Programming Language 
Visual Basic. As shown in above Table, after data cleaning, the number of requests 
declined from 47,685 to 33,864. We have applied the algorithms WSCBIS, ROCK 
and WEBTRASIM on the number of user sessions obtained as shown in Table 1, by 
giving a UOI consists of 4 urls with ρ=0.95, δ=0.95 and σ=0.05,.   

Fig 5 shows that the execution time linearly increase when the number of web user 
session increases and the performance of WEBTRASIM is almost similar to WSCBIS 
even when it extends temporal similarity measure in addition to spatial similarity. 
Thus we claim that WEBTRASIM could become a better tool for spatio-temporal 
similarity of web user session trajectories.   

5   Conclusion  

The WWW, an effective information presentation and dissemination tool, has been 
widely used by terrorist groups as a communication medium. The Web presence of 
these terrorist groups reflects their different characteristics and may provide informa-
tion about planned terrorist activities. Thus, monitoring and studying the content, 
structural characteristics and usage pattern of terrorist websites may help us to  
analyze and even to predict the activities of terrorist groups. In this paper we have 
proposed a method to measure the spatio-temporal similarity of web user sessions, by 
introducing the algorithm WEBTRASIM. Our experiments with a web access log 
shows that the algorithm performs equally well with similar algorithms even with the 
extension of temporal similarity measure. We are planning to use this similarity 
measure for web user session trajectory clustering to extract various browsing patterns 
to test with different dark web access logs. 
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Abstract. Some countries suffer from terrorism much more than others, Turkey 
as one of the most suffering countries who owns about a hundred terrorist 
groups; most of these organizations cooperate, and interchange knowledge, 
skills, materials used for terrorist attacks. From criminological perspective  
terrorist networks of Turkey are categorized into three main groups: extreme 
left (i.e. Marxist) networks, extreme right (i.e. Fundamentalist, Radical Islamist) 
networks, and separatist (i.e. ethic, racist) networks. By using their criminal his-
tory including the selection of crimes, attacking methods and modus operandi, a 
crime ontology is created, terrorist networks are attached to this ontology via 
their attacks and a similarity measure (COSM) is developed according to this 
ontology. Results of this similarity measure performed better than two common 
similarity measures; cosine and Jaccard. Results are also presented to domain 
experts in hierarchical clustering and they also commented as positive. Based 
on attributes of crimes, COSM similarity can also be applied to other types of 
social networks.  

Keywords: Terrorist networks, similarity, crime ontology, cosine, Jaccard. 

1   Introduction 

Terrorist networks are everywhere. Terrorism used to be a national problem, but in-
ternational community has long realized that it is a global problem. It is a well known 
fact that many terrorist networks get in touch, cooperate, and coordinate attacks. Here 
the question arise into minds that, how they choose their counterparts for cooperation? 
Are they similar terrorist networks? Are they coordinated from the same power cen-
ters? Do they use the same type of weapons and materials? Do they operate by using 
the same modus operandi patterns? Based on these questions, is it possible to find a 
similarity metric that can hierarchically cluster all terrorist networks in one spectrum. 
A similarity measure is performing better than well known other similarity metrics as 
well as based on domain knowledge of terrorist groups.  

Foreseeing a possible cooperation of terrorist material, weapons, skills and using 
similar modus operandi can give an idea for possible hazard and thereby providing the 
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chance of preventing an upcoming terrorist attack. The police and intelligence officers 
use prospective techniques and intelligence to decide terrorist networks and their 
activities [9]. So, this paper investigates whether it is possible to find a similarity 
metric that can measure similarity between terrorist groups which can also hierarchi-
cally cluster all terrorist networks in a database. To our best of knowledge, there is no 
similarity measure that developed for the similarity of terrorist or criminal networks. 
However, there are some examples of similarity measures developed for social net-
works [10,12]. Some of social similarity measures use graph similarity measures  
such as graph isomorphism, some use Euclidian distance, vector space based cosine 
distance, node-edge similarity measurement score [12]. But, for similarity of terrorist 
networks we should be looking into similarity over their modus operandi and previous 
crimes of targeted terrorist networks and identifying patterns of their past criminal 
behavior. Comparison of past criminal behaviors can yield good results for terrorist 
networks similarity. Representing crime domain knowledge and criminal past behav-
ior might be as in vector space, in relational categorical tables, or in crime ontology 
including behavior of selected terrorist networks. A similarity measure based on 
crime ontology representation is more sophisticated, and considered better than other 
options to export domain knowledge for training of computer about crime domain. 

2   Crime Ontology for Terrorist Networks  

Ontology is defined as a “formal, explicit specification of a shared conceptualization” 
[10]. A crime ontology which represents all terrorist attacks and all terrorist networks 
in a geographical area within a time segment should be developed. Theoretically, such 
ontology can help modeling crimes, attacks and related terrorist networks. Such crime 
ontology can be constructed based on classification of crimes, their attack types, and 
modus operandi. In such ontology, a terrorist network, with all of its attacks and  
modus operandi skills, can be represented as a node, and overall ontology can be 
represented as a graph. It is then possible to use such crime ontology to guess the 
extent of similarity and relationship between terrorist networks. So, two things need 
to be modeled here; first terrorist networks, second overall crimes and attacks which 
are committed by these terrorist networks. Overall, terrorist attacks and network 
names can be merged in a graph-based-ontology. 

3   Existing Ontology Examples for Crime 

There are existing examples of using ontology for analysis of crime. As one of the 
existing systems that use ontology, Terrorist Modus Operandi System, TMODS [8] 
used terrorism threat cases as input graphs and matched them against crime ontology 
(Fig.1). 

Not as entirely crime ontology but as legal core ontology, there are some examples 
are available. Such a legal ontology has been built up for several purposes: informa-
tion retrieval, statute retrieval, normative linking, knowledge management, or legal 
reasoning. As one example for them, Kingston, Schafer, and Vandenberghe [4] pre-
sents a legal modeling approach, which looks at a three-tier approach that describes  
 



 Specific Similarity Measure for Terrorist Networks 17 

 

 

Fig. 1. TMODS ontology matching showcase. A threat graph is matched against available 
ontology in TMODS. Source: Marcus et al. [8]. 

 

Fig. 2. Lithuanian Crime Ontology prepared by Dzemydiene and Kazemikaitiene [3] 
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the investigative process as the investigative process as hypothesis (tier one), law (tier 
two), and evidence (tier three). The emphasis of this approach is to model a specific 
crime. The primary aim of such legal ontology is to provide a means of translating 
financial security fraud across the laws of multiple nations in the European Union. As 
another example for legal ontology, Asaro [1] describes a concept of mapping evi-
dence to the elements of a crime so that judges can visualize whether a guilty verdict 
is supported.  In his doctoral research, Lazarevich [6] has also studied ontologies and 
probabilistic relational models, which are counterpart of Bayesian networks in statis-
tical relational learning, to aid in cyber crime investigation and decision support. 
Probabilistic were better than ontologies to provide decision support in determining 
probable clause. Among existing examples of ontology, Dzemydiene and Kazemi-
kaitiene [3], in a more recent work, prepared Lithuanian crime ontology to help  
prepare a framework and ensure collection, accumulation, storage, treatment, and 
transmission of important investigation information, in a proper form, which estab-
lishes conditions to make optimal decisions in the investigation of crimes (Fig.2).  

Based on the existing examples of crime ontology, our crime ontology model is of-
fered in the following section. 

4   The Model  

In our model, we prepared crime ontology in Direct Acyclic Graph (DAG) form. 
Then we developed link weights for every two nodes in this ontology, finally dis-
tances from every node to every node in this ontology are calculated, the distance for 
every selected two terrorist networks are found. Less distant terrorist networks are 
accepted are more similar networks, more distant terrorist networks are accepted as 
less similar networks.    

4.1   Crime Ontology 

Crime ontology is developed as DAG. In this DAG, similar to Dzemydiene and Ka-
zemikaitiene’s work [3], on the top level the crime node is created (Fig. 3). Below this 
node there is crime class node, which is terrorism in our case, but crime classes might 
be other internationally recognized types of crimes [7], are linked to top crime node. 
Following this level, we created modus operandi nodes which are linked to crime 
class or terrorism node. Finally as the last level, we put defined crimes nodes, which 
are specially defined in accordance with national (i.e. Turkish) criminal codes, and 
they are linked to modus operandi node. After creation of such ontology model, ter-
rorist networks, represented as nodes, are linked to defined crime nodes as the bottom 
level nodes in ontology. Based on committed crimes (i.e. defined crimes nodes) and 
used modus operandi methods (i.e. modus operandi nodes), terrorist networks are 
linked to related nodes in crime ontology. Two terrorist networks (i.e. Terrorist Net-
work#1 and Terrorist Network#2) which are similar by committing the same crime 
(i.e. defined crime) are represented on the left (Fig.3). Another similarity case is two 
networks didn’t commit the same crime but used the same modus operandi as pre-
sented on the right (Fig.3).  In both cases we need link weights for every two nodes in 
this DAG, in order to calculate the distances between every pair of nodes, including 
selected two terrorist networks’ nodes.   
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Fig. 3. Crime ontology model  representing two terrorist networks committed the same crime 
(left). Model representing two terrorist networks committed different crimes with the same 
modus operandi (right). 

4.2   Link Weighting in Crime Ontology 

Link weights between nodes Crime to Terrorism, Terrorism to Modus Operandi, and 
Modus Operandi to Crime nodes are attained as 1. Conceptually, they are all in equal 
distance, so they are linked as in identical distances. Link weights from terrorist net-
work nodes to defined crime nodes vary. They depend on whether a terrorist network 
committed more than one crime, whether they committed many types of crimes, 
whether they used many types of modus operandi while they conducting their attacks. 
Link weights for all links in ontology are presented below (in Fig.4). 

For instance, for selected two networks in Fig.4, weights between networks and 
crimes are calculated as follows: 

 
W (Terrorist Network#1, Crime#1) = 1- log (1/∑ Terrorist Network#1, Crime#1) 

  (1) 

W (Terrorist Network#1, Crime#2) = 1- log (1/∑ Terrorist Network#1, Crime#2) 
(2) 

W (Terrorist Network#2, Crime#2) = 1- log (1/∑ Terrorist Network#2, Crime#2) 
(3) 
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Fig. 4. Link weights between terrorist network and crime nodes. Terrorist network#1 commit-
ted two different crimes; Crime #1 and Crime#2. Terrorist network#2 committed only Crime#2 
crime. Three link weights; two for Terrorist network#1, one for Terrorist Network#2 are found 
separately.  

4.3   Similarity Calculation between Terrorist Networks 

The last step is finding the similarity between pair of terrorist networks. This is real-
ized by measuring distances between all pairs of nodes using Johnson’s all pairs 
shortest path algorithm [2]. Given the example networks and ontology in Fig.4, if 
there is crime similarity between networks and W (Terrorist Network#1, Crime#2) 
exists, and then similarity is calculated as; 

 

Similarity (Terrorist Network#1, Terrorist Network#2) = ∑ W (Terrorist Network#1, 
Crime#2) 

(4) 

If there is only modus operandi similarity between networks and W (Terrorist Net-
work#1, Crime#2) doesn’t exist, then similarity is calculated as; 
 

Similarity (Terrorist Network#1, Terrorist Network#2) = ∑ W (Terrorist Network#1, 
Crime#1), W (Crime#1, Modus Operandi), W (Modus Operandi, Crime#2), W 

(Crime#2, Terrorist Network#2) 
(5) 
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For all pairs of terrorist networks, we obtain a similarity score; as a result we  
obtain a similarity matrix. A similarity matrix is used for hierarchical clustering of 
networks, and finally we get a dendrogram of all networks.  Since our model is based 
on crime ontology it is called as Crime Ontology Similarity Model (COSM) and ex-
periments made for all terrorist networks in Turkey, based on their attacks and crime 
histories. Experimental results using terrorist networks data of Turkey is exhibited in 
the following section. 

5   Experiments  

Turkey data set includes all terrorist attacks happened between 1975 and 2005. This 
data set in obtained as public domain from START database [5]. There are eighty six 
terrorist networks in Turkey dataset. From criminological perspective, terrorist net-
works of Turkey are categorized into three main groups: extreme left (i.e. Marxist) 
networks, extreme right (i.e. Fundamentalist, Radical Islamist) networks, and separa-
tist (i.e. ethic, racist) networks.  

Some of the terrorist networks are of ethnic origin such as Armenian Secret Army 
(ASALA), Kurdish Hawks, Kurdish Workers Party (PKK), PUK/PKK (fraction of 
PKK), HPG/PKK (a fraction of PKK). Some of them are left extremists such as Revo-
lution Youth, DHKP/C, MLKP-FESK, MLKP, TKP/ML, and TKP/ML TIKKO.  

Table 1. Distance matrix for major terrorist networks in Turkey 
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Fig. 5. Turkey terrorist networks similarity presented in hierarchical clustering dendrogram 
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Some of them are religious fundamentalists and racists groups such as Al Qaida, 
Great Eastern Islamic Raiders, Hezballah, Islamic Jihad, and Turkish Hezbollah. 
Major terrorist networks’ COSM scores as distance matrix is presented in the table 1 
below. The highest distance score is between Armenian Secret Army (ASALA) and 
Kurdish Workers Party (PKK) as 4.78. Following highest distance scores are between 
MLKP-FESK and PUK-PKK as 4.602. Another one is between Turkish Hezballah 
and PUK-PKK as 4.78 and also Turkish Hezballah and Al Qaida as 4.301. Similarity 
representation is also given in hierarchical clustering dendrogram in figure 5.  

As presented in Figure 5, terrorist networks are displayed in different colors. Sepa-
ratist movements of ethnic origin such as Armenian Secret Army (ASALA), Kurdish 
Hawks, Kurdish Workers Party (PKK), PUK/PKK (fraction of PKK), HPG/PKK (a 
fraction of PKK) are represented in red. Left extremists movements such as Revolu-
tion Youth, DHKP/C, MLKP-FESK, MLKP, TKP/ML, and TKP/ML TIKKO are 
represented in yellow. Extreme right, religious, fundamentalists and racists groups 
such as Al Qaida, Great Eastern Islamic Raiders, Hezballah, Islamic Jihad, and Turk-
ish Hezbollah are represented in green. Terrorist movements and networks repre-
sented in black are the ones which couldn’t be categorized into three categories. 

According to criminal network similarity results in dendrogram, extreme left terror-
ist networks are too many in members and fractions, so they are closely represented in 
hierarchical tree. All of these terrorist networks are left-extremist groups and their 
ideology is very similar. On the other hand, Extreme religious-right wing terrorist 
networks are in the right-side of dendrogram. 

6   Evaluation  

MDS plots of three similarity scores are presented. COSM result for Turkey terrorist 
networks are exhibited in figure 6. There are seven main clusters in the MDS plot. 
They are fairly clustered and the clusters on the top and two clusters on the right are 
mainly extreme left and ethnically originated separatist groups. The cluster on the top-
left including right wing networks, the cluster in central left also contains extreme 
right wing networks. Two clusters on the bottom-left contain various networks not 
specific to any particular type.  

Cosine similarity result for Turkey terrorist networks are exhibited in figure 7. 
There are six main clusters in the MDS plot. They are mixed clustered and not giving 
particular type of similar networks. Based on this MDS plot, COSM outperforms 
better than cosine similarity. Jaccard similarity result for Turkey terrorist networks are 
exhibited in figure 8. There are six main clusters in the MDS plot. Just like cosine 
similarity MDS plot, they are mixed clustered and not giving particular type of similar 
networks. Based on this MDS plot, COSM outperforms better than Jaccard similarity.  

For Turkey terrorist networks dataset results of COSM, good feedback is provided 
from domain experts in Turkey. Similar networks are approximated whereas different 
networks represented as distant.  Although accepted as intuitive, terrorism experts 
contacted said that most of the similarities provided by COSM are depending on few 
similarities based on crimes and modus operandi. They said COSM can be further 
developed by adding more attributes, such as target/attack site selection, location 
selection, date/time selection of terrorists; COSM shouldn’t be only based on crime 
and modus operandi similarity. 
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Fig. 6. MDS plot for COSM 

 

Fig. 7. MDS plot for cosine 
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Fig. 8. MDS plot for Jaccard 

7   Conclusion 

Many terrorist networks get in touch, cooperate, and coordinate attacks, so most of 
similar terrorist networks use the same type of weapons and modus operandi patterns. 
So, is it possible to find a similarity metric that can hierarchically cluster all terrorist 
networks in one spectrum? And is it possible to find a similarity metric that can 
measure similarity between terrorist groups which can also hierarchically cluster all 
terrorist networks in a database? The answer is affirmative. COSM similarity measure 
is performing better than well known cosine and Jaccard similarity metrics as well as 
based on domain knowledge of terrorist groups. COSM tried to find similar terrorist 
networks based on crime and modus operandi similarity. Based on attributes of social 
networks data, a similarity metric can be developed using attribute similarity, like 
COSM does for terrorist networks. 
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Abstract. With the rapid development of Internet, cybercrime by means of 
Internet become serious. Mining their communication can be used to discover 
some latent criminal activities. Social network analysis is used for understanding 
their social communication status. But promulgating information on Internet is 
free. Criminals can hide in any corner by anonymity or forging their personal 
information. Authorship identification methods based on stylometry is necessary 
to identify criminal’s real authorship. So in this paper, social network analysis 
methods based on e-mail and blog was provided. Authorship identification using 
to judge authorship’s authenticity was proposed. Experiments on e-mail and blog 
dataset’s social network analysis were demonstrated. 

Keywords: social network analysis, authorship analysis, cybercrime  
investigation. 

1   Introduction 

With rapid development of Internet, people can communicate each other without 
geographical boundary. E-mail facilitates digital messages’ exchanging from one 
author to one or more recipients. People can perform functions such as uploading and 
downloading software and data, reading news and bulletins, and exchanging messages 
with other users by means of BBS. A web forum is a virtual platform for expressing 
personal and communal opinions, comments, experience, thoughts, and sentiments 
[1]. Other Internet services such as blog, microblog etc are used for exchanging in-
formation each other. 

Every thing has two sides. Internet provides convenience, at the same time negative 
impact does harm to people or society seriously. Antisocial mail, fraud mail, racketeer-
ing mail, terroristic threatening mail, pornographic mail appear in everyone’s mailbox 
frequently. Some terrorists use forums to recruit members, broadcast antisocial informa-
tion, and upload obscene pictures. Mining their communication can be used to discover 
some latent criminal activities. Building social network by analyzing their communica-
tion information is used for detecting latent cybercrime members, which can assist court 
to collect criminal evidence. Internet is a free and open place. Its anonymous nature 
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facilitates criminal hiding in any corner by anonymity or forging their personal 
information. Social networks built by analyzing e-mail’s mailbox address and BBS 
users when registering are unbelievable. Authorship identification methods based on 
stylometry is necessary to identify criminals’ real authorship. We had done a lot of 
research on authorship identification formerly. The techniques could be used for 
identifying authorship. In this paper, social network analysis methods based on e-mail 
and blog was provided. Authorship identification using to judge authorship’s 
authenticity was proposed. Experiments on e-mail and blog dataset’s social network 
were demonstrated. 

The remainder of the paper is organized as follows. Section 2 presents a general 
review of social network analysis and authorship identification. Section 3 describes 
our research design. Section 4 is social network analysis methods based on e-mail and 
blog. Section 5 provides our experiments. Section 6 is the conclusions of the paper. 

2   Related Works 

2.1   Social Network Analysis 

Social network is defined as social structure of individuals in terms of network theory 
based on a common relation of interest, friendship, trust, etc. Social network analysis 
is the study of social networks to understand their structure and behavior. A social 
network is a graph, G=(V,E), where V is a set of nodes representing persons and E is 
a set of edges (V*V) representing the relationship between the corresponding persons. 
Social network analysis views social relationship in terms of nodes and ties. Nodes 
are the individual actors within the networks, and ties are the relationships between 
the actors. Social network are often visualized in a social network graph, where nodes 
are the points and ties are the lines.  

Social network analysis has emerged as a key technique in modern sociology. The 
research of social network can be traced back to the late 1800s. A summary of the 
progress of social network and social network analysis has been written by Linton 
Freeman [2]. The earlier researches focused on the theory of social structure[3][4]. 
Originally social network analysis has been applied to the studies of social movement, 
adolescent behavior, and disease transmission[5][6]. In recent years several research-
ers began to focus on social network analysis for discovering terrorist organization by 
analyzing web information[7]-[9]. For the particularity of e-mail, e-mail data could be 
transformed into social network easily by analyzing the header information such as 
from field and to field[10][11]. But the header information of e-mails is unauthentic 
and is always ignored or forged. Moreover, the phenomena of several persons using 
the same e-mail address is common.The user’s information of BBS or Blog when 
registrating is always foged to avoid investigation. So authorship identification 
methods based on stylometry is necessary to identify criminals’ real authorship.  

2.2   Social Network Community 

Social network is complex network. It has complex network’s characteristic such as 
small world and scale-free. A lot of studies indicated that some networks were 
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isomerous. That is to say, the connection is more among same type of nodes than 
different type of nodes. Community is sub-graph composed of same type of nodes and 
ties between nodes. Connection is very tight within community and sparse between 
communities. 

The research of network community has close relation with graph partitioning 
problem in computer sciences and hierarchical Clustering in sociology. To find out 
community in complex network, some algorithms were proposed. The classical algo-
rithms were Kernighan-Lin algorithm[12] based on computer science, agglomerative 
method[13] and divisive method[14] based on sociology. 

2.3   Authorship Identification 

Based on the theory of stylometry, authorship identification is a process of matching 
unidentified writings to an author based on the similarity of writing styles between the 
known works of the authors and unidentified pieces. Abbasi and Chen presented a 
comprehensive analysis on the stylistics features, namely, lexical, syntactical, struc-
tural, content-specific and idiosyncratic features[15][16]. Zheng (2006,2003) ana-
lyzed the authorship of web-forum, using a comprehensive set of lexical, syntactical, 
structural features, and content-specific features[17][18]. Teng and Ma [19]-[22] 
researched on authorship identification methods on e-mail and web information. 
Various writing-style features including linguistic features, structural features, and 
format features were analyzed. Support vector machine algorithm was adopted to 
learn the author’s writing features.  

3   Research Design  

3.1   The Framework of Social Network Analysis Methods 

Figure 1 presents the framework of our social networks analysis methods. There are 
four major components, namely, information extraction, authorship analysis, social 
network analysis, and social network visualization.  

(1) Information extraction: To build social network, information extraction from 
e-mail, blog, BBS, academic paper etc is the first step to do. By mining the in-
formation, social relationship can be obtained. 

(2) Authorship identification: Internet user’s personal information is always inau-
thentic or spurious, our authorship identification methods that analyzed web 
information author’s writing features and adopted machine learning algorithm 
to identify web information’s real authorship were used to judge authorship’s 
authenticity.  

(3) Social network analysis: By analyzing web information, mining author’s so-
cial intercourse, social network can be built.  

(4) Network visualization: Using the technique of graph, social relationship is 
demonstrated in a social network graph. 
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Fig. 1. The framework of social network analysis 

3.2   Authorship Identification Methods 

Everyone has own handwriting, which can be used to identify authorship. Authors of 
web information have their inherent writing habits. The writing habits can not be 
changed easily, which embody writing features such as usage of certain words, the 
length of sentences and paragraphs, and the format of the text etc. 

In our study, three types of feature including linguistic features, structural features, 
and format features were extracted. Linguistic features were based on the frequency 
of certain words. tf-idf techniques were used to calculate the weight of linguistic fea-
tures. Information gain(IG) methods were used to select more effective linguistic 
features. Structural features reflect the structure of article, syntax, and morphology. 10 
structural features, 30 punctuations features including Chinese and English punctua-
tions, and 12 common used part of speech features were extracted. As a special  
type of web information, e-mail has format features besides linguistic and structural 
features. Same as written letters, e-mail should obey the format of letters. Appellation, 
honorific, name, and date are the writing format of e-mail. Format features were 
treated as pattern. For example, the honorific “best regards”, “best wishes”, and 
“yours sincerely” are different pattern. 

Machine learning techniques including decision trees, neural network, and support 
vector machine are the most common analytical approaches used for authorship iden-
tification in recent years. The distinctive advantage of the support vector machine is 
its ability to process many high-dimensional applications. In our study, support vector 
machines were used for learning the authors’ writing features. Authorship identifica-
tion model was gained.  

3.3   Cybercrime Investigation Methods Based on Social Network 

Cyber criminals are assembled into one virtual community. Social network analysis 
provides one tool to search social member’s social relationship. If one criminal prom-
ulgate illegal web information, the criminal’s social relationship can be investigated. 
Exhaustive investigation on one criminal’s social relationship can detect lots of latent 
cybercrime group, which provide one technical means to restraint cybercrime. The 
social network investigation methods were showed in figure 2. 
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Fig. 2. The method of social networks investigation 

4   Social Network Analysis Methods 

4.1   E-mail’s Social Network Analysis 

With rapid development of Internet, e-mail has replaced traditional communication 
means such as letters or telegraphs gradually and became an expedient and economi-
cal means of communication. E-mail brings together participants by their communica-
tion activities each other, which suggest their social relationships. 

An e-mail message consists of two components, the message header, and the 
message body. The message header containing control information, including, 
minimally, an originator's e-mail address and one or more recipient addresses was 
used for discovering the social relationship pattern between participants. The message 
body was used for extracting the authors’ writing style, which was mined and formed 
authorship identification model. 

The message header should include at least the following fields: 

 From: The sender’s e-mail address, and optionally the name of the author. 
For example: From: admin@internet.com. Like the envelope from address, 
e-mail header can themselves be forged. The e-mail is supposedly sent 
"From" admin@internet.com, but maybe in reality, that's an address forged 
by the Sobig.F worm, stolen for the purpose of masking the real authorship. 

 To: The e-mail address of the ultimate destination, and optionally name of 
the message's recipient. 

 Subject: A brief summary of the topic of the message. 
 Date: The local time and date when the message was written. 
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By analyzing from field and to field, the communication relationship can be obtained. 
In figure 3, we can see that the sender f ties to t1, t2, t3, t4, and t5, because sender f 
often sends e-mails to the five receivers. The social network is a directed graph. So 
the linkage between two nodes is an arrowhead line. The line →

1ft denote the sender f 

communicate with t1 actively; while the line ←

1ft denote the sender t1 communicate with 

f actively.  
 
 
 
 
 
 
 
 

 
 

Fig. 3. The map of social network 

The sender f is related to five receivers. But which one links to f by closer relation-
ship. The degree of relationship should be evaluated. We computed the weight of link 
between two nodes as formula 1. 
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Where )( 1

→
ftW  denotes the weight from node f to node t1. 

→

1ft
N

denotes the number of the 

sender f sending e-mails to the receiver t1. The purpose of function max is to get the 
maximum from all the number of the sender f sending e-mails to the receivers. The 
value of )( 1

→
ftW  is a decimal fraction at the closed interval between 0 and 1.  

4.2   Blog’s Social Network Analysis 

Blog is one new Internet communication mean in recent years. Blog is a type of web-
site maintained by an individual with regular entries of commentary, descriptions of 
events, or other material such as graphics or video. Most blogs are interactive, 
allowing visitors to comment and reprint each other. Members of Blog are gathered as 
a virtual community. Social relationship can be extracted from blog by analyzing their 
comment and reprinting each other. 

The social network is demonstrated by a directed and weighted graph. Member 
commenting or reprinting somebody’s blog are taken for having relation to the one. 
The degree of closeness between nodes is showed by weight. The weight is deter-
mined by the number of comment and reprinting each other. Here comment and  
reprinting was evaluated based on different coefficient of weight. The weight was 
computed by formula 2 and 3. 
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Where )( 1

→
ftW  denotes the weight from node f to node t1. 

→

1ft
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 denotes the number of user 

f comments or reprints the blog of user t1. The purpose of function max is to get the 
maximum from all the number of the user f comments or reprints everybody’s blogs 
that user f relates to. 

→

1ft
CN

denotes the number of user f comments the blogs of user 

t1.
→

1ft
RN

denotes the number of user f reprints the blogs of user t1. Comments and  

reprinting are evaluated based on different coefficient of weight. m and n are the coef-
ficient of weight in formula 3. 

5   Experiments 

Due to involve privacy, e-mail service organization doesn’t provide e-mail dataset 
publicly. E-mail dataset concerning cybercrime was difficult to gain. Furthermore 
blog dataset with reagard to cybercrime was hard to obtain. So here datasets used for 
test were experimented to demonstrate our methods of social network analysis. We 
constrcted a social network based on the message of e-mails including 23 participants 
and 362 e-mails collected from our research laboratory. Link weighting between 
nodes was lined out. Figure 4 was the example of e-mail dataset’s social network. 

 

Fig. 4. One example of e-mail dataset’s social network 
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Fig. 5. One example of blog dataset’s social network 

Blog dataset was collected from http://blog.sina.com.cn/. Figure 5 was the example 
of blog dataset’s social network. 

6   Conclusions 

In this paper, social network analysis method for cybercrime investigation was de-
scribed. The from field and to field of e-mail’s header information were analyzed to 
obtain the participants’ communication pattern. Blog’s comment and reprinting were 
extracted to analyze blog user’s social relationship. E-mail’s header information  
or blog’s registration information were always ignored or forged. Therefore author-
ship identification methods to judge authorship’s authenticity were introduced. 
Experiments on e-mail and blog dataset were provided to illuminate the method. 
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Abstract. This paper introduces a new approach for topic-oriented information 
detection and scoring (TOIDS) based on a hybrid design: integrating characte-
ristic word combination and self learning. Using the characteristic word combi-
nation approach, both related and unrelated words are involved to judge a  
webpage’s relevance. To address the domain adaptation problem, our self learn-
ing technique utilizes historical information from characteristic word lexicon  
to facilitate detection. Empirical results indicate that the proposed approach 
outperforms benchmark systems, achieving higher precision. We also demon-
strate that our approach can be easily adapted in different domains.  

Keywords: characteristic word combination, Z-Score, self learning. 

1   Introduction 

TOIDS is a critical task in Intelligence and Security Informatics (ISI)[1,2]. Briefly, 
there are two problems demanding prompt solution. First, due to free wording and 
phrasing in web pages, most existing systems pale to differentiate topic related infor-
mation from the others [3][4]. Secondly, traditional domain-oriented design blocks 
system’s transferring ability, making domain adaption nontrivial [5][6]. In this paper, 
we propose a hybrid approach that utilizes characteristic word combination to im-
prove domain-specific performance, while addressing the domain adaption problem 
by self learning.  

The rest of the paper is structured as follows. Section 2 reviews related work in 
topic oriented information detection. In section 3, we present the architectural design 
and detailed technical information of our TOIDS system. Section 4 reports the results 
of our evaluation study. Section 5 concludes this paper with a summary. 

2   Related Work 

TOIDS has been attracting attention increasingly since the frequent occurrence of 
social security incidents [7]. Topics concerned in this paper include: pornographic 
violence, criminal offence, terrorism, public health and so on. Previous studies on 
topic-oriented information detection can be roughly categorized into two groups: 
heuristic dictionary-based methods and machine learning methods. In the following, 
we will review concrete research in each category. 

2.1   Dictionary-Based Methods 

Dictionary-based methods mainly employ a predefined dictionary and some hand 
generated rules for detecting topic-related webpage. Matching techniques, such as: 
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Forward Maximum Matching (FMM), Reverse Directional Maximum Matching 
(RMM) and Bi-directional Maximum Matching (BMM) are employed to make relev-
ance judgment based on word matching. Primal disadvantages of such systems lie in 
three aspects. First, the performance greatly depends on the coverage of the lexicon, 
which unfortunately may never be complete because new terms appear constantly. 
Secondly, without context taken into consideration, misunderstanding may be in-
curred in judgment procedure, especially when solid matching used over context 
sensitive words. Finally, judgment based on single characteristic word is highly unre-
liable, especially when several common words are used together to express topic 
related information[8]. 

2.2   Statistical and Machine Learning Methods 

Some researchers cast topic-oriented information detection as a classification task. Li 
et al. [8] uses kernel based method to filter sensitive information. Greevy and Smea-
ton [3] classify racist texts with Support Vector Machine. In paper [7], Zhou et al. 
employ MDS to analyze hyperlink structures, thus uncovering hidden extremist group 
Web sites. Tsai and Chan [9] use probabilistic latent semantic analysis to detect key-
words from cyber security weblogs. However, main drawback of such methods is 
their paleness in domain adaption, a key problem inherent in most statistical methods. 

In this paper, we focus on improving detection precision by using characteristic 
word combination, akin to previous work in [8]. Apart from related words, we also 
involve unrelated words to make the final judgment. To facilitate domain adaptation, 
we integrate self learning technique by deducting based on historical prediction  
results. The following session will present all the technical details in our TOIDS  
system. 

3   A Hybrid Approach for TOIDS 

Figure 1 illustrated our proposed hybrid approach. We first extract characteristic 
words from training data, and then utilize topic related and unrelated characteristic 
words to generate word combination features for statistical model. Finally, we con-
struct characteristic word lexicon with self learning based on prediction results. We 
believe this design could improve performance from two ways: word combination can 
help filter topic related web pages with higher accuracy. At the same, self learning 
will improve recall rate by enlarging its lexicon iteratively. This can also be consi-
dered as an effective way for domain adaption by utilizing information learned from 
new domain. 

3.1   Z-Score Algorithm 

Characteristic words originally refer to those words representative for topic related 
information. In order to extract such words, we employ Z-Score algorithm, similar to 
[10]. To meet our objective for TOIDS, we redefined the contingency tale, as given in 
Table 1. 
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Fig. 1. Flow chart of TOIDS system 

Table 1. Contingency table for characteristic word extraction 

 Topic related Rest  
ω a b a + b 
notω c d c + d 
 a + c b + d n = a + b + c + d 

 
In table 1, the letter a represents the number of occurrences (tokens) of the wordω 

in topic related documents. The letter b denotes the number of tokens of the same 
wordωin the rest of the whole corpora while a + b is the total number of occurrences 
in the entire corpora. Similarly, a + c indicates the total number of tokens in topic 
related documents. The entire corpora corresponds to the union of ‘Topic related’ and 
‘Rest’ that contains n tokens (n = a + b + c + d).  

Here, we define a variable ܼ݁ݎ݋ܿݏሺ߱ሻ  to measure the representative ability of 
word ߱ according to Muller's method [10].  

ሺ߱ሻ݁ݎ݋ܿݏܼ  ൌ a െ n! Pr ሺ߱ሻටn! Pr ሺ߱ሻ · ൫1 െ Prሺ߱ሻ൯ 
(1) 

where: Pr ሺ߱ሻ ൌ ሺa ൅ bሻ n⁄  (2) n! ൌ a ൅ c (3) 

As a rule, we consider words whose Z-Score values are above 0.8 as related while 
those below -0.8 as unrelated. The thresholds used here are chosen according to our 
best configuration in experiments. In word combination, we incorporate related and 
unrelated words into characteristic word set, for we believe both kinds of words  
are useful. With stop words pruned, related and unrelated words are added into the 
lexicon with their respective Z-Score value. 
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3.2   Statistical Model 

As each webpage document is composed of sentences, thus, we intend to use the 
relevance of each sentence to derive a document’s relevance, of which the former one 
comes down to a binary classification task. Here, we adopt Maximum Entropy Model 
(MEM) [11] to classify the relevance of each sentence. Features used here are mainly 
extracted based on characteristic words within a sentence, and grouped into four cate-
gories: n-gram word feature, n-gram POS feature, word number feature and finally, 
major POS feature. Table 2 lists these features with a detailed description. 

Table 2. Features used in Maximum Entropy model 

Feature Type Description
n-gram word Related 

Unrelated 
n-gram for related words 
n-gram for unrelated words 

n-gram POS Related 
Unrelated 

n-gram for related POS tags 
n-gram for unrelated POS tags 

word number 
 

Related 
Unrelated 

related word number in current sentence 
unrelated word number in current sentence 

major POS Related 
Unrelated 

POS tag correspond to highest Z-Score value 
POS tag correspond to lowest Z-Score value 

3.3   Topic Oriented Information Detection and Scoring Algorithm 

To derive the relevance of document d, we introduce a variable Rel_score(d):  
ሺ݀ሻ݁ݎ݋ܿݏ_݈ܴ݁  ൌ #Rel_Sentence #Sentence⁄  (4) 

in which #Sentence indicates the total number of sentence in the current web page 
while #Rel_Sentence indicates the number of related ones predicated by machine. If 
Rel_score(d) exceeds 0.5, then it is considered as related. 

For scoring with more concrete measurement, we also calculate the relevance de-
gree for each web page. This is quantified by calculating the relevance probability in 
average for all sentences in a webpage, for we believe that prediction probability for 
each class could depict the relative importance of sentence in fine–grained level. In 
our TOIDS system, the original relevance degree is scaled into 5 levels1. 

3.4   Self Learning 

For the problem of low coverage rate as well as domain adaption, we design a self 
learning technique by utilizing historical information. Specifically, we augment  
characteristic word lexicon based on prediction results: words that occur in related 
sentence yet not found in unrelated word lexicon are added to related word lexicon; 
words that occur in unrelated sentence yet not found in related word lexicon are added 

                                                           
 ሺ݀ሻ values fall into span within [0, 0.5) are cast to 0, those within [0.5, 0.6) are݁݁ݎ݃݁݀_݈ܴ݁ 1

cast to 1, those within [0.6, 0.7) are cast to 2, those within [0.7, 0.8) are cast to 3, and all 
above 0.8 are cast to 1.  
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to unrelated word lexicon. 
in later classification phase.

4   Experiments and R
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In domain adaptation experiment group, we subtract one sub-collection related to 
transportation (500 documents) to test another one concerning criminal incidents (400 
documents). In this experiment, whenever one hundred new documents were classi-
fied, F-score is recalculated over all testing documents processed till the current time. 
Experiment results are given in Figure 2.  

 

 

Fig. 2. Performance variation tendency 

Table 4. Scoring results from TOIDS system 

 

Inspection into performance variation tendency in Figure 2 reveals that: historical 
prediction results have guided current classification phase. This consists with our 
original objective in design. 

Apart from topic related information detection, results of our scoring strategy from 
a real TOIDS system are provided in Table 4, which only presents part of the filtered 
web pages with relevance degree level higher than 3. 

5   Conclusions 

In this paper, we propose a new method for TOIDS based on characteristic word 
combination and self learning. By integrating unrelated words into word combination, 
precision rate is improved while keeping recall rate at a high level. We solve domain 
adaptation problem by accumulate characteristic words from historical information. 

Our future work includes the following: 

 Use quantified Z-score of characteristic words to judge a sentence’s  
relevance. 

 Distinguish the importance of sentences occurring at different positions. 

Title                            Rel_score 
  … 

One Bullet  The contradiction between Ma Ying-jeou and Lien Chan faces … 
5 

68.6  …  
For debt collection of 686,000, men armed with knives … 

4 

… 
Transport Minister in Henan province Dong Yongan collapses … 

5 

2 … 
Jailed Russian oligarch uses 200,000,000 … 

3 
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 Implement mutual enhancement mechanism between sentence and document 
for their relevance are prohibitively interdependent. 

 Enable mistakenly extracted characteristic words eliminated automatically. 
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Abstract. Internet events are public events with the participation of netizens to 
express their opinions or comments. As an emerging phenomenon, Internet 
events often draw nationwide attention and eventually influence offline events. 
Netizen groups who participate in the Internet events play a central role in such 
events. In this paper, we focus on the study of netizen groups and propose an 
agent-based model to capture their dynamics and evolvement in Internet events. 
Our experiment is based on two case studies of Chinese Internet events. We test 
the proposed model by running simulations and comparing experimental results 
with real social media data to show the effectiveness of our model. 

Keywords: agent-based modeling, netizen group, Internet event. 

1   Introduction 

Internet events refer to public events which draw the attention and participation of 
large numbers of netizens. In an Internet event, unorganized netizens autonomously 
express their sentiments and opinions online which often influence the offline behavior 
associated with the event. Netizen groups who participate in the Internet events play a 
central role in such events. In recent years, with the development of Internet and mo-
bile technologies, Internet events happen frequently and have become an emerging 
social phenomenon that significantly impact and reshape public and social lives. 

Internet events are often involved with the participation and interaction of netizen 
groups——the biggest difference between Internet events and normal events. In order 
to understand this new phenomenon, it is important to model and capture the mecha-
nism of netizen-centered Internet events from a computational perspective. This is a 
challenging issue, though. Some research attempts to investigate the issue through 
statistical analysis and data mining, but their focus is on the specific aspects such as 
netizen groups’ past topics, interests or opinions. Due to the complexity of the interac-
tions in an Internet event and the involvement of multiple parties, it is difficult to 
model netizen groups and capture the mechanism of Internet events using traditional 
methods such as statistical analysis or mathematical methods. 

To tackle this issue, we ground our work on agent-based modeling of netizen 
groups and Internet events. Agent-based modeling is a tractable method for capturing 
netizen group’s opinion and actions [1-3]. It is capable of modeling the emergence  
of social phenomenon through the decomposition and specification of individually 
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involved parties (i.e., agents) and their interactions. Recent studies show that the 
causes of Chinese Internet events can be located in public concerns, sentiments, and 
demands [4]. Thus netizen groups’ sentiments and opinions, which largely reflect 
public concerns, are the key factors in promoting the evolution of Internet events. 
Therefore, one particular focus of our agent-based model is on the sentiments and 
opinions of the netizen groups in Internet events. In addition, to capture the interac-
tions among multiple parties, our model considers all the parties involved in Internet 
events. We evaluate our model using two case studies of Chinese Internet events [5, 
6]. The preliminary modeling results verify the effectiveness of our proposed model. 

The rest of this paper is structured as follows. Section 2 briefly reviews the related 
work. Section 3 presents our agent-based model in detail. Then in Section 4, we test 
our model based on social media data of two Chinese Internet events occurred in 
2010, Synutra event [5] and “360 versus QQ” event [6]. Section 5 concludes this 
paper. 

2   Related Work 

Netizen groups have been studied in crisis management domain. Hughes et al. [7] 
outlined several types of online social convergence behavior during times of crisis: 
help, be anxious, return, support, mourn, exploit, and be curious. Sutton et al. [8] 
studied information sharing and dissemination practice by the public during the Octo-
ber 2007 Southern California Wildfires. The authors suggested that community in-
formation resources and other unofficial communicative activities enabled by social 
media are gaining significant momentum in practice, despite concern by officials 
about the legitimacy of information shared through such means. They argued that 
these emergent uses of social media are precursors of broader future changes to the 
institutional and organizational arrangements of disaster response. Vieweg et al. [9] 
analyzed a selected set of online interactions that occurred in the aftermath of  
the 2007 shooting rampage at Virginia Tech, which represented a new and highly 
distributed form of participation by the public. These findings suggest strong self-
organization which includes the development and evolution of roles and norms wildly 
exists among netizen groups. 

Netizen groups are a special type of online community. Research on general online 
communities can offer insights and research methods that could benefit investigating 
netizen-centered Internet events. Computational studies of online communities mainly 
fall into two categories: communities mining [10, 11] and community characteristics 
computing [12-15]. Community mining aims to identify online communities that are 
implicit, inconspicuous, or even hidden. A range of computing techniques such as 
Web crawling, social network analysis, content analysis, and link analysis, have been 
applied in community mining research. Community characteristics computing in-
volves analyzing community structure [14], identifying leaders and experts from 
communities [15], searching for information, and finding friends with similar hobbies, 
among others.  

Previous related work mainly focused on mining or modeling specific aspects of 
netizen groups based on online social media information. We aim at modeling the  
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dynamics and evolvement of netizen-centered Internet events. In next section, we 
shall propose an agent-based model of netizen group and other parties involved in 
Internet event. 

3   Proposed Model 

The growth of social media websites in China enables more and more netizens to 
engage in online discussions about hot topics and thus gives rise to the increasing 
occurrence of Internet events. Through investigating a number of Chinese Internet 
events occurred in recent years, we find there are five main parties involved in an 
Internet event, i.e., main party, opposite party, netizen group, media, and government 
(See Figure 1). Main party refers to people or group who initiates a hot event and the 
opposite party is the one having conflict interest against the main party. Both main 
party and opposite party are directly involved in the event. They are main parts of the 
event and their actions significantly influence the evolution of Internet events. Neti-
zen group is the collection of netizens who are associated with the Internet event via 
online participation. Media includes traditional media (e.g., newspaper and TV) and 
online media (e.g., news websites and social network sites). Media reports latest news 
about Internet events. It is the medium of information diffusion. Government plays 
intermediate roles in some events. The response and policies made by government 
always impact netizens’ opinion toward the event and government.  

  

conflict 

handle 

report 

comment 

Media 

Main 
Party 

Govern- 
ment 

Netizen 
Group 

Opposite 
Party 

Hot 
Event Web 

 

Fig. 1. Agent-based model for netizen-centered Internet events 
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Netizen groups play a key role in Internet events. In our model, we define the 
states and actions of the five parties (i.e., agents) as well as their interaction rules. 
Below we shall introduce the agent design. 

States. States are inherent attributes of agents which are closely related to their ac-
tions. All the five parties have belief states denoting their belief about an Internet 
event. For netizen group, media and government, they are not directly involved in an 
Internet event. They have concern as a belief state. Concern denotes the attention of a 
party to the event. It is a numerical variable ranging from 0 to 1. The main party  
and the opposite party are directly involved in an Internet event and therefore have 
benefit as a belief state instead of concern. Benefit denotes the benefit the main 
party/opposite party gets from the event. Benefit is a nominal variable with value 
positive, negative or null. In addition, we also use opinion to capture the posi-
tive/negative attitude one agent holds about another agent. For example, the netizen 
group has opinion toward the main party, the opposite party, media, and government, 
respectively. Each opinion is a numerical variable which ranges from -1 to 1, and 
positive/negative value represents positive/negative opinion polarity. 

Actions. While the states of the five parties are a bit similar, their actions are rather 
diverse. Among all the possible actions of one party, we are particularly interested in 
those actions which have impact on the attitude/opinion of one agent toward others 
because our model aims to capture the dynamics aspect of a netizen-centered Internet 
event. An action has corresponding target and intensity. Target is the object of the 
action and can be one of the five agents defined. If an action has no target, the event 
itself is the default target. Intensity degree could be low, medium or high. 

Actions of the main party and opposite party are the same. They consist of a num-
ber of actions, which are classified into positive actions and negative actions. Positive 
actions include those actions like donation, compensation, surrender, praise, etc. 
Negative actions include actions such as prosecution, accusation, criticism, black-
mail. Actions of netizen group are also divided into positive actions and negative 
actions. Positive actions can be online or offline actions such as help, support or dig-
ging target’s positive news. Negative actions are actions like threat, accusation, and 
digging negative news. Each action has its target and intensity degree. Media’s ac-
tions include praise, criticism and report-in-view. Praise/criticism means media writes 
columns or comment articles to praise/criticize target. Praise and criticism are media’s 
subjective opinions on the event. Report-in-view denotes media reports positive or 
negative news about target. Report-in-view is media’s objective opinions on the 
event. 

Government has five actions: get-involved, judge-winner, appeasement, award, 
punishment and no-response. Each action has intensity and target. Get-involved indi-
cates government starts to get involved in the event. The intensity can be low,  
medium or high. The intensity is determined by the type of government, for example, 
the intensity is low if local government is involved. Judge-winner means government 
judges the target as winner after investigation, and the target is null when no party 
wins. Appeasement represents that government gives compensation to the target. 
Appeasement and award are positive actions, and no-response and punishment are 
negative actions. 
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Interaction rules. Interaction rules specifies how one party’s states will change in 
response to another party’s actions. For the main party, for example, the 
opinion/attitude toward the opposite party would decrease if the benefit of the main 
party is negative or the opposite party takes negative actions. It is also affected by 
government’s judgement. The opinion toward the media is affected by the media’s 
action. If the media reports positive news of the main party or negative news of the 
opposite party, the main party’s opinion toward the media will increase. The opinion 
toward the government is affected by the government’s action. If government takes 
negative actions against the main party, the main party’s opinion toward the 
government will decrease. 

With the increase of the conflicts between main party and opposite party, the con-
cerns of media and netizen group will increase. Actions from other parties will  
increase concerns as well, such as criticism from netizen group to government. Nega-
tive actions often have greater influence than positive actions. This is probably due to 
the negativity bias according to social psychology [16]. If no action occurs, the con-
cern will decrease with time following the power law, as found in social computing 
research. 

Opinion of a netizen group can be influenced by other parties’ states, for example, 
opinion toward the main party/opposite party is affected by the party’s benefit.  
Actions from other parties can also change the opinion of the netizen group. For ex-
ample, the opinion of the netizen group toward the main party will increase if the 
government judges the main party as winner. The netizen’s opinion toward the gov-
ernment would decrease if government does not respond to the event in certain time 
limit or the investigation results/the actions of the government are contrary to the 
netizen’s expectation. During the event, the netizen group’s opinion will decay over 
time [17, 18]. Rules for the opinion of the media to the other parties are similar to 
those of the netizen group. 

Below we choose two typical Internet events as case studies to test our proposed 
model. 

4   Case Studies 

To illustrate the usefulness of our model, we test our model by simulating two typical 
Chinese Internet events occurred in 2010, i.e., Synutra event and “360 vs. QQ” event. 
We select Repast [19] as the agent-based modeling tool. In each scenario, we first 
initialize the model by setting event type and initial states of all the parties according 
to the related online news. The actions are directly transferred from real actions of  
all the parties in the event. The default action of every agent is no action and the de-
fault value of benefit is null. These parameters are extracted from text data by hand, 
and each time step corresponds to a day in the real world event. After running the 
model step by step, we get the netizen group’s concern and opinions as the output  
of the simulation. To test the model’s performance, the simulation results are then 
compared with results mined from real-time social media data using our sentiment 
analysis tool [20]. 
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4.1   Synutra Event 

Synutra event is a food safety event happened in August 2010, in which Synutra baby 
milk powder was suspected to cause precocious puberty. Synutra event had drawn 
national attention and governmental investigation. At the beginning, three girls in 
Wuhan who had been fed with Synutra milk were suspected to be premature. Synutra 
denied the report later. Customers and large numbers of netizens do not believe the 
announcement given by Synutra and joined together to denounce Synutra. Finally 
Chinese Health Ministry was forced to initiate investigation. The investigation results 
showed that three girls were pseudo-precocious puberty. In this event, netizen group 
played an important role in the evolvement of the event. 

We extract news reports and comments about Synutra event from three popular 
Chinese news sites, including QQ, 163, and Phoenix. Here we get 153, 104, and  
580 reports, and 58307, 12146, and 13419 comments from QQ, 163, and Phoenix 
respectively. 

In Synutra event, customers act as the main party, Synutra company is the opposite 
party and Health Ministry is the government. In the scenario we model the event from 
Aug 6 to Sep 3. Fig. 2 shows the comparison of simulation results and real data. In the 
figure x axis represents the date, and y axis denotes the positive/negative polarity of 
netizen group’s opinion or the netizen group’s volume of comments. 

 

(a) Netizen group’s concern 

 

(b) Netizen group’s opinion toward Synutra company 

Fig. 2. Comparison between simulation results and real data 
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(c) Netizen group’s opinion toward the customers 

 

(d) Netizen group’s opinion toward the government 

 

(e) Netizen group’s opinion toward media 

Fig. 2. (continued) 

The curve of the simulated netizen group’s concern matches well with the curve of 
the total amount of the comments, as shown in Fig. 2(a). From Fig. 2(b) we can see 
that the netizen group’s negative opinion toward Synutra is rather strong on Aug 8 
because a lot of victims of the Synutra milk powder are found. Fig. 2(d) shows the 
simulated opinion toward the government is similar to the real data. The opinion to-
ward the government decreases at the beginning as the government refused to react to 
the event and thus raised the public rage. After the join of the Health Ministry, the 
opinion increases gradually. However, it drops suddenly on Aug 15 because the in-
vestigation results were not consistent with netizens’ anticipation and they doubted 
the government’s fairness. In general, the simulation results by our model fit the real 
social media data quite well. This basically verifies the effectiveness of the model. 
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4.2   360 VS QQ 

360 versus QQ is a business conflict between Qihoo and Tecent, two leading software 
companies in China. 360 published privacy protection software to monitor QQ soft-
ware on September 27. Tecent announced QQ software would not compatible  
with 360 on personal computers. Netizens got rage soon and expressed their anger by 
posting threads online. The event ended after Industry and Information Technology 
Ministry and Public Security Ministry’s engagement. 

We downloaded 352 news reports and 169741 comments from 163. The y axis in 
Fig. 3(a) denotes the number of daily comments. The curves in the other figures show 
the netizens’ opinions toward QQ, 360, the government and the media. We got these 
data according to the same procedure described in Synutra event case. 

 
(a) Netizen group’s concern 

 
(b) Netizen group’s opinion toward QQ 

 
(c) Netizen group’s opinion toward 360 

Fig. 3. Comparison between simulation results and real data 
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(d) Netizen group’s opinion toward the government 

 
(e) Netizen group’s opinion toward media 

Fig. 3. (continued) 

In this scenario, 360 is the main party, QQ is the opposite party, and Ministry of 
Industry and Information Technology and Ministry of Public Security are the gov-
ernment. Fig. 3 compares the simulated netizen group’s concern and opinions with the 
real media data from Sep 27 to Nov 26. X axis and y axis denote the same meaning as 
those in Fig. 2. 

Fig. 3(a) shows that the curve of the simulated concern matches well with the real 
data. In Fig. 3(b), it reaches its lowest point on Nov 4 because QQ exerted pressure on 
netizens and got criticism from media and netizens on that day. We can see from Fig. 
3(c) that the simulated opinion toward 360 matches the real data well. In Fig. 3(d), the 
decreases on Oct 28 and Nov 3 are due to the direct conflicts between the two compa-
nies. In Fig. 3(e), opinion toward media in real data decreases on Oct 28 and Nov 3 
for the same reason. The simulation results by our model generally fit the real data, 
which shows the model’s effectiveness. 

5   Conclusion 

This paper proposes an agent-based model of netizen groups in Internet events. The 
proposed model considers all the main parties involved in an Internet event and  
captures how their interactions impact their opinions toward others. We focus on 
studying the evolution of netizen group’s concern and opinion in the event and neti-
zen group’s interactions with the other parities. We select two typical Chinese Internet 
events as case studies and compare the experimental results with real social media 
data to verify the effectiveness of our model. This work contributes to the study of 
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social behavior in social computing [21]. Our future work shall explore the use of 
information extraction techniques to automatically extract media data and facilitate 
model construction. 
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Abstract. Fixed odds betting is a popular mechanism in sports game betting. In 
this paper, we aim to decipher actual group belief on contingent future events 
from the dynamics of fixed odds betting. Different from previous studies, we 
adopt the prospect theory rather than the expected utility (EU) theory to model 
bettor behaviors. Thus, we do not need to make assumptions on how much each 
bettor stake on their preferred events. We develop a model that captures the he-
terogeneity of bettors with behavior parameters drawn from beta distributions. 
We evaluate our proposed model on a real-world dataset collected from online 
betting games for 2008 Olympic Game events. In the empirical study, our mod-
el significantly outperforms expert (bookmaker) predictions. Our study shows 
the possibility of developing a light-weight derivative prediction market upon 
fixed odds betting for collective information analysis and decision making. 

Keywords: fixed odds betting; prediction markets; computational experiments. 

1   Introduction 

Fixed odds betting is a popular mechanism used in sports betting games. While pro-
viding gambling derivates, sports betting game is essentially a prediction market (PM) 
where participants’ estimations on contingent future events can be combined. 

A classic PM serves to trade virtual objects promising certain payoffs according to 
future events [1]. For the benefit of monetary awards, market participants would col-
lect and analyze information to maximize their profit through trading. The pricing 
mechanism of prediction market can thus combine participants’ belief and provide 
accurate prediction to the future events [2]. PM has been widely used in predicting US 
president election results, Iraq war consequences, movie box offices, etc.  

Full-fledged PMs generally require significant mental efforts of participants, which 
may limit their applications. Fixed odds betting provides a simpler mechanism where 
participants can focus on judging future events along with odds set by bookmakers. 
Although its trading (i.e., betting) nature still supports aggregating group beliefs [3], 
the price of virtual object, posted as odds, is fixed at the beginning of the game and 
can no longer work as an indicator of participants’ beliefs on future events as in  
classic prediction markets. The belief of bettors is biased by provided monetary incen-
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tive odds and may not neutrally reflect future event probability either. Thus, to inves-
tigate group beliefs in fixed odds betting holds the potential to enable a lightweight 
PM mechanism for wider applications.  

This paper aims to estimate market participants’ group belief on future events in a 
fixed odds betting game. In light of the prospect theory, we model the impact of odds 
on individuals’ betting choice to find out a more reliable measure on group belief. Our 
model can be extended to generic PMs. We evaluate the model upon a real-world 
dataset collected from online betting games for 2008 Olympic Game events. 

2   Related Works 

Previous literature on fixed odds sport betting mainly focus on two perspectives, to 
investigate market efficiency[4] and to examine how bettors act under uncertainty. 
Since the odds are set by bookmakers, most existing research on market efficiency 
takes a bookmaker perspective[5]. In general, it is argued that bookmakers need to 
make and have been making accurate assessments on future events in fixed-odds 
betting[6]. Nevertheless, some inefficiency such as the favorite-longshots bias is de-
tected[7], which indicates that favorite events are undervalued and long shots, i.e. 
outcomes which are very unlikely, are overvalued. This promotes the second stream 
of study. Some researchers argue that this is due to the existence of risk loving bettors 
in such a game setting[8]. Alternatively, behavioral theories[9] suggest that cognitive 
errors and misperceptions of probability play a role in the market distortion, which is 
supported by recent empirical studies[7].  

In terms of understanding group belief from the fixed odds betting, there have been 
limited studies previously. In classic PM literature, it is argued that the price of trad-
ing objects can work as an indicator of the group belief on future events. Wolfers and 
Justin’s work[10] justified this argument through a model that considers betters as 
rational agents to maximize their profit. However, as we mentioned, irrational betters 
is a significant phenomenon in fixed odds betting. Thus, behavioral theories, such as 
Kahneman’s prospect theory [11], may be more descriptive than rational agent theory 
to understand better behavior. For example, Bruno Jullien [12] investigates the bet-
tors’ attitude toward risk in British horse races, where the cumulative prospect theory 
shows higher explanatory power on bettors behavior under risk. However, such theo-
ries has not been utilized to estimate group belief in fixed odds betting.  

3   Methodology 

3.1   Game Setting 

For the sake of simplicity, we consider binary game betting in this research, i.e., the 
game has only two possible results, either A or B happens. We assume the objective 
probability for events A and B are pA and pB, where pA+pB=1. In the beginning, the 
bookmaker sets the odds for A happen as oA and for B happen as oB, where oA, oB ∈ 
(0,+∞). It is necessary for 1/(1+oA)+1/(1+oB) = d > 1, so that bettors can’t gain 
through betting on both sides simultaneously. (In practice, d is often set to 1.11 [5].) 
In this research, we assume there large static population of bettors and each bettor 



56 W. Chen, X. Li, and 

only bets once in each gam
bB, respectively, with bA+bB

As a naive measure, the 
event and shares of votes (
the odds). We denote (oB+
two parties’ estimation on 
maker prefers B than A. If 
of betting odds (i.e., A may

3.2   Model Design 

We assume each better mak
events. Their decision mode

where  is the gener

and objective probability pi,

the objective probability of 
ability weighting function in

where, w+() and w-() are pro
event i to happen (pi) or no
our case, the gain is oi and t

In prospect theory, a com

which models the fact that 
restimate the large probabil
which is assumed so in thi
number, we denote w+(pi) a

 

To model the heterogene

on γ cause  follow a B
different event predictions. 
imated as the linear combin
not affect our model’s gene

if    

if    

U

U

⎧
⎨
⎩

( , )
i i

U p o

( , )
i i

U p o

( )w p pγ+ =

(U

Beta( , );
i i iw η υ∈

D. Zeng 

me. The shares of votes on A and B are denoted as bA 

B=1.  
odds represent bookmaker’s estimation on the conting

(bA and bB) represent bettor belief (under the influence
+1)/(oA+oB+2) as podds and bA as pbettors to characterize 

event A through our direct observation. If oA > oB, bo
bA > bB participants prefer A than B under the influen

y bring them more profit). 

ke betting choice based on their perceived utility of the t
el is: 

                       

ralized expected utility for choosing event i, given odd

i {A,B}.According to the prospect theory, human acces
events with a bias. Such bias can be represented by a pr

n utility function. The generalized expected utility is: 

       

obability weighting functions on objective probabilities
t (1-pi). v() is the value function for certain gain or loss
the loss is -1 for unit betting. 

mmonly used probability weighting function is  

 
bettors often overestimate the small probability but un

lity. In practice, the sum of the two functions are close to
is research. Since for each betting game, pi is an const
as wi and simplify above model to: 

                   

eity in betters’ bias, we assume the distribution of bett

eta distribution fሺݓ௜ሻ, with different shape parameters
Since any Un-regular distributions in [0,1] can be appr
nation of a set of Beta distributions, this assumption d

eralizability. Thus, we have. 

         

( , ) ( , )     then  choose A

( , ) ( , )     then  choose B

A A B B

A A B B

U p o U p o

U p o U p o

>

<

( ) ( ) (1 ) ( 1)
i i i

w p v o w p v
+ −= + − −

1/ 1/

( )(1 ) (1 ),  w pp p p p p
γ τγ γ τ τ τ−

=+ − + −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

( , ) (1 )( ) ( 1)
i i i i i

p o w o wv v= −+ −

2
( ) 

(
  ( )

) ( 1)
  ;

i

i i i

i

i i i i i i

E w D w
η η υ

η υ η υ η υ
= =

+ + + +

and 

gent 
e of 
the 

ook-
nces 

two 

 (1) 

ds oi 

sses 
rob-

 (2) 

 for 
s. In 

(3)
 

nde-
o 1, 
tant 

(4) 

tors 

s in 
rox-
does 

 (5) 



 Estimating Collective Belief in Fixed Odds Betting 57 

The prospect theory argues that bettors often are risk averse in gain and risk love 
when against lost. Their value function can take a form:  

   
(6) 

Given this value function, the generalized expected utility is: 

           (7) 

That leaves us two parameters λ and α to model the heterogeneity in betters’ value 
functions. We assume that  is fixed and follows a Beta distribution h(α). For a 
given group of bettors, we assume the value of and the distribution of is non-
variant in different bets of sport games since they are features of human nature.  

Given these simplifications, for a game with (unknown) pi we can characterize the 
observed share of bettors on event i, i.e., E(bi), according to odds oi, with the help of, 
1) the distribution of wi on bettor’s belief bias; and 2) λ and the distribution of α on 
the congenital and heterogeneous decision nature of bettors under risk. More specifi-
cally, we expect to find out the relationship among these variables.  

We tried to model this problem through 2-dimentional integration. However, there 
is no closed form solution on such a formulation. Thus, we turn to a computational 
experiment approach [13-14] for approximation. 

3.3   Model Specification  

In our model, the objective probability of event i (i.e., pi) is coded in wi. Thus, we use 
the expectation of weighted (biased) group belief ܧሺݓ୧ሻ as an alternative and investi-
gate how it moderate the relation between E(bi) and odds oi. Since our game only has 
binary results, we can only investigate one event, say, A. In this a case ܧሺܾ௜ሻ= pbettors. 
For the ease of analysis, we investigate the impact of podds, rather than oi, on ܧሺܾ௜ሻ in 
our computational experiments. 

Table 1. Simulation process to find out the influences of model parameters on the experiment 
result 

Given λ 

For α~Beta(·) in a list of shape parameters 

For w~Beta(·) in a list of shape parameters 

        For odds in a list of (oA,oB) satisfying 1/(1+oA)+1/(1+oB) = d > 1, we get podds 

             Sample from the distribution and produce a large number of bettors
 

             Each produced agent act according their decision parameters and make choice 

             Statistic the final bet share on each side, thus get pbettors

 

        Fit the curve between podds and pbettors using curve fitting 

  Evaluate how distribution of w influence the parameter of the formula between podds and pbettors 

Evaluate whether distribution of α influence the formula between podds and pbettors 
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Fig. 1. pbettors change with podds given other parameters fixed 

We conduct our computational experiments in the following steps. First, we gener-
ate a large amount of bettors by specifying their characteristics on λ, distribution of α, 
and distribution of wi. We alternate parameters that characterize λ, α, wi to have dif-
ferent types of bettors. Second we generate a group of games with various odds oi. 
Thus we can generate these produced bettors’ choices based on our discussion in 
section 3.2 and get the share of betters choosing each side. Based on these simulated 
data, we estimate the relationship between pbettors and podds, by considering the parame-
ters specifying wi and α. We include those parameters in a step by step manner.  These 
steps are described in Table 1. 

From the experiments, we notice that if we fix parameters of wi and α to generate 
bettors, podds and pbettors show a polynomial relationship on games with different odds 
(Figure 1). We thus build the base function of relations between podds and pbettors as: 

                                                    (8) 

Furthermore, we found that a change with podds exponentially in simulated data:  

, i.e.,                                (9) 

where b and c can be estimated from simulated data. 

We then try to include bettors’ belief bias in the model. We first adapt shape para-
meters of distribution of w, where the sum of two shape parameters, (ηi +νi )is a con-
stant. Based on simulated data we find that both b and c have a linear relationship 
with ܧሺݓሻ/ඥܦሺݓሻ . 

                          (10) 

Thus we have a formula on overall how bettors’ belief biases affect the relationship 
between odds setting and final betting share:  
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, i.e., 
          (11) 

        (12) 

We test above formula with a variety of shape parameters of wi. It in general fits the 
data well.  

Note that we have assumed the sum of shape parameters of w to be constant. So we 
further check whether formula (12) holds without this constraint. Specifically, we 
keep variance of w, D(w), as fixed and change expectation of w, E(w),. The results 
show that (12) also holds. Thus we can assert that this conclusion holds for arbitrary 
combination of distribution parameters of w since the degree of freedom for Beta 
distribution is 2. One can specify λ, distribution of α and D(w) as known empirical 
value and utilize the simulation process in Table 1 to estimate the coefficients r, s, l 
and m. Then utilize these estimated coefficients and corresponding D(w) in (12) to 
solve out E(w). 

Based on the formula of (12), we continue to change the distribution parameters of 
α and check its role in podds and pbettors relationship. In general, we do not observe any 
significant relations between the distribution parameters and coefficients r, s, l and m. 
For a given group of bettors, the coefficients r, s, l and m are mainly determined by 
their belief bias. In practice, we can estimate them from the entire population.  

It should be noted that our ultimate goal was to estimate E(wi) as an indicator of pi. 
If we have no sense of the empirical value of λ, distribution of α and D(w). We can 
consider the characteristics of real application to further simplify this model. As we 
know, in different games, bettors’ beliefs are likely from different distribution, hence 
different ܦሺݓሻ. However, we can assume ܦሺݓሻ is constant across games for a same 
set of bettors and get: 

              (13) 

Where s and m actually absorb the effect of 1/ඥܦሺݓሻ if we estimate them from data. 
Finally we can get: 

           (14) 

3.4    Model Parameters Estimation 

Given a training data set, we can estimate the parameters in (14) and utilize them to 
forecast the perceived event probability. Assume there are N binary games with 
known odds and share of bets, we can estimate the parameters of (14) to minimize its 
difference with real event results, such as on Mean Square Error (MSE). In this re-
search, we focus on the total prediction accuracy and adopt following objective: 
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             (15) 

 

where ( )iE w  is the estimated group belief on game i, and  ܴ௜ denotes the result of 

game i, i.e., 1 for A wins and -1 for B wins in a binary game. We can solve this max-
imization problem conveniently through numerical methods. 

4   Empirical Study 

4.1   Data 

In August 2008, Sina.com hold a fixed odd betting game to the 2008 Olympic game 
on its web page. The game attracts 174,609 participants. We collect the votes on 482 
betting games among which 167 are binary betting.   

4.2   Benchmark Models 

In order to verify the effectiveness of our Estimated Group Belief model E(w), we com-
pare its performance with two basic benchmark models: 

First, Share of Betters Model: Pbettors. Final betting share on each side is an directly 
observable event probability from data, where majority choices indicates a winner. 
We expect our model overcome the biases introduced by odds incentives and achieve 
better performance than this one.  

Second, Bookmaker Odds Model: Podds. Odds setup by bookmakers indicates ex-
perts’ judgment on event probability, where a smaller odds indicates a winner. Our 
model can partially address bettor’s belief bias and opinions on risk and join the wis-
dom of crowds. We expect our model to be at least as effective as this one.  

Although these two benchmark model seem naive, they are state-of-the-art methods 
on fixed odds betting. We compare our Estimated Group Belief model with them on 
predicting the probability for A to happen (A if larger than 0.5 and B less than 0.5). 
We compare their ratio of correct predicted games.  

4.3   Results 

First we estimate the parameter of (15) as explained in section 3.4. The estimated 
optimal r, s, l, m, D(w) are shown in Table 2. Table 3 compares its performance with 
the two benchmark methods. In general, bookmaker’s prediction accuracy is higher 
than directly observed group choice. Our estimated group belief model further outper-
forms bookmaker’s model in this experiment.  

We conduct further experiments to better understand the influence of user’s action 
under risk on our model. By setting different D(w) and bettors’ decision parameters 
on α, we estimate parameters r, s, l and m from simulated data. We apply these para-
meters in estimating E(w) for each game and get results in Fig. 2. In the figure, the 
prediction accuracies of two baseline model pbettor and podds are shown as the gray 
dots. In general, we notice that the estimated group belief model always achieve better 
performance than the share of betters method. When D(w) is selected appropriately, 
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the estimated group belief also have better performance than the Bookmaker Odds 
method. In many cases, the performances are not very sensitive to α, i.e., the perfor-
mance may keep stage in a range of α.   

Table 2.  Parameters estimation using empirical data 

Parameter Estimated Value 

r 26.207 
s -4.278 
l -18.245 
m 3.735 

D(w) 0.0053129 

Table 3. Prediction accuracy 

Methods 
Correct 
Num. Correct Ratio 

Share of Betters 104 104/167=62.28% 
Bookmaker Odds 107 107/167=64.07% 
Estimated Group Belief  113 113/167=67.66% 

 

 

Fig. 2. Prediction results of the model given different parameters 

The human nature which is reflected in the decision parameters, say expectation of 
α, seems play little importance in the ultimate system accuracy. This is opposite to our 
intuition because we often think that different bettor groups should give different 
prediction results. However, this phenomenon is consistent with findings in an online 
contest ProbabilitySports run by mathematician Brian Galebach[15]. In this experi-
ment, most individual participants are poor predictors. However their aggregated 
(average) predictions are amazing good. Their result shows that the wisdom of crowds 
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can overcome some limitations in individual participants’ decision functions, while 
our result has the same implications. 

Meanwhile, in our settings we find D(w) play a relatively important role in affect-
ing prediction performance. A explanation is that D(w) represents the divergence of 
bettors’ belief to a certain set of sports games. This divergence reflects the group’s 
opinion variance thus affect the effectiveness of the wisdom of crowds. The group’s 
opinion variance is related to event itself. When the event is highly uncertain, the 
opinion variance of participants is larger, and vice versa. A more uncertain event is 
obviously more difficult to predict on a more certain one.   

5   Conclusion 

In this research, we investigated the group belief estimation problem in fixed odds 
betting. Based on the prospect theory, we include biased belief and people’s different 
reaction to risk into our estimation model. Due to the nature of the problem, we intro-
duce appropriate assumptions on the prospect theory to make is more applicable and 
simple to deal our problem. Taking a computational experiment approach, we estab-
lish a set formula to characterize the relationship between (perceived) group belief, 
user behavior under risk, odds set by bookmakers, and observed share of betters on 
each side. Our proposed model can work as an indicator to predict the probability of 
future events, just as price in dynamic price PMs. Our experimental study shows that 
by taking the heterogeneity of bettors in to consideration, our model can provide more 
effective predictions on future events than available methods. Our model hold the 
potential to enable setting up lightweight prediction markets based on the fixed odds 
betting mechanism and get the wisdom of crowds for prediction and decision making. 

There are three main problems that need to be solved to further advance our model 
in future research: 1) to consider correlation between parameters in prospect theory 
for more precise model; 2) to consider the impact of amount of total bettors on the 
sensitivity of our model; and 3) to derive the analytical solution of the model for  
mathematical beauty.  
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Abstract. Secret sharing scheme plays a very important role in modern elec-
tronic applications. In actual circumstance, the members in secret sharing 
schemes may need to be changed. For example, some new members may join 
the system and some old members may leave the system. Therefore, how to 
construct the protocols satisfying these requirements is an important task. In 
this work, we discuss two protocols about revoking the old members in secret 
sharing schemes. In the first protocol, other members can make the share of  
one member leaving secret sharing scheme invalid. At the same time, the corre-
sponding threshold value is unchanged. In the second protocol, publicly verifi-
able property is added to the first protocol. Thus the validity of the protocol  
can be verified by anyone besides the members executing the protocol. The 
both protocols are especially useful for the alterable circumstances such as ad 
hoc networks. 

Keywords: threshold cryptography; secret sharing; publicly verifiable secret 
sharing; key revocation. 

1   Introduction 

The secret sharing scheme shares a secret among a group of members. Only qualified 
subsets of members are able to construct the secret, while unqualified subsets of 
members are not. For example, in a (t, n) secret sharing scheme [1,2], a secret is  
divided into n shares that are distributed into n shareholders, respectively. Any au-
thorized subset with t honest shareholders can jointly reconstruct the secret. However, 
standard secret sharing scheme cannot identify which share is wrong during secret 
distribution and reconstruction. Verifiable secret sharing (VSS) schemes [3,4] are 
proposed to deal with this problem. In a verifiable secret sharing scheme, any incor-
rect share during distribution phase and reconstruction phase can be detected. Publicly 
verifiable secret sharing (PVSS) scheme [5-8] is one kind of special VSS scheme in 
which not only the shareholders but also anyone can verify the validity of shares that 
shareholders have received.  
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However, in a regular (publicly verifiable) secret sharing scheme, the shareholders 
group is always fixed. Some original shareholders sometimes, in fact, have to leave 
the system due to being corrupted or other reasons. How to dynamically revoke mem-
bers from a secret sharing system is an important problem. Because the dealer is easy 
to become a weak point to be attacked, she will be offline after initiation. The motiva-
tion of this paper is to put forward protocols that revoke the members in a secret  
sharing scheme. 

Previous works. Numerous dynamic secret sharing schemes have been proposed. 
Desmedt and Jajodia [9] proposed a protocol, in which the new members and the old 
members can be absolutely different and the threshold value can be changed. Wong et 
al. [10] gave an improved version to verify the validity of subshares and old shares, 
which is used for archival systems [11]. Some new protocols [12,13,14,15] have been 
proposed. All above protocols have not the property of public verifiability. Publicly 
verifiable member-join protocols were proposed in [16,17]. However, as far as we are 
concerned, there is little work about the protocols revoking the members in secret 
sharing schemes. 
 

Our contribution. We discuss two simple protocols to revoke members in secret 
sharing schemes. In the first protocol, other members can make the share of one 
member leaving the threshold scheme invalid. At the same time, the corresponding 
secret and threshold value are unchanged. In the second protocol, publicly verifiable 
property is added to the protocol. Therefore the validity of the protocol can be verified 
by everyone. The original ideas of these protocols are taken from the shares renewal 
algorithm in proactive secret sharing scheme [18] and the verifiable encryption algo-
rithm based on discrete logarithms in [6]. Our proposed protocols can supplementary 
the member-join protocols [14,15,16,17] that only allow members to join a secret 
sharing scheme. Thus our protocols can combine other member-join protocols to 
construct dynamic secret sharing schemes. 

2   The Proposed Protocols 

2.1   Notations and Assumptions 

p and q are primes s.t. | 1q p − . Let G denote a group with prime order p and g be a 

generator of group G. Let *
ph Z∈  be an element of order q. The shareholders group P 

is composed by 1 2, ,..., nP P P  and the secret s is shared by a ( , )t n  secret sharing 

scheme among them. Assume the revoked member is bP . Initially set { }B b= . 

For simplifying the description, we assume that there is a dealer during initiation. 
Furthermore, the system is synchronized, i.e., all members can send their messages 
simultaneously in the same round. 

2.2   The First Protocol  

The protocol is composed of two phases. The first phase is secret distribution phase. 
In this phase, a dealer distributes the shares of a secret into a group of shareholders. 
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This procedure is the same as Feldman’s secret sharing scheme [3]. The second phase 
is member revocation phase. In this phase, each shareholder except the revoked one 
selects a random polynomial with the constant item equating to zero. Each random 
share computed by this polynomial is given to each shareholder except the revoked 
one. At last, each shareholder except the revoked one can update his share and the 
share of the revoked one is invalid. The both phases are described as follows: 

① The Secret Distribution Phase  

(1) The dealer randomly selects a polynomial 
1

1
( ) [ ]

t
i

i pi
f x s a x Z x

−

=
= + ∈∑ , and 

computes ( )is f i= , 1, 2,...,i n= . The dealer broadcasts sg , ( 1, 2,.., 1)iag i t= − .  

(2) Each member ( 1,2,..., )iP i n=  verifies equation 
1

1
( ) jji

t as s i
j

g g g
−

=
= ∏  holds or 

not. If it holds, iP  believes his share is correct and sets is
iE g= . Otherwise, publishes 

is  and broadcasts a complaint against the dealer. 

② Member Revocation Protocol 

When the system will revoke member bP , other members except bP  execute the  

following protocol to disuse his share.  

(1) Each member ( )jP j b≠  selects a polynomial
1

1
( ) [ ]

t
l

j jl pl
f x a x Z x

−

=
= ∈∑ . He 

computes ( )ji js f i= , {1,2,..., }/{ }i n b∈ , sends jis to ( , )iP i j i b≠ ≠  secretly,  and 

broadcasts ( 1, 2,.., 1)jlag l t= − .  

(2) Each member ( , )iP i j i b≠ ≠ verifies equation 
1

1
( ) lji jl

ts a i
l

g g
−

=
= ∏ holds or not. 

If it holds, iP  believes the share jis  he got is correct and sets jis
jiE g= . Otherwise, 

he publishes jis , and broadcasts a complaint against jP . If other members find jP  is 

dishonest, set { }B B j= ∪ . 

(3) Each member ( )iP i b≠  updates his new share    
{1... }\

(mod )i i jij n B
s s s p

∈
= +∑ . 

2.3   The Second Protocol  

The second protocol uses verifiable encryption technique to add publicly verifiable 
property to this protocol. Each member ( 1,2,..., )iP i n=  randomly selects i R px Z∈ , 

and then publishes ix
iy h= . Let *:{0,1} {0,1}lH →  be a secure hash function. 

① The Secret Distribution Phase  

(1) The dealer randomly selects a polynomial 
1

1
( ) [ ]

t
i

i pi
f x s a x Z x

−

=
= + ∈∑  and 

computes ( )is f i= , 1, 2,...,i n= . The dealer broadcasts sg , ( 1, 2,.., 1)iag i t= − .  
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(2) The dealer encrypts each is  by a variation of ElGamal encryption algorithm: 

She selects i R ql Z∈ , computes (mod )il
i h pγ =  and 1 (mod )il

i i is y pδ −= , and pub-

lishes ( , )i iγ δ  as the ciphertext of the share is . And then selects k qw Z∈ , 

1, 2,...,k l= , computes and broadcasts , , (mod )kw
h i kT h p=  and , ,

wk
iy

g i kT g= , where 

1,2,...,i n= . 

She computes  

, ,1 , ,2 , , , ,1 , ,2 , ,( || || || || || || ... || || || || ... || )i i i h i h i h i l g i g i g i lc H g h T T T T T Tγ δ=  (1) 

(3) Let ,i kc  denote the k-th bit of ci. The dealer computes , ,i k k i k ir w c l= − , where 

1,2,...,k l=  and publishes ,1 ,Pr ( , ,..., )D i i i loof c r r= . 

(4) Each member ( 1,2,..., )iP i n=  decrypts 1 (mod )ix
i i is pγ δ −= ⋅  and verifies equa-

tion 
1

1
( ) jji

t as s i
j

g g g
−

=
= ∏  holds or not. If it holds, iP  believes his share is correct and 

sets is
iE g= . Otherwise, publishes is  and broadcasts a complaint against the dealer. 

(5) Each member ( 1, 2,..., )jP j n= checks the validity of share is ( )i j≠ . She com-

putes 
1

1
( ) jj

t as i
i j

E g g
−

=
= ∏ , , ,

, ,
i k i kr c

h i k iT h γ= , and 
,

, ,1
, , ( )

ri k
i k i k i ic c y

g i k iT g E δ−= . 

And then verifies whether equation (1) holds. If it holds, then believes is  is correct. 

Otherwise, generates a complaint against the dealer. 

② Member Revocation Protocol 

When the system will revoke member bP , other members execute the following pro-

tocol to disuse his share. 

(1) Each member ( )jP j b≠  selects a polynomial 
1

1
( ) [ ]

t
l

j jl pl
f x a x Z x

−

=
= ∈∑  and 

computes ( )ji js f i= , {1,2,..., }/{ }i n b∈ . ( )jP j b≠  broadcasts ( 1, 2,.., 1)jlag l t= − .  

(2) Member ( )jP j b≠  encrypts each jis  by a variation of ElGamal encryption  

algorithm: 

She selects ji R ql Z∈ , computes (mod )jil

ji h pγ =  and 1 (mod )jil

ji ji is y pδ −= , and 

publishes ( , )ji jiγ δ as the ciphertext of the share jis .  And then selects k qw Z∈ , 

1, 2,...,k l= , computes and broadcasts , , , (mod )kw
h j i kT h p=  and , , ,

wk
jy

g j i kT g= , where 

1,2,...,j n= . 

She computes  
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, , ,1 , , ,2( || || || || || || ...ji ji ji h j i h j ic H g h T Tγ δ= , , , , , ,1 , , ,2 , , ,|| || || || ... || )h j i l g j i g j i g j i lT T T T  (2) 

(3) Let , ,j i kc  denote the k-th bit of cji. The member computes , , , ,j i k k j i k jir w c l= − , 

where 1,2,...,k l=  and publishes , ,1 , ,Pr ( , ,..., )D i j i j i loof c r r= . 

(4) Each member ( 1,2,..., )iP i n=  decrypts 1(mod )ix
ji ji jis pγ δ −= ⋅ , and verifies the 

equation 
1

1
( ) lji jl

ts a i
l

g g
−

=
= ∏ holds or not. If it holds, iP  believes his share is correct 

and sets jis
jiE g= . Otherwise, publishes jis ,  broadcasts a complaint against jP  and 

makes the set of dishonest members { }B B j= ∪ . 

(5) Each member ( 1,2,..., )iP i n=  updates his new share 

{1... }\
(mod )i i jij n B

s s s p
∈

= +∑ . 

  (6) Each member ( 1,2,..., )mP m n= checks the validity of share jis ( , )i j i b≠ ≠ . She 

computes 
1

1
( ) l

l
t

a i
j l

E g
−

=
= ∏ , , , , ,

, , ,
j i k j i kr c

h j i k jiT h γ= , and 
, ,

, , , ,1

, , , ( )
r j i k

j i k j i k j jc c y

g j i k jT g E
δ−=  

And then verifies whether equation (2) holds. If it holds, then believes jis  is  

correct.  

3   Security Analysis 

Theorem 1. After the member revocation phases in protocol 1 and protocol 2, any t 
honest shareholders can recover the real secret using their new shares. 
 
Proof.  
It is because:  

{1... }\
(mod )new old

i i jij n B
s s s p

∈
= +∑  

We assume that the set of the t honest shareholders is A(|A|=t)  

{1... }\
( )new old

Ai i Ai i jii A i A j n B
C s C s s

∈ ∈ ∈
= +∑ ∑ ∑  

{1... }\

old
Ai i Ai jii A j n B i A

C s C s
∈ ∈ ∈

= +∑ ∑ ∑  

{1... }\
(0)jj n B

s f
∈

= +∑  

{1... }\
0

j n B
s

∈
= +∑  

s=  
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Theorem 2. After the member revocation phases in protocol 1 and protocol 2, the 
share of the revoked shareholder cannot be valid with a non-negligible probability. 

            
Theorem 3. In our proposed member revocation protocols, the adversary cannot get 
any useful message about the secret and the shares of the honest shareholders. 

The formal proofs of theorem 2 and theorem 3 are omited in this version. 

4   Conclusions 

We discuss two protocols for revoking members in secret sharing schemes. These 
protocols can verifiably or publicly verifiably revoke members in secret sharing 
schemes. We make use of the shares renewal algorithm in proactive secret sharing 
scheme and the verifiable encryption algorithm based on discrete logarithms to reach 
this aim. These new protocols can combine other member-join protocols to construct 
dynamic secret sharing schemes. 
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Abstract. In wireless sensor networks, message authentication needs
higher computation efficiency and lower communication cost since spe-
cific nodes are more vulnerable to various attacks due to the nature
of wireless communication in public channel whereas sensor nodes are
equipped with limited computing power, storage, and communication
modules. Designated verifier signature scheme enables a signer node to
convince the designated verifier that a signed message is authentic where
neither the signer nor the verifier can convince any other party of au-
thenticity of that message. In this paper, we explore a dual designated
verifier signature scheme with message recovery for dual routing paths in
a fault-tolerant manner. It supports the redundant routing path based
message authentication under a dual route path to the goal base sta-
tions. The message is hidden in the signature that protects the privacy
of both the sender’s identity and message, thus only designated receivers
can extract and verify the message. The proposed scheme can be applied
to tiny and short signature requirements for lightweight message authen-
tication in wireless sensor networks.

keywords: designated verifier signature, wireless sensor network, Diffie-
Hellman, lightweight authentication.

1 Introduction

Wireless sensor networks (WSNs) are ad hoc mobile networks that include sensor
nodes with limited computational and communication capabilities. WSNs have
become an economically viable monitoring solution for a wide variety of applica-
tions. However, sensor nodes are equipped with limited computing power, stor-
age, and communication modules, thus message authentication in such resource-
constrained environment is a critical security concern. Providing authenticity
and privacy in WSNs poses different challenges than traditional network com-
puter. WSNs are more vulnerable to various attacks due to the nature of wireless
communication[12], so authentication for sensed data with highly efficient and
low cost communicating will have an especial space in this field. Lightweight
digital signatures and key-exchange based on asymmetric algorithms should be
very valuable manner in WSNs. There are several schemes in which RSA and
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ECC are implemented for sensor nodes, though varius of innovative asymmetric
algorithms exist[4]. Designated verifier signature schemes (DVS)[6,22,3] are con-
structed to address the privacy issues for signer and verifier by preventing the
signature from being arbitrarily disseminated, which is suitable for WNSs since
sensors usually have very constrained resources in computing, communication,
storage, and battery power.

Security should be supported by fundamental operations in WSNs in order to
provide a stable infrastructure that will be able to handle authentication effec-
tively to prevent malicious nodes from compromising the WSNs. Traditionally,
in a single path routing between source node and goal base station, a failed node
may cause the path failure and date loss[26]. Thus effective authentication can-
not be provided due to malicious activities or network problems. Storage within
the network is therefore designed to support multiple paths and potentially long
timescales, and not to require but to support end-to-end reliability[18].

Dual routing paths provide a chain fault-tolerance manner to transfer the
sensor data[26,23]. Up to now, many of message authentication schemes provide
single routing path authentication[5,24]. If a scheme fulfils the message authen-
tication in dual paths, it needs to use broadcast[2], multi-verifier[14,3], or send
the signature twice[7,17], which will consume extra communication resources.

1.1 Related Works

Eliana and Andreas[5] surveyed the current state-of-the-art of secure multipath
routing protocols against failure of the single routing path in WSNs, classifid the
protocols into categories in accordance with their security-related operational
objectives, defined a new threat model in the routing procedure, and identified
open research issues in the WSNs. Li et al.[13] reviewed two main categories of
privacy-preserving techniques for protecting two types of private information:
data-oriented privacy and context-oriented privacy. Some light-weight authenti-
cation models for wireless sensor networks have also been proposed[19,24].

Driessen et al.[4] investigated the efficiency and suitability of digital signature
algorithms on the basis of innovative asymmetric primitives for WSNs under
the single routing path. Liu et al.[17] presented an online/offline identity-based
signature scheme for the wireless sensor network, which can be suitable with
severely constrained resources due to significantly reduced in costs of computa-
tion and storage. It also provides multi-time usage of the offline storage.

DVS is a special type of digital signature. Formal definitions of security defini-
tions for the DVS schemes are considered by Li et al.[15], including the notions of
unforgeability, non-delegatability, and non-transferability. Unforgeability means
that no third party(except the sender and designated receiver) can forge a valid
signature with non-negligible probability, which is the indispensable property for
a signature scheme. The notion of non-delegatability describes as a strong DVS
scheme that neither A nor B can delegate his ability to generate signatures to
the third party without giving the third party his secret key. Non-transferability
means that given a message-signature pair that is accepted by a verifier, it is
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infeasible for any probabilistic polynomial-time distinguisher to tell whether the
message was signed by the signer or the designated verifier.

Saeednia et al.[22] formalized the notion of strong DVS (sDVS) and proposed
an efficient scheme. Later, Lee and Chang [11] pointed out that Saeednia et al.’s
scheme would reveal the identity of the signer if the secret key of this signer
was compromised, where Saeednia et al.’s scheme prevents the third party from
reading the message upon seeing the signature since the secret key of designated
verifier is involved in the verification algorithm. Huang et al.[7] presented a tiny
identity-based DVS scheme. The size of the signature of their scheme is short of
all existing schemes that are better deploy in WSNs. However, in their scheme,
the signature is short of randomicity for the same message and has the same
signatures in every signature produced[21].

Message recovery need mean that the signature does not provide the mes-
sage plaintext enclosed with the signature directly. So it may save on the com-
munication cost, which has the advantage of being deployable in WSNs. Lee
et al. proposed a sDVS scheme[10], that takes advantages of message recovery
to hide messages. However regarding efficiency of Lee et al. protocol, expen-
sive computation with a high volume of messages must be made, and thus ef-
ficiency could not achieved as expected. Yang et al.[25] proposed an efficient
strong designated verifier signature scheme with message recovery, using key
distribution mechanism where both sender and designated receiver share an en-
cryption/decryption key. An obvious drawback of this scheme is that it enables
messages only |m| < log(p/q)[21] in length to be signed.

1.2 Our Contribution

We provide a dual routing paths-based message authentication scheme with a
failure-tolerant nature, which deploys a two-verifier DVS scheme. Under this cir-
cumstance, we propose a dual designated verifiers sDVS scheme (sDDVS) such
that a sender A (sensor node) sends a message signature to two designated re-
ceiving base stations B and C. The sDDVS scheme is different from a designated
multiple receivers signature scheme[14] lies in that sDDVS has a fixed signature
size (with two verifiers) but the signature size is increasing with the receivers in
multiple-receiver sDVS. Thus multiple-receivers sDVS is limited for large scale
sensor nodes in WSNs.

The sDDVS scheme supports the validity verification of the message, and only
the node A and receivers B and C can generate the indistinguishable signature
in WSNs. In our scheme, the message is compacted in the signature and it can
be recovered by a designated receiver . Our contribution is described as follows:

– Our proposed scheme supports a single sensor node A and two designated
verifier base stations B and C in such a way that any base station can verify
the validity of the signature signed by signer A, where no any other party
(common sensor node or base station) can distinguish the signature validity
by the sender or the receiver. It provides the privacy preservation between
sending node and receiving base station in WSNs.
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– The message can be recovered by Veri algorithm after the integrity and
designated verifier properties are checked in the signature. Informally, our
scheme needs not provide the message plaintext in the signature verification
procedure so as to protect the confidentiality of the signed message and
reduce the communication band.

– To achieve the higher efficiency and compact signature size, the tri-party
including a signer A and two verifiers B and C will negotiate and decide a
session key non-interactively by deploying a bilinear Deffie-Hellman session
value.

– Compared with related schemes, our proposed scheme not only supports
message recovery ability but also has higher computation efficiency and small
signature size that can perfectly deployed for applications in WSNs.

The remainder of the paper is organized as follows. Section 2 gives some prelim-
inaries including bilinear pairing and security assumptions. Section 3 describes
the formal model and Section 4 provides the construction of sDDVS. Section 5
gives security analysis and Section 6 evaluates performance. Finally, Section 7
draws the conclusion.

2 Strong Dual-Designated Verifiers Signature in WSNs

In wireless sensor network, we consider a common sensor node A to send a
message to two base stations B and C, and then base station B or C sends the
message to control center S. In Fig.1, to avoid the single-path failure problem,
the node A sends a message to the control center via two base stations B, C with
different routing paths in a fault-tolerant manner. After receiving the signature
from node A, either of station B or C can verify that the message come from
source node A where other nodes can neither distinguish the message (hidden in
the signature), nor know the sender and receiver of his re-transferred signature.

We present a generic definition of a strong dual designated verifiers signature
(sDDVS) to implement message authentication in fault-tolerant routing paths.
Let A be the signer (sender sensor node), and B, C be the designated verifiers
(base stations). Let M be the message space. An sDDVS scheme is comprised
of the following five algorithms:

– Setup(k) is a probabilistic algorithm that outputs the public parameter pp,
where k is the security parameter.

– KeyGen(pp) is a probabilistic algorithm that takes the public pp as input
and outputs secret key SK and public key pair PK.
We can repeat call KeyGen algorithm to produce key pairs all nodes and
base stations. We denote by (PKA, SKA), (PKB, SKB) and (PKC , SKC)
as the public and secret pairs of node A, and base stations B and C.

– Sign(m, SKA, PKB, PKC) takes as input signer’s secret key, designated ver-
ifiers’ public key, a message m ∈ M, and outputs a signature σ, denoted as
σ ← Sign(m, SKA, PKB, PKC).
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Fig. 1. Dual routing path for WSNs

– Veri(PKA, SKB|SKC , σ) is a deterministic algorithm that takes as input a
signing public key PKA, secret key of either designated verifier B or C, and
a candidate signature σ, and returns 1 if signature is valid or ⊥ otherwise.

– Simu(m, SKB|SKC , PKA) is a probabilistic algorithm producing signatures
indistinguishable from those produced by Sign(m, SKA, PKB, PKC).

In particular, for every security parameter k, every tuple (PKA, SKA, PKB, SKB,
PKC , SKC) generated by KeyGen, and every message m ∈ M, the correctness
should hold that

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pp← Setup(1k)
(PKA, SKA)← KeyGen(pp)
(PKB, SKB)← KeyGen(pp)
(PKC , SKC)← KeyGen(pp)
1← Veri(Sign(m, SKA, PKB, PKC),

SKB|SKC , PKA, PKC |PKB)
1← Veri(Simu(m, PKA, SKB, PKC),

SKB|SKC , PKA, PKC |PKB)

Definition 1. Unforgeability: Unforgeability requires that any third party other
than signer A and designated verifiers B and C cannot forge a signature on be-
half of A with non-negligible probability. Formally, unforgeability is defined by
the following game played between a game challenger C and an adversary F :

1. Challenger C generates the key pairs of participants A, B, and C, i.e. key
pairs as (PKA, SKA), (PKB, SKB) and (PKC , SKC) respectively, and gives
(PKA, PKB, PKC) to F ;

2. F performs the adaptively queries to the following oracles for polynomially
bounded times:
– Hash Oracles(OHash). Given a message m and an integer r ∈ F

∗
q , this

oracle outputs a hash value of F
∗
q ;

– Sign Oracles(OSign). Given a message m, this oracle returns a signature
σ on m to F , which is valid with respect to signer SKA and designated
verifiers PKB, PKC ;
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– Simu Oracles(OSimu). Given a message m, this oracle returns a signature
σ on m to F , which is valid with respect to PKA, PKB and SKB;

– Veri Oracles(OV eri). Given a query of the form σ, this oracle first re-
covers the message m and returns 1 if it is a valid signature on m with
respect to PKA and PKB, PKC , and ⊥ otherwise.

3. Finally, F outputs its forgery σ∗ on message m∗ and wins the game if
– F does not query σ∗ and Simu oracle on message m∗ for designated

sender and receivers, and
– Veri(PKA, SKB|SKC , PKC |PKB, σ∗) = 1.

To give the definition of Non-transferability. we first define the sDDVSgame for
two designated verifiers’ property as follows:

1. Run Setup(k) to obtain system parameters;
2. Perform KeyGen algorithm to generate sender A and receivers B and C’s

public/secret key pairs;
3. A random bit b← {0, 1} is chosen;
4. Adversary F is given SKA, PKB, PKC and oracle access to either σ0 ←

Sign(·, SKA, PKB, PKC) if b=0, or σ1 ← Simu(·, SKB, PKA, PKC) if b=1.
5. F outputs b′ be the guess of experiment b is 1 if b = b′, and 0 otherwise.

Given a message-signature pair (m, σ) that is accepted by a designated verifier,
and without access to the signer’s secret key, it is computationally infeasible to
determine whether the message was signed by the signer, or the signature was
simulated by the designated verifier.

Definition 2. Non-transferability: Let Π = (Setup, KeyGen, Sign ,Veri,
Simu) be a sDDVS
scheme for sender A and receivers B and C, we say that sDDVS has strong
designated verifier property if for any probabilistic polynomial time adversary F
there exists a negligible function ε(k) in sDDVSgame.

Pr[sDDV SgameF ,Π(k)] = 1/2 + ε(k)

Definition 3. Non-delegatability: Let κ ∈ [0, 1] be the knowledge error. Π =
(Setup,KeyGen,Sign, Veri, Simu) is (τ, κ)-non-delegatable if there exists
a black-box knowledge extractor K that, for every algorithm F and for every
valid signature σ, satisfies the following condition: for every (SKA, PKA) ←
KeyGen, a set of receivers (SKBi , PKBi), (SKCi, PKCi) ← KeyGen, for
i ∈ [1, n], and message m, if F produces a valid signature on m with proba-
bility ε > κ, then on input m and on access to the oracle Fm, K produces one of
the secret keys (SKA, {SKB1, . . . , SKBn}| {SKC1, . . . , SKCn}) in expected time
τ/(ε− κ).

The formal definition for non-delegability was first proposed by Lipmaa, Wang
and Bao in[16]. In sDDVS, non-delegatability requires that if one produces a
valid signature on a message m, the secret key of the signer and the verifier
must be known.
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3 Construction

We propose an efficient strong designated verifier signature scheme with two
verifiers(sDDVS) that supports tolerant routing path in WSNs. When the sender
node wants to communicate with the designated base stations, the sender first
generates a bilinear Diffie-Hellman key Sa = ê(PB, PC)xa to encrypt the target
message. Upon receiving the message, the designated base station B generates
a decryption key Sb = ê(PA, PC)xB , then it recovers the target message and
verifies its validity from the signature. It is easy to see that these third parties
have the same negotiation session value that SA = SB = SC = ê(P, P )xAxBxC .

Our proposed strong designated two verifiers signature scheme is comprised
of the following algorithms:

– Setup: PKG generates two groups (G1, +) and (G2, ·) of prime order q(q ≥
2k) where k is the system security parameter, and a bilinear pairing ê :
G1×G1 → G2, together with an arbitrary generator P ∈ G1. It also chooses
a cryptographically collision-resistant hash function H : {0, 1}∗ → F

∗
q . Then

the public parameters is pp = (ê, G1, G2, q, P, H).
– KeyGen: PKG picks random x ←R F

∗
q , computes PK = [x]P . Its public

and secret key pair is (PK, SK)=([x]P, x).
In particular, the sender A’s key pair is ([xA]P, xA), and two receivers B and
C’s key pairs are ([xB ]P, xB), ([xC ]P, xC), respectively.

– Sign: To sign a message m ∈ M to two designated receivers B and C, sender
A performs as follows:
1. Randomly picks r ← F

∗
q ;

2. Produces session value as T = ê(PKB, PKC)xA =ê(P, P )xAxBxC , where
PKB = xBP and PKC = xCP ;

3. Computes y = H(m||r) ∈ F
∗
q , and W = (m||r) ⊕ T y;

4. Outputs the signature σ = (y, W ).
– Veri: Either of designated receiver B or C may recover and convince that

the signature σ = (y, W ) comes from the sender A to be valid (we assume
receiver B performs the recovery and verification procedure. Note that C
can perform the similar procedure). Receiver B does:
1. Uses the other two parties’ public key PKA , PKC and B’s private key

to generate session value T̃ = ê(PKA, PKC)xBy = ê(P, P )xAxBxCy;
2. Recovers the message m with B’s secret key xB by computing m||r =

W ⊕ T̃ ;
3. Verifies the validity of the message by the following equation

H(m||r) = y

If the above equation holds, B accepts the message m and convinced m
is valid from signer A; otherwise outputs ⊥ as failure.

– Simu: The receiver B or C can simulate the designated verifier signature
σ = (y, W ) of message m. He does (taking B as an example):
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1. Picks a random value r′ ← F
∗
q ;

2. Computes ỹ = H(m||r′);
3. Computes T̃ = ê(PKA, PKC)xB ;
4. Computes W̃ = (m||r′)⊕ T̃ ỹ;
5. Generates the simulated signature σ = (ỹ, W̃ ).

4 Proof of the Security

The sDDVS scheme supports the security properties such as unforgeability, non-
transferability, strong designated verifier etc.

Theorem 1. Unforgeability. Suppose H modeled as a random oracle, if an ad-
versary F can forge a valid sDDVS signature σ∗ = (y∗, W ∗) with a non-negligible
advantage ε, then there exist an algorithm to solve bilinear Diffie-Hellman prob-
lem with non-negligible advantage ε′ ≥ ε+1/qH, where qH is the number of hash
queries.

Proof. Suppose the sender A’s public key be PKA, the designated two verifiers
B and C’s public key be PKB and PKC , respectively. Publish public keys of A,
B and C. We regard the hash function as the random oracle H .

Let F be a polynomial adversary attacking the proposed sDDVS scheme.
We can construct an algorithm B, which has oracle access ability and solves a
bilinear Diffie-Hellman problem whenever F forges a valid signature. Informally,
B receives quartuple (P, [x]P, [y]P , [z]P ), his goal is to compute ê(P, P )xyz . The
simulation is described as follows.
B simulates all the oracles in the proof to answer F ’s queries. In the simula-

tion, B will maintain a list L (L-List) and records the H hash queries and the
corresponding values. This L-List consists of the items (m, r, κ), where (m, r) is
the input of the hash and κ is the output. L is initially empty.

Let qH , qS , qV denote the number of queries to the H-hash, Sign oracle and
Veri oracle. The requirement is that m∗ must not be queried to the Sign oracle.

Thus Simu oracle is indistinguishable to Sign oracle (this is called strong
designated verifier property and is analyzed in Theorem 3. We ignore the
Simu query here).

1. B generates the parameters pp = (ê, G1, G2, q, P, H) to F . B also sets and
sends the PKA = [x]P , PKB = [y]P , PKC = [z]P to F ;

2. B maintains a list L queried by F to H hash oracle. If F queries the H oracle
H(m, r), B answers as follows:
– Searches entry (m, r, κ) in list L, answers with κ if such an entry exists

in L;
– Otherwise, random picks κ←R F

∗
q , answers with κ and store (m, r, κ) to

L.
3. If F makes a query to its verification oracle Veri (y, W ), B answers as

follows:
– Searches entry (m, r, κ) in list L, returns 0 if there is no such an entry

exists;
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– Computes D = (W ⊕ (m||r))1/κ = ê(P, P )xyz as the solution of the
bilinear Diffie-Hellman problem and terminates the execution, otherwise
returns 0 as an answer to F ’s verification oracle query.

4. At the end of F ’s execution, F outputs a pair (y∗, W ∗). Check whether it
is a valid signature similarly as in the previous step. If (y∗, W ∗) is a valid
signature, outputs C, otherwise outputs ⊥.

We assume that each signature query Sign must perform Hash query first. After
bounded polynomial time queries, forgerF forges a valid signature σ∗ = (y∗, W ∗)
which has not been queried by Sign query. The advantage that B solves the
bilinear Diffie-Hellman problem is ε′ ≥ 1

qH
+ ε.

Theorem 2. Non-transferability. The sDDVS scheme is non-transferable.

Proof. Suppose receiver B wants to prove the source of the message to a third
party D (other than sender A and another receiver C). If B provides all secret
messages to D, D can verify whether the signature provided by B is valid or not.
However, D knows B can easily simulate the transcript of A’s or C’s signature.
Therefore, no third party can distinguish whether the signer of this signature is
produced from the sender or the designated verifier.

Theorem 3. The sDDVS scheme is a strong designated verifier signature
scheme. Formally, the algorithm Simu(m, PKA, SKB, PKC) produces identi-
cally distributed signatures as those produced by the algorithm Sign(m, SKA,
PKB, PKC).

Proof. We show that the transcript simulated by designated verifier B is in-
distinguishable from those that B receives from sender A, i.e., the following
distributions are identical.

Signer A generates the signature σA = (y, W ) as follows:
⎧
⎨

⎩

r ←R F
∗
q

y = H(m||r)
W = (m||r) ⊕ ê(PKB, PKC)xAy

Designated verifier B’s simulated signature σb = (ỹb, W̃b) is as follows:
⎧
⎨

⎩

r′ ←R F
∗
q

ỹb = H(m||r′)
W̃b = (m||r′)⊕ ê(PKA, PKC)xByb

Also, designated verifier C’s simulated signature σc = (ỹc, W̃c) is as follows:
⎧
⎨

⎩

r′′ ←R F
∗
q

ỹc = H(m||r′′)
W̃c = (m||r′′)⊕ ê(PKA, PKB)xCyc
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Let σ̂ = (ŷ, Ŵ ) be a signature that is randomly chosen in the set of all valid
A’s signatures intended to B and C, and then we have the following distributions
of probabilities:

Pr[σ̂ = σa]

= Pr

⎡

⎣
y = H(m||r) = ŷ,
W = (m||r)⊕ ê(PKA, PKB)xCy

= (m||r)⊕ ê(P, P )xAxBxCy = Ŵ

⎤

⎦

= 1
q−1

and
Pr[σ̂ = σb]

= Pr

⎡

⎣
yb = H(m||r′) = ŷ,
W = (m||r′)⊕ ê(PKA, PKC)xByb

= (m||r′)⊕ ê(P, P )xAxBxCyb = Ŵ

⎤

⎦

= 1
q−1

Pr[σ̂ = σc]

= Pr

⎡

⎣
yc = H(m||r′′) = ŷ,
W = (m||r′′)⊕ ê(PKA, PKB)xCyc

= (m||r′′)⊕ ê(P, P )xAxBxCyc = Ŵ

⎤

⎦

= 1
q−1

It is obviously to see that two designated verifiers B and C can simulate
transcriptions of the messages and signatures by sender A with the identical
distributions of probabilities where no other third party can verify the signature.
Hence, the sDDVS scheme has the strong designated verifier property.

5 Deployment and Performance Evaluation

5.1 Deployment

We consider arduino WSNs[20] as the deployment for our scheme. In arduino sys-
tem, it uses the 64-bit address in data-link layer, and 15-byte will be transmitted
for each outgoing packet excluding the data field (In Table.1).

Table 1. Arduino WSNs frame

segment field size (Byte)

1 Delimiter 1

2-3 Length field 2

4 Api-ID 1

5 Frame-ID 1

6-13 Destination Address 8

14 Options 1

15 Checksum 1
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Each data transmission costs additional energy. Therefore it should be tried
to keep the number of necessary data transmissions as low as possible. Normally
the data field is about 16-byte to 100-byte in WNSs[1,20]. Obviously, this data
field contains data cleartext (if the scheme cannot provide message recovery)
and signature when deploys the DVS scheme.

Table 2. Security comparison with related schemes

security (y: Yes, n: No)

scheme unforgeability non-transferability message message support tolerant

confidentiality recovery routing path

[3] y y n n y

[7]∗ y y n n n

[9]-(4.7) y y n n y

[9]-(4.8) y y n n y

[10] y y y y n

our scheme y y y y y

*[7] cannot support signature randomicity.

5.2 Performance Comparison

In this section, we compare the security, computing efficiency and and com-
munication cost for related schemes. Table 2 compares the security properties
of our sDDVS with the previously known sDVS[3,7,9,10] that have small signa-
tures deployed in WSNs. Lal and Verma[9] constructed several two-verifier sDVS
schemes derived from general sDVS schemes. We choose two optimized schemes
(4.7) and (4.8) in [9] to make a comparison. Chow[3], Lal and Verma[9] and
our scheme provide the support for tolerant routing path for WSNs, but [3] and
[9] cannot provide message recovery. Lee and Chang[10] supports the message
recovery that has the similar security property but supports non-tolerant rout-
ing path. Thus, double computation time are needed to implement dual routing
paths message verification if we deploy the Lee and Chang scheme in WSNs.

Table 3 concretely compares the computing complex between the previous
schemes and ours. We assume that the pairing ê : G

2
1 → G2 is implemented

using elliptic curves AES 80-bit security. In particular, q is 160 bits, G1 is 160
bits and G2 is 1024 bits, respectively. As shown in Table 3, our scheme has a
comparable advantage in computation efficiency over those of Chow[3], and Lal
and Verma[9](4.7).

In Lee and Chang[10] and our scheme, they need not provide the data clear-
text because of the message recovery ability from the signature. But Chow[3],
Huang[7], and Lal[9] schemes have to attach the cleartext. So the sizes of signa-
tures plus the cleartexts are 960 + |m|, 600 + |m|, and 480 + |m| in [3], [7] and
[9], respectively, where 960, 600 and 480 are signature size. As shown in[1,20],
the data size is approximately 16-byte to 100-byte in WSNs. Fig.2 indicates the
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Table 3. Computation performance comparison

scheme Signature generation Verification

H A E P H A E P

[3] 2 7 0 1 2 2 2 4

[9]-(4.7) 1 6 2 1 0 0 2 2

[9]-(4.8) 1 5 0 0 1 2 1 2

[10]∗ 2 6 4 0 1 0 3 1

our scheme 1 0 1 1 0 0 1 1

H : Hash; A: Addition of G1; E: Exponent of G2; P : Pairing.

signature data packet size corresponding to the data length increasing from 16
bytes to 100 bytes. Lee and Chang’s scheme[10] only supports a single routing
path with 640-bit signature size and the cleartext size is constrainted to 160-
bit (20-byte) since the message space is defined in an elliptic curve group G1.
In the other schemes[10,9,3], the signature data packets size will increase with
the message length increasing. Our scheme has the fix size of signature and
the message recovery ability such that protects the confidentiality of message
cleartext, the privacy of the sender and the designated recipient, as well as the
privacy of cleartext length.

By the comparison with related schemes, our proposed scheme supports strong
dual designated verifiers and message recovery as well as cleartext privacy pro-
tection, and also has a comparably advantage in computation cost and signature
packet size. Our scheme can also protect the signed cleartext privacy. Although
our scheme supports at most 864-bit (108-byte) cleartext size, this also has the
advantage for deployment in the security requirement in WSNs since the data
length is about 16-byte to 100-byte.
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Fig. 2. Signature data packet
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6 Conclusion

In this paper, we proposed an efficient strong designated verifier signature scheme
with dual verifiers as well as the message recovery. The proposed scheme supports
the message authentication in tolerant routing path deployed in wireless sensor
networks. The proposed scheme has a comparably higher efficiency and lower
communication cost, and thus can be used in resource constrainted environments.
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Abstract. With the development of Internet, widely kind of web data have been 
applied in influenza surveillance and epidemic early warning. However there 
were less works focusing on the estimation of geospatial distribution of 
influenza. In order to evaluate the potential power of news comments for 
geospatial distribution estimation, we choose the H1N1 pandemic in the 
mainland of China in 2009 as case. After collecting 75878 comments of H1N1 
related news from www.sina.com(a famous news site in the mainland of China), 
we compared the geospatial distribution of comments against surveillance data. 
The result shows that the comments data share a similar geospatial distribution 
with the epidemic data(a correlation of 0.848 p<0.01), especially with a larger 
data volume(a correlation of 0.902 p<0.01). It suggests that extracting geospatial 
distribution from comments data for estimation could be an important 
supplementary method when the surveillance data are incomplete and unreliable. 

Keywords: H1N1, infectious diseases, surveillance, geospatial analysis, open 
source information. 

1   Introduction 

The prevalence of internet and the threat of emerging infectious disease have driven 
growing interest in web-based public health surveillance[1, 2]. There are already lots 
of attempts and applications using different web data sources such as search engine 
logs[3, 4], news[5], blogs[6, 7], micro-blog[8, 9], wiki[10] and so on. Unfortunately 
considerable part of the existing works ignored the geographic information contained 
in the web data and focused on the analysis the temporal dynamic of influenza[11].  

The geospatial distribution of infectious diseases is critically important for disease 
monitoring and control. Although geographic information system (GIS) has already 
been widely used on visualization and analysis for both epidemic data and web data 
[12-17], there were little work about evaluating the correlation of web data against 
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epidemic data. The uncertain of the correlation weaken the significance of GIS based 
on web data. In another word, quantitative the correlation of geospatial distribution of 
web data against epidemic data is the first step for geospatial distribution estimation, 
and is crucial for the GIS of public health surveillance based on web data. 

Fortunately, the development of open source information provides us increasing 
amount of data with geographic information, which enable us analyze those data from 
a spatial perspective. News comment is an example of web data with geographic 
information. The available of geographical information enable us study news com-
ments from a spatial perspective. One of the advantages of news comments is that 
news comments are straightforward to retrieve. Compared to other web data such as 
blog and query logs，the news comments are more relevant to certain topic, which 
means we do not have to apply nature language processing technology for data filter-
ing. When big event happens, the news site will offer a special report containing all 
related news, which will serve as comments aggregator. In another word, the web 
sites have done the classification and clustering of comments before we retrieve them. 
In this paper, we collected comments from www.sina.com and compared the geospa-
tial distribution of news comments against the epidemic data of H1N1 outbreaks in 
the mainland of China in 2009. The result shows a high positive correlation, which 
revealed the potential power of news comments for geospatial distribution estimation. 

The remainder of this paper is structured as follows. In Section 2, we introduce the 
epidemiological data, comments data and the analysis method used in our study re-
spectively. In Section 3 we show the result of our geospatial correlation analysis. 
Based on the result we discuss the possible usages and further work in Section 4. At 
last we present a conclusion of this paper in Section 5. 

2   Data and Methods 

2.1   Epidemic Data  

We chose the H1N1 influenza outbreak in the mainland of China in 2009 as case to 
evaluate the correlation of the geospatial distribution of comments data against epi-
demic data. The epidemic data used in our study is constituted by two parts. One 
dataset is obtained through an authority website, which serves 31 province-level re-
gions in the mainland of China (we refer that dataset as CH-ED). The other dataset 
came from the Beijing Center for Disease Control and Prevention (CDC), which con-
tains the number of reported H1N1 cases in Beijing over 15 geographic divisions 
(referred as BJ-ED). There are 14 districts and 2 countries in Beijing. For the consid-
eration of reducing the space size difference among regions, we merged Dongcheng 
District and Xicheng District as city center region in this study. 

The CH-ED covers the period from May 11, 2009 to July 9, 2009, and the BJ-ED 
covers the period from May 16, 2009 to October 18, 2009. Figure 1 show the series 
plots of the two datasets. Figure 1 (a) is for CH-ED and Figure 1 (b) is for BJ-ED. 
There is another part of data after October 18, 2009 from CDC, which was estimated 
based on sample survey. We do not use that part of data with the consideration for 
accuracy.  
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Fig. 1. Time series plots of number of H1N1 cases, (a) is the reported case number in the 
mainland of China covering the period from May 11, 2009 to July 9, 2009; (b) is the reported 
case number in Beijing from May 16, 2009 to October 18, 2009 

2.2   Comments Data 

We obtained comments dataset from www.sina.com (referred as SINA-CD). 
www.sina.com is a famous news service offering a full array of Chinese-language news. 
A special report is a universal entrance for all news related to certain topic in a site, 
which means we can retrieve all comments of one topic by traversal. The special report 
for H1N1 is available at http://news.sina.com.cn/z/zhuliugan/index.shtml. We devel-
oped a customized crawler for collecting data. After removing duplicated data, there are 
75878 comments covering the period from May 27, 2009 to August 11, 2010. Figure 2 
shows the time series plot of SINA-CD. Each record in comment dataset contains the 
following elements: Comment ID, Post time, News title, News URL, Content and Loca-
tion. Prior to analyze the data, we normalized the comments for duplication. The  
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comments ID were checked and those records whose id has already appeared were 
removed. The post time was used for time series plot. After a simple analysis of the 
comments number at different time interval on a day, we found that users like to replay 
news in morning. The maximum value appears in the period between 9 am and 10 am 
and the minimum value appears in 3 am and 4 am. In this study we mainly explore the 
location information. Other elements such as the content can be used for further study.  
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Fig. 2. Time series plots of number of H1N1 related news comments from www.sina.com 
covering period is from May 27, 2009 to August 11, 2010 

The form of location information in comments dataset is string. For most comments 
the geographical accuracy is in prefecture-level, however for some comments from 
Beijing, the geographical accuracy is in country-level. We count the comments number 
in different geographical level by string matching. In particular, we get the comments 
number for 31 province-level regions in the mainland of China and the comments num-
ber for 14 districts and 2 countries in Beijing. After adding the comments number in 
Dongcheng District and Xicheng District together as comments number in city center 
region, we get comments number for 15 geographic divisions in Beijing. 

2.3   Correlation Analysis 

Two geospatial correlation analysis were performed in different geographical levels. 
We chose the Pearson’s Correlation Coefficient to measure the difference between 
comments and epidemic data in both analyses. In particular, we computed the correla-
tion value of daily counts of comments in SINA-CD against influenza surveillance data 
in CH-ED and BJ-ED respectively. We defined P < 0.01 as statistically significant. 
After the correlation analyses, several geospatial distribution plots were generated for 
visual comparison on geospatial patterns of comment data and epidemic data.  

The comparison between CH-ED and SINA-CD were referred as SP-C1. This 
analysis is performed in province-level for the reason that the CH-ED is in  
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province-level. Although the SINA-CD can reach to prefecture-level, we cannot per-
form further analyses unless the epidemic data with higher accuracy is available. 

The comparison between BJ-ED and SINA-CD were referred as SP-C2. This 
analysis is performed in prefecture-level. In this case the geographical accuracy of  
BJ-ED is higher than SINA-CD, which means if we could get comments data in 
township-level, a more detailed comparison is available. For the inconsistent of data  
period, we align both start date and end date to the earlier one respectively, which 
means for SP-C1 the data period is form May 11, 2009 to July 9, 2009, for SP-C2 the 
data period is form May 16, 2009 to October 18, 2009.  

3   Result 

3.1   SP-C1: Spatial Correlation of CH-ED against SINA-CD 

Figure 3 depicts the geospatial distribution of the number of reported H1N1 case 
before July 19, 2009 and the number of comments of H1N1 news from  
 

 

 

Fig. 3. A comparison of the number of reported H1N1 cases before July 19, 2009 against the 
number of comments that reply to H1N1 news from www.sina.com. A correlation of 0.848 
(p<0.01) was obtained over 31 province-level regions. 
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www.sina.com, which shows that the two datasets have a similar geospatial distribu-
tion.  From a qualitative perspective, the two datasets have a high correlation of 0.848 
(p<0.01) which was obtained by correlation analysis over 31 province-level regions. 

3.2   SP-C2: Spatial Correlation of BJ-ED against SINA-CD 

Figure 4 depicts the geospatial distribution of the number of reported H1N1 cases 
before October 18, 2009 and the number of comments of H1N1 news from 
www.sina.com in Beijing, which shows that the two datasets have a similar geospatial 
distribution too. From a qualitative perspective, the two datasets have a higher corre-
lation of 0.902 (p<0.01). 

 
Fig. 4. A comparison of the number of reported H1N1 cases before October 18, 2009 against 
the number of comments that reply to H1N1 news from www.sina.com. A correlation of 0.902 
(p<0.01) was obtained over 15 geographic divisions. 

Table 1. A comparison for the two spatial correlation analyses  

ID Epidemic data Number of days covered  
by epidemic data 

Spatial correlation 

SP-C1 CH-ED 59 0.848 
SP-C2 BJ-ED 155 0.902 

3.3   A Comparison of SP-C1 against SP-C2 

Table 1 shows the comparison for SP-C1 against SP-C2, the BJ-ED contains data of 155 
days has a correlation of 0.902 (p<0.01) with SINA-CD over 15 districts, and the  
CH-ED contains data of 59 days has a correlation of 0.848 (p<0.01) with SINA-CD 
over 31 provinces. 

4   Discussion 

In this paper we attempt to show the correlation of comments of public health related 
news with epidemic data in a spatial perspective, we used 2009 H1N1 outbreak in the 
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mainland of China as case and perform a correlation analysis to qualitative the rela-
tionship. In this section we will first discuss the features and possible usage of com-
ments, and then we will discuss the limitation and future work. 

4.1   Features and Possible Usage of News Comments 

As a kind of web data, news comments have features affect the way we use it for 
public health surveillance. Take comments from H1N1 news in www.sina.com as 
example, there are two main features  

 Topic related 
 Anonymity 

Contrary to other web data like blogs, advertisement click records and so on, the most 
notable feature of news comments is the topic related. Firstly the special reports were 
arranged by editors. Those editors will ensure all news in a special report was sur-
rounded to certain topic. Secondly the administrator will review the comments and 
delete those unrelated posts. This feature means we do not need a keyword matching 
for retrieving data. General speaking, keyword matching result may includes unre-
lated noisy record that will lead error in subsequent analysis. In order to attract more 
comments, the www.sina.com allows user post comment without registration, which 
means we cannot analyze the relationship among users by applying complex network 
theory. 

The correlation analysis result shows that the comments data have a similar geo-
spatial distribution with epidemic data. This is the main finding in this paper. It is 
worth to note and that the correlation value is higher when we applied the correlation 
analysis to the epidemic dataset with larger data volume. In particular, the BJ-ED 
contains data of 155 days has a correlation of 0.902 (p<0.01) with SINA-CD over 15 
districts, and the CH-ED contains data of 59 days has a correlation of 0.848 (p<0.01) 
with SINA-CD over 31 provinces. Because of the high geospatial correlation, we may 
use the geospatial patterns extracted from comments data to estimate the epidemic 
situation in certain area with survey data in other regions, which could reduce the  
cost for epidemiological investigations, especially when the surveillance data are 
incomplete and unreliable for target area. 

4.2   Limitations and Future Work 

Contrary to other web data the main limitation of news comments for public health 
surveillance is the timeliness. In H1N1 outbreak in the mainland of China, the first 
comment appears several days after the report case. Although the development of 
smart phones and cloud computing will allow user post comment more easily and 
increase the response speed indirectly, the comments are still disadvantage as data 
source for early warning systems of public health.  

Another limitation is the media interest and public interest for a certain infectious 
disease. H1N1 is a brand-new disease affecting the globe which leads news site’s 
special report and thousands of comments by web users. However for other diseases 
the web users concerned not very much, there may be not enough comments in the 
news site for research. 
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There are two main directions for the future work. The first one is to confirm the 
result that news comments have a high geospatial correlation against epidemic data 
with more data, we plan to collect more comments data and build geospatial model 
for prediction. Through comparing the output of model with epidemic data, we will 
quantitative the prediction power of news comments. Another direction is to mine 
more information in the comments, such as applying natural language processing 
technology to analyze the content of comments. The semantic information contained 
in comments such as the emotion or opinion about certain disease control measure 
may help us archiving a more comprehensive understand of influenza outbreak. 

5   Conclusion 

The high spatial correlation against epidemic data shows the news comments data is a 
potential data source for influenza surveillance. Besides the containing of geographic 
information, another important feature of comments is topic related, which decrease 
the difficulty for data retrieve. When epidemiological investigation is too costly or 
unable to perform in certain area, we may collect comments data and then perform an 
estimation based on the spatial patterns extracted from the comments as an alternative. 
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Abstract. Based on the spatial units of community, village and town in Beijing, 
the relationship betweent HFMD morbidity and the potential risk factors has been 
examined. According to the 6 selected risk factors (namely population density, 
disposable income of urban residents, the number of medical and health 
institutions, the number of hospital beds, average annual temperature and average 
annual relative humidity) significantly related to HFMD morbidity, the prediction 
performance of Classical Linear Regression Model(CLRM) and Spatial Lag 
Model(SLM) has been compared. The results showed that SLM achieved better 
effect and R square reached 0.82. It was showed that spatial effect played the 
crucial role in the HFMD morbidity prediction and its contribution attained 88%. 
However, CLRM showed low prediction accuracy and bias estimation. It was 
demonstrated that including spatial effect item into CLRM could greatly improve 
the performance of HFMD morbidity prediciton model. 

Keywords: Hand-foot-mouth disease(HFMD) morbidity, risk factor, Beijing, 
Classical Linear Regression Model, Spatial Lag Model 

1   Introduction 

Hand-foot-mouth disease (HFMD) prevalence has been reported in a majority of the 
countries and regions all over the world. HFMD is caused by the intestinal virus and 
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easily infectious among the crowds. HFMD cases are mostly made of the infants and 
the children. Adults HFMD cases unusually appreared, but they could take and 
transmit the virus. HFMD occurred in China in 1981 and became prevalence in most 
of the provinces all over the country. Recently, the scale of HFMD outbreak has 
gradually increased and greatly threatened the health security of the nation. In 2008, 
the administration of HFMD was strengthened further[1]. 

So far, most research on HFMD has been focused on the fields such as molecular 
biology[2], clinical medicine[3], pathogeny[4] and epidemiology[5]. Although some 
scholars investigated the factors that could cause HFMD prevalence from the view of 
physical, social, economic and humanity, the epidemiology analysis was carried out 
mostly based on classical statistics. At the end of 1960s, spatial correlation was firstly 
used in the research on pathogeny analysis[6]. In 1973, Cliff and Ord[7] put forward 
the concept and framework of spatial autocorrelation. Since then, a series of 
exploration and study on the theory and methodology about spatial data analysis has 
come forth[8-10]. Over the recent years, the technology of Geographical Information 
System(GIS) in which spatial analysis is the key point has developed very rapidly and 
been increasingly used in the field of public health[11-14]. 

2   Data 

2.1   HFMD Morbidity 

HFMD prevalence can be measured by HFMD morbidity which means the ratio of the 
number of HFMD cases in a year to the number of total population in the same 
region.  

  

Fig. 1. Spatial distribution of 2008 Beijing HFMD case (left) and HFMD morbidity (right) 

Beijing Center for Disease Control and Prevention (CDC) received 18,445 observed 
HFMD cases covering 309 towns and villages all over the 18 administrative counties 
in Beijing City, with the period from October 12, 2007 to October 31, 2008[15]. 

2.2   Risk Factors 

There are many potential risk factors to influence HFMD epidemic, such as 
environmental, demographic, socioeconomic and human factors. The preceding study 
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has indicated that health service could play an important role in HFMD 
prevalence[15]. According to the data obtained, we divided the 16 potential factors 
into the 6 labels as Table 1 shows.  

Table 1. Potential risk factors of 2008 Beijing HFMD prevalence. The calculation of 
population density was detailed in literature [15]. The climate materials were from 
meteorological observation stations under China Meteorological Administration including 137 
stations located in Beijing City and the surrounding areas 250 km away from Beijing (detailed 
in literature [16]).The data source of the other factors was from Beijing Regional Statistical 
Yearbook 2009. 

Lable Factor Note 
Urbanization agricultural land 
 cultured land 
 constructive land 
 unused land 

the ratio of the area of every kind of land to the total 
area of the land (%) 

Socioeconomic GDP per capita the ratio of total regional GDP to resident 
population at the end of a year (yuan) 

 unit GDP energy 
consumption 

the ratio of total GDP to comprehensive energy 
consumption (tce/million) 

 disposable income of 
urban residents 

the ratio of total income of the sampled residents to 
the number of those residents (yuan/per capita) 

Health service healthcare 
orgnizations 

the ratio of the number of healthcare organizations to 
that of the residents at the end of a year (1/10,000) 

 medical practitioners the ratio of the number of medical practitioners to 
that of the residents at the end of a year (1/1,000) 

 registered nurses the ratio of the number of registered nurses to that 
of the residents at the end of a year (1/1,000) 

 beds in hospital the ratio of the number of beds in hospital to that of 
the residents at the end of a year (1/1,000) 

Environmental green coverage the ratio of the area of forest land, shrubs and all 
around tree to the total area of the land (%) 

Demographic kindergarten the ratio of kindergartens to the number of the 
children enrolled in kindergartens (1/1,000) 

 population density the ratio of the residents at the end of a year to the 
total area of the land (persons/square km) 

Climate annual average 
temperature 

the ratio of the sum of daily temperature in a year to 
the number of days in a year (℃) 

 annual average 
relative humidity 

the ratio of the sum of daily relative humidity in a 
year to the number of days in a year (%) 

 
In order to select the factors which would be relatively significantly associated 

with HFMD morbidity, Pearson correlation analysis and Stepwise Regression method 
was adopted to remove the redundant factors. Finally we got the 6 factors as follows, 
disposable income of urban residents (Dis Inc), healthcare orgnizations (Hea Org), 
beds in hospital (Hos Bed), population density (Pop Den), annual average temperature 
(Temp) and annual average relative humidity (Rel Hum). In order to preserve the 
same spatial scale of the different variables, Kriging interpolation method [16,17] was 
adopted to realize spatial data scale conversion.  
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3   Methodology 

Classical Linear Regression Model (CLRM)[17] assumes explanatory variable and 
dependent variable is independent from each other. CLRM is given by, 

Y=a+bX+e . (1) 

Where a and b are parameters, e is a vector of i.i.d. error terms. Y is a vetor of 
observations on the dependent variable. X is a matrix of observations on the 
explanatory variable.  

Unlike CLRM approach which considers OLS (Ordinary Least Squares) 
Estimation, Spatial regression model usually adopts Maximum Likelihood 
Estimation. Spatial Error Model (SEM) includes a spatial autoregressive error term 
and Spatial Lag Model (SLM) includes a spatially lagged dependent variable[18]. 
SEM is given by, 

Y= cX+e . (2) 

e=dWe+u . (3) 

Where W is the spatial weights matrix, e is a vector of spatially autocorrelated error 
terms, u is a vector of i.i.d. errors, c and d are parameters. 

SLM uses eigenvalues of the weights matrix and is well suited to the estimation in 
situations with very large data sets. Formally, SLM is given by, 

Y=fWY+gX+e . (4) 

Where WY is a spatially lagged dependent variable for weights matrix W, f and g are 
parameters. 

 

Fig. 2. Relationships among variables in CLRM, SEM and SLM 

Lagrange Multiplier test statistics are used to suggest the alternative specification, 
where LM-Lag and Robust LM-Lag pertain to the spatial lag model as the alternative 
and LM-Error and Robust LM-Error refer to the spatial error model as the alternative. 
The important issue is to only consider the Robust versions of LM statistics when the 
standard versions (LM-Lag or LM-Error) are significant. The spatial regression 
specification is summarized as Fig.3. Moran’s I statistic is used to detect spatial 
autocorrelation and misspecifications in the model. 

There are three classic specification tests[18-20] on the spatial autoregressive 
coefficient, where LM-Lag test is based on OLS residuals, the Likelihood Ratio (LR) 
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test is one of the three comparing the null model (the classic regression specification) 
to the alternative SLM, and the Wald test is the square of the asymptotic t-value (or, 
z-value).  

Log-Likelihood, AIC (Akaike information criterion) and SC (Schwarz criterion) 
are the proper measures of fit, which are based on an assumption of multivariate 
normality and the corresponding likelihood function for the standard regression 
model. The higher the log-likelihood, the better the fit. For the information criteria, 
the direction is opposite, and the lower the measure, the better the fit. 

 

Fig. 3. Spatial regression decision procedure[18], where sig. means significant 

4   Results 

Even though LM-Lag (z=219.3059, p=0) and LM-Error (z=183.4574, p=0) statistics 
were both highly significant, Robust LM-Lag statistic (z=36.1088, p=0) was highly 
significant while Robust LM-Error statistic (z=0.2603, p=0.6099) was clearly not, 
SLM was finally chosen to predict HFMD morbidity according to spatial regression 
decision process and achieved high R square (0.82). For CLRM, Moran’s I statistic 
for residual spatial autocorrelation was positive and highly significant (0.4787, 
p<0.01), while for SLM the statistic was not significant (0.0297, p>0.05).There was 
still multicollinearity, abnormality of error distribution, heteroscedasticity and low R 
square (0.50) caused by CLRM. 

Log-Likelihood (-1696.71) obtained by SLM was higher than that (-1820.62) by 
CLRM, AIC (3409.42) and SC (3439.29) obtained by SLM was lower than that 
(AIC=3655.24, SC=3681.37) by CLRM, which proved the better fitness of SLM. 

Besides, the relationship among the three classic tests was as below, Wald test 
(1027.1350) > LR (247.8147) > LM-Lag (219.3059), indicating that LM Estimation 
was significant and the prediction got by SLM was reasonably effective. In SLM 
equation obtained,  

Y=0.879WY+175.619-3.675X1-0.001X2+0.004X3-6.516X4-3.665X5-0.374X6 
Where Y was HFMD morbidity, X1-6 were the selected 6 risk factors, the parameter 

associated with the spatial lag reached 0.879 which indicated that communities would 
be expected to have higher HFMD morbidity if on average, their neighbors had high 
HFMD morbidity. The observation and prediction map of HFMD morbidity showed 
as Fig. 4. 
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Fig. 4. Comparison of spatial distribution of the Beijing 2008 HFMD morbidity. The left plot is 
observed value, the middle plot is predicted value by CLRM and the right plot by SLM. 

5   Discussion 

The results above suggested that spatial effect included in SLM could greatly improve 
the performance of prediction model. Spatial correlation should be especially 
considered in epidemiology study. There are more and more applications indicating 
the prevalence of many infectious diseases such as SARS, H1N1, Bird Flu, HFMD 
and AIDS presented spatial correlation. Ignoring spatial effect would result in bad 
prediction precision and bias estimation which would both mislead the control and 
prevention of epidemic. 

To some extent, even though Kriging interpolation method adopted in data 
preprocessing caused error and uncertainty in the experiment, the reliability of the 
results would not be pulled down. Generally speaking, the limitation will not weaken 
the precious value of the study, which well contributed to the application of spatial 
prediction model in the field of public health and infectious disease informatics. 
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Abstract. The purpose of this research was to design and develop an online 
real-time system to detect risk for infectious diseases and provide an early alert 
to improve the ability to deal with epidemics. The system is composed of report 
submission module for collecting data through web form, a report reception 
module for delivering real-time epidemic intelligence on emerging infectious 
diseases for a diverse audience, and an epidemic early alert module suggests an 
approach for detecting an epidemic outbreak at an early stage through time and 
spatial analysis. Advanced data analysis on the data may detect predominant 
numbers of incidences, indicating a possible outbreak. This gives the health  
authorities the possibilities to take actions to limit the outbreak and its conse-
quences for all the inhabitants in an affected area. In field experiments, the  
system has been proven to be of substantial value in visualizing the epidemic 
data and perceiving the infectious diseases out-break. 

Keywords: ArcGIS, real-time, early alert, infectious diseases, Mashup, geo-
graphical information system. 

1   Introduction 

The epidemics are a major public health concern, such as seasonal influenza epidem-
ics caused tens of millions of respiratory illnesses and 250,000 to 500,000 deaths 
worldwide each year [1]. So rapid identifying an infectious disease outbreak is criti-
cal, both for effective initiation of public health intervention measures and timely 
alerting of government agencies and general public. 

The Internet, however, is revolutionizing how epidemic intelligence is gathered, it 
offers fast way to detect the epidemics. A great many of real-time information about 
infectious disease outbreak is found in various forms of Web-based data stream [2]. 
These range from official public health reporting to informal news coverage to blogs 
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and chat rooms [3-5]. During the global spread of pandemic influenza A(H1N1) in the 
2009, researchers found that, on average from country to country, there was a 12-day 
lag period [6]. So building an online, web-based, real-time surveillance system is 
significant. 

There are many Web-based surveillance system worldwide. One is GPHIN(Global 
Public Health Intelligence Network), although automation is a key component, but 
still need expert people to analyze [7]. Another is ProMEM-mail, which was founded 
in 1994 and has grown into a large, publicly available reporting system, with more 
than 45000 subscribers in 188 countries [8]. ProMEM uses the Internet to disseminate 
information on outbreaks by e-mail. 

More recently, there are some website combining the ArcGIS and epidemic disease 
surveillance. One is HealthMap, which is an openly available public health intelli-
gence system that uses data from disparate sources to produce a global view of  
ongoing infectious disease threats [9-10], which was mostly used in crisis emergency. 

From what has been mentioned above, we know that some systems are not totally 
automated systems, and some can only be used in crisis emergency, and some are not 
map interactive system. More importantly, they don’t suitable for the requirement for 
monitoring the epidemics breakout in China, because their data all came from aboard, 
seldom came from China. So we need our own epidemic monitor system to do early 
alert in China. 

To solve the issues mentioned above, we established an online real-time system to 
detect risk for infectious diseases and provide early alert. The system utilized ArcGIS 
and Mashup technology, and the statistic method to do the spatial-temporal analysis, 
which is a freely accessible, online real-time system that monitors, organizes, inte-
grates, visualizes and disseminates online information about emerging disease. so the 
system can be greatly used in online perceiving and early alert, and help us to take 
effective and corrective measures when outbreaks of infectious disease. 

2   Material and Method 

2.1   Multiple Data Sources 

In order to satisfy the system demand for accuracy and real time, the data collection is 
essential. The Internet, however, is revolutionizing how epidemic intelligence is gath-
ered, it offers fast way to detect the epidemics.  

The system integrates outbreak data from multiple electronic sources, including of-
ficial public health reporting(e.g., hospital, school, public health agency.), web form 
data(users submit report through web form), email and mobile messages, and online 
web-based data(e.g., news from Baidu, Google, and some large portal.) which is 
fetched using a web crawler. The free available data sources are came from two ways, 
one is from the web submission, the other is from Internet, both are non-structured 
data, we should extract useful data, then store these data in the database after format. 
Fig. 1 shows the structured data in database. In this system, we mainly fetch data from 
Sina of China. 
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Fig. 1. The conceptual model sketch map of structured multiple data sources in database 

2.2   Spatial-temporal Analysis 

Time analysis mainly utilizes the method of Exploratory Data Analysis which is an 
approach using visualization technique to observe the information in each side [11]. 
The system adopts visualization technique of the histogram and timing diagram. As 
time analysis we use the statistical analysis methods to get the temporal distribution of 
epidemic diseases. We use Java to implement the simple statistic algorithm, and get 
the histogram and timing diagram.  

In spatial analysis, we use the Spatial Description Statistics and Spatial Cluster 
Analysis [12] and the ArcGIS technology which is good at presenting the distribution 
of the disease outbreaks. The ArcGIS technology is implemented through Google 
map [13]. 

2.3   Perceiving the Risk of Epidemic 

Perceiving the risk of epidemic is constructed for evaluating the contemporary epi-
demics situation and predicting the epidemic diseases. The data used in epidemic 
early alert module were took from an epidemiological survey of 18,445 HFMD-
infected persons in Beijing in 2008, conducted by the Beijing Centers for Diseases 
Control and Prevention (Beijing CDC). The survey instruments covered information 
such as patients’ sex, age, home address, onset date, and so on. The onset dates range 
from December 24, 2007 to December 31, 2008. Fig.2 shows the interface of the 
epidemic early alert interface of the system. 

The right of the picture presents the histogram that shows the dates range from 
January 1, 2008, to December 31, 2008. We can figure that the April is the most  
severe months for Hand, foot and mouth disease out-break. 

The left of the picture was demonstrated the 18448 epidemic record tagged on the 
map. From the map, we can clearly know that the Caoyang, Fengtai, and Haidian 
district were the most susceptible to infectious disease. 



104 L. Fang and Z. Cao 

The epidemic early alert module provide an early warning for an epidemic. From 
research, China is doing epidemic alert through the connection of hospital online, then 
the Ministry of Health will alert when the people for some disease is reach to a 
threshold. However this method is time delaying. Our system gets real-time informa-
tion from Internet, it is able to combine data from all sources and put it into one place, 
thus the system can provide a earlier alert than traditional epidemic alert. The system 
will remind people or government when the number of some infectious disease have 
increased at a fast speed. So the system can do early alert base on the real-time online 
information and it will be more faster than traditional methods [14]. 

 

Fig. 2. The epidemic early alert module interface of the system 

2.4   Mashup Technique 

In Web development, a Mashup [15] is a Web page or application that uses and com-
bines data, presentation or functionality from two or more sources to create new ser-
vices. The term implies easy, fast integration, frequently using open APIs and data 
sources to produce enriched results that were not necessarily the original reason for 
producing the raw data. 

The main characteristics of the Mashup are combination, visualization, and aggre-
gation. It is important to make existing data more useful, moreover for personal and 
professional use. 

We have implemented the system using the map Mashup technology, it is a way to 
combine the local data and the Google map APIs and gives a way to make various of 
epidemic influenza data visualized. 

2.5   System Implementation Technology 

An online real-time system to detect risk for infectious diseases and provide early 
alert was developed base on My Eclipse8.0, and Mysql was used to construct the 
database, and Tomcat was used to web service. The system used the J2EE application 
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model and MVC architecture technology. The system was installed and tested on both 
windows and Linux operating system. The system is a very user-friendly interface, 
allowing users to utilize the system through the interface without having to read the 
help documentation. Fig.3 is the system architecture diagram. The free available data 
sources are came from two ways, one is from the web submission, the other is from 
Internet, both are non-structured data, we should extract useful data, then store these 
data in the database after format. The collected data is currently being stored in a 
relational database implemented with MySQL Community Server 5.5. The data con-
tain author, source, address, score information. The frontend consists of a web inter-
face that will provide a dynamic graphic environment for the user to explore the data.  

 

Fig. 3. System architecture diagram 

3   Result 

The system provides the function we need. Fig.4 is the system interface. The initial 
interface of the system presents the H1N1 data we get from Sina range from January1, 
2011 to March 3, 2011. Firstly we parse the address information, and then tag the 
disease information on the map according to address. From the map, we can clearly 
see the H1N1 spatial distribution on the map. The map below shows the detail infor-
mation about the epidemic diseases, which contain the time, address, and title infor-
mation. We can track the source of each information. The presented electronic map is 
Google map which is help to visualize the epidemic data collected from various 
sources. the map shows the H1N1 outbreak in China, the blue makers on the map are 
detected of H1N1 diseases, and the number in the markers presents the number of the 
disease outbreaks, then we can figure out the most serious areas suffered from the 
epidemic diseases. The right panes shows the various of infectious diseases can be 
detected by the system, such as flu influenza, H1N1, HFMD disease and so on. The 
system can visualize the selected disease data after chose a type of disease. We can 
trace the message from the detail information about infectious disease which contain 
title, location and time information. The message from map correspond to the detail 
data showed below of the system, users can identify the map data from the report list, 
and report list data from the map. The data can sort from time or location, then we can 
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figure out what time or which place is the most serious place where suffered from 
infectious diseases. 

The system consists of three functional modules, which are report submission 
module, report reception module and epidemic early alert module. The report submis-
sion module is provided user with submission reports of infectious diseases, through 
people share their message, the others could know the trends of diseases, about area 
what where the diseases occur and time when the disease detected. The reception 
report module facilitate the ordinary people and office agency to know the real time 
information about epidemic diseases. User only provide the email address, telephone, 
and the location they care, will receive the real-time messages. The epidemic alert 
module is for surveillance of the epidemic diseases on real time. 

 

Fig. 4. The interface of the system 

4   Discussion 

An online real-time system to detect risk for infectious diseases and provide early 
alert is Web-base, real-time system using the technology of ArcGIS and Mashup 
designed to collect and display information about new outbreaks according to geo-
graphic location, time, and infectious agent. The system has multiple data source, 
including web extracted data and user submission data, the data are aggregated by 
source, disease, and geographic location and then overlaid on an interactive map for 
user-friendly access to the original reports. Through spatial-temporal analysis of the 
online data, the system can do early alert. The system delivers real-time epidemic 
intelligence on emerging infectious diseases to diverse audience, from public health 
officials to inter-national travelers. Most importantly, these technologies may provide 
important benefits to outbreak control at local, national level, ultimately reducing the 
healthy consequences of these outbreaks. 
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As the advent of web2.0, Microblogging(e.g., Twitter) and social network(e.g., 
Facebook) have involved in our life. As a next step, we will detect infectious diseases 
from these data which may present early evidence of an infectious disease. However 
the data in website increasing at tremendous speed, so cloud computing becomes 
more and more important. In future we will implement the system in a new way, 
which combine the technology of the cloud computing and the artificial intelligence 
that can be used in process the intelligence of epidemic diseases [16]. Thus our  
system will become more faster and smarter.  
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Abstract. The topology structure of social contacts network has a big impact  
on dynamic patterns of epidemic spreading and effectiveness of non-
pharmaceutical interventions. Corresponding to individuals’ behavioral or func-
tional units, people are commonly organized in small communities, meaning 
that most of social contacts networks tend to display community structure prop-
erty. Through empirical investigation and Monte-Carlo simulation on a big 
H1N1 outbreak in a Chinese university campus, this paper explores the impact 
of community structure property of social contacts network on epidemic spread-
ing and effectiveness of interventions. A stochastic model based on social  
contacts networks among students is constructed to simulate this outbreak,  
revealing that epidemic outbreaks commonly occur in local community. More-
over, effectiveness of three quarantine-based interventions is quantitatively 
studied by our proposed model, finding that community structure of social  
networks determines the effects these measures. 

Keywords: community structure, social contact network, epidemic outbreak, 
non-pharmaceutical Interventions, H1N1. 

1   Introduction 

For many kinds of communicable diseases, contagion is spread among the population 
mainly through close contact such as talking and physical touch. As intensity and 
frequency of close contact are determined primarily by social relationships between 
individuals, studying patient social networks has obvious advantage to understand 
which reasons determined the epidemic outbreak and trend.  

Over the last few years, there have been an increasing number of efforts to build 
variety of theoretical models that couple the classical compartmental models such as 
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susceptible-infectious-recovery (SIR) model with complex social network methods. 
These combined models borrow the conception from compartmental models that 
individuals are divided into different compartments according to their states and their 
states are transformed with the time [1]. On the other hand, these methods overcome 
the limitation that assumes populations are homogeneously mixed in standard com-
partmental models. Recent advances in social network study provide useful tools to 
simulate and analyze the epidemic dynamics among the real population in which 
contacts between individuals are not simply selected randomly but possessing many 
of complex properties [2-4].  

One of important properties that possessed by many real social contacts network is 
community structure. Community structure, also known as hierarchical organization 
or modularity, refers to the fact that a network can be divided into sub-groups. Nodes 
within these sub-groups are densely connected while the connection between sub-
groups is much sparser [5]. In real world, people are commonly organized in many of 
small communities corresponding to their behavioral or functional units such as  
residence district, work place, and university campus. It is found that the close and 
frequent contacts among population in these social groups make these local areas be 
highest-risk environments for outbreaks of infectious diseases, especially for respira-
tory infectious diseases such as H1N1 virus [6, 7]. How to protect people from being 
infected in such communities has been a public health priority to many countries. 

On the other hand, the community structure of social contact networks determines 
the effectiveness of non-pharmaceutical intervention methods to slow down infection 
spreading in local communities. Non-pharmaceutical interventions have the added 
benefit of lessening the worry that pharmaceutical interventions may induce viral drug 
resistance. As such, from the very beginning of the 2009 H1N1 pandemic, many 
countries, including China, had adopted control strategies such as quarantining travel-
ers from foreign countries, closing the schools, among others. These control strategies 
gain great benefits to cut down many of social contacts among population in commu-
nities and thus prevent the epidemic outbreak. In effect, this strategy, i.e., quarantin-
ing close contacts of the infected persons, was proved to be effective against SARS 
infections in 2003 [8, 9]. Obviously, it would cost more when we take the strategies 
earlier or more stringent. A quantitative evaluation of the effectiveness of different 
control measures is essential for us to choose when and how to conduct intervention 
methods. As most of contacts are within local social groups, it is essential to study the 
impact of community structure on the effectiveness of control strategies. 

In this paper, we conduct a case study of a large 2009 pandemic influenza A 
(H1N1) outbreak to characterize transmission patterns of H1N1 virus in a school 
campus that possesses the property of community structure. According to the social 
contact information from a detailed epidemiologic investigation of the outbreak, we 
construct a hierarchical social network among students in one apartment building 
where a severe H1N1 outbreak occurred. A compartmental based stochastic model is 
proposed to simulate the spreading process of the epidemic in the network, finding 
community outbreaks within small social groups. Moreover, we compare the effect of 
three quarantine-based non-pharmaceutical interventions (including dormitory build-
ing quarantine only, plus between-room visits prohibition, and plus relocation of all 
people at risk to a treatment center) on transmission, aiming to find out the most effi-
cient control measures with acceptable cost. In practical, it needs to respond to the 
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infectious outbreak timely, we compare the strategies to advise how to control the 
spreading in an emergency. 

2   Related Work 

The past several years have seen dramatic advances in exploring the transmission 
pattern of infectious disease and evaluating public health response and control strate-
gies [10]. From a methodological standpoint, these studies typically employ either 
case-study or simulation methods. We argue that these two types of methods can 
complement each other very well. Studying real-world outbreaks through epidemiol-
ogical and case studies can reveal critical insights to help understand the dynamics of 
disease transmission and identify risk factors [11-14]. These insights can also serve as 
the base for the follow-up analytical modeling and computational simulation work 
and facilitate an understanding of the impact of various public health responses [15, 
16]. However, using case studies and real-world observations alone cannot guide the 
selection of the optimal control or response strategies because of lack of support  
for comparing various alternative measures. Simulations, on the other hand, offer a  
complementary framework enabling us to quantitative study the impact of various 
strategies [17]. In particular, detailed cost and benefit analyses are possible through 
simulation. [18, 19]. 

A commonly used framework for simulation of epidemic spreading is social net-
work. After a great development in last two decades, various kinds of complex prop-
erties are found in social network structure [20]. These system properties, which 
emerge from individuals’ behaviors and interactions, have a big impact of epidemic 
transmission among persons in the network. For example, recent study [21] shows 
that infection would tend to spread over and stay at a steady state in a heterogeneous 
networks (i.e., a network in which a small fraction of individuals possess most of 
contacts and many of other individuals only have a few contacts, this property is pre-
sent in many real networks such as [22, 23]).  

It has been shown that many real social networks are hierarchical organized by 
linking many of small communities [5, 24]. This network property is commonly 
called as community structure, which greatly influences the dynamic effects on real 
networks [25, 26]. For infectious disease transmission, the community structure prop-
erty of social contacts network would arouse community outbreaks within small  
social groups, which have attracted public attention for intervention methods design 
in order to control epidemic spreading [6, 7].  

3   Data and Methodology 

3.1   Data 

From August 28, through September 17, 2009, a big H1N1 outbreak occurred on a 
campus of a Chinese university near Beijing. 206 students are infected during this 
outbreak in total, and about a half (105) of them are living in a six-storied apartment 
building. In this paper, we are mainly focus on H1N1 virus spreading in this one 
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building, as it was the main infection hotspot and a center of student interactions dur-
ing the outbreak.  

Students living in this building belonged to the same academic department, and 
were divided into 14 classes. The students of the same class were assigned to adjacent 
rooms and each room typically housed six students. Therefore, students in this dormi-
tory are organized hierarchically from a single dormitory room to a class to the whole 
building. To further understand the social contacts between students, we conduct a 
preliminary epidemiological investigation of these confirmed cases to collect their 
close contacts before onset of the illness. In this investigation, 30 respondents recalled 
their close contact history, involving in total 45 virus carriers. We list the relationship 
between these respondents and their infected contacts in Table 1. Before the building 
was isolated, 9 respondents were mainly infected by outsiders. After the building was 
isolated, 21 respondents were mainly infected by roommates and in a lesser degree by 
classmates in other rooms. Moreover, we investigate all infected cases about their 
time delay from infected to be hospitalized, finding that it took about 1.5 days on 
average.  

In order to control this outbreak, the administration of the school took several 
emerging interventions, including 1) isolating the apartment building to stop the inter-
building transmissions on August 31; 2) prohibiting students in the apartment building 
to contact other students living in different dormitory rooms on September 3; 3) quar-
antining all probable close contacts when a infected student is sent to the hospital in 
the entire outbreak. 

Table 1. The relationship between the respondents and their contacts to H1N1 virus carriers 

 

3.2   Method 

As shown in Table 1, social contacts among the students in the apartment building 
show a community structure property, as a student has a biggest probability to be 
infected by his (her) roommates and has a moderate probability to be infected by his 
(her) classmates in different rooms and has a smallest probability to be infected by 
students in different classes. In order to model social contacts among students in the 
building, we construct a complex network by representing students as nodes and so-
cial relationships among them as links. Due to the community structure property of 
social contacts among students in the apartment, we allocate to each student different 
probabilities that contacting to his roommate, neighbors in the same classes, and  
others in the same building, respectively. The probabilities are preset based on the 
epidemiologic investigation: we assume that the contact histories of the 30 respon-
dents in Table 1 can reflect the behaviors of other students. As the persons living in 

 Respondents contacts Roommates Classmates Different 
classes 

Different 
buildings 

Whole period* 30 45 16 11 2 16 
Before isolate 
building 

9 13 0 0 0 13 

After isolate 
building 

21 32 16 11 2 3 



112 Y. Wang et al. 

 

the same room should contact with each other determinately in each day, we obtain 
the average number of one's contactors who are roommates, classmates but living in 
other rooms, others living in the same building is p1 = 5, p2 = 3.5 and p3 = 0.5, respec-
tively. The network model is shown as Fig. 1. 
 

 
(a)  (b)  (c) 

Fig. 1. (a) The social contacts network in one room. All students living in one room are fully 
connected. (b) The social contacts network in one class. Many edges exist in each room, and 
fewer edges between rooms. (c) The social contacts network in the building. The students are 
divided into different classes; many edges exist in each class, and fewer edges between classes.  

 

Fig. 2. The state change process of epidemic spreading in SEIR model 

A stochastic SEIR model was applied to simulate the disease spreading process on 
the network. In the SEIR model, people are classified into four classes: Susceptible, 
Exposed (Incubation), Infected, and Recovered [27]. The state change process of 
epidemic spreading in SEIR model is shown in Fig. 2. We set the latent period 1/ε = 2  
days according to some empirical studies of H1N1 transmission [28, 29] and theinfec-
tious period as 1/γ = 1.5 days based on our epidemiologic investigation. The spreading 
rate β was set to 0.18, which leads that the coefficient of determination, a measure-
ment of how well the real data can be explained by the model, between the daily 
counts of new infections in the real outbreak and simulation results is maximum. 

Following the control strategies the school administrator taken during the outbreak, 
we divide the outbreak into three periods: 1) From August 28 to August 31, the 
apartment building was not isolated, and students in the building may be infected by 
infectors outside the building with a probability λ= 0.004; 2) From September 1 to 
September 3, infection can only be transmitted within the apartment building; 3) After 
September 3, the contacts between two students in different rooms are cut off with 
probability η = 1, meaning that infection would not be spread inter-rooms.  
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During the outbreak, the university administration investigated the infected to iden-
tify their close contacts for quarantining. In practice, however, identify all contacts 
successfully is difficult as it is very time-consuming to collect contacts histories of 
infected students. As a proxy, the roommates of a patient should be viewed as auto-
matic close contacts and considered as candidates to be quarantined. In our simula-
tion, we assume that all roommates of an infected patient would be quarantined when 
the infected patient is hospitalized, and preset the probability of identifying and quar-
antining a neighbor exposed to an infected is θ =0.8 according to the investigation 
taken by the administration. Related parameters are listed in Table 2. 

Using our network-based model, we have studied the impact of three different con-
trol measures on H1N1 spread. We adjust the date to implement these measures in the 
simulation on one hand and the parameters λ, η, θ on the other hand, in order to quan-
titatively examine the impact of timeliness and seriousness of control measures on 
control effects. The outcomes of control measures are measured as the number of 
infected and isolated students reduced by the strategies.  

Table 2. The parameters used in the social contacts network and SEIR model 

Parameter value Interpretation 
p1 5 Average number of one's contactors who are roommates  
p2 3.5 Average number of one's contactors who are classmates but are living in other rooms 
p3 0.5 Average number of one's contactors who are students belong to other classes 
β 0.18 Spreading rate 

1/γ 1.5 Average infectious period 
1/ε 2 Average latent period 
λ 0.004 The probability that a student is infected by outsiders in the first period 
η 1 The probability that edges between rooms are removed in the third period 
θ 0.8 The probability that close contactors living in other rooms can be found during the outbreak 

4   Result 

4.1   Social Contact Network and Stochastic Simulation 

The number of the newly infected in the building each day is shown in Fig. 3. In the 
first period, the infection was mainly introduced into the building from the outside 
and spread over more and more students. The transmission peaked in the second pe-
riod and then reduced rapidly. If we take into account the 2-day latent period of the 
H1N1 virus, we conclude that the number of students exposed to infection decreased 
quickly after the administration isolated the building. Furthermore, the infection rate 
maintained at an extremely low level after the contacts among rooms were prohibited.  

We simulated the H1N1 virus spreading process using the social contact network 
with a community structure. The related parameters are listed in Table 2. As shown in 
Fig. 1, the students first form small groups through roommate relationships, then form 
larger clusters through connecting rooms belonging to the same classes, and at last 
form the entire contact network for the building. The simulation results, averaged 
over 100 experimental runs, turn out to fit the overall outbreak pattern very well, as 
shown in Fig. 3. The coefficient of determination between the number of infected 
students on each day in the real outbreak and simulation results is 0.79. Fig. 4 illus-
trates the relationship between infection transmission and social networks based on a 
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typical single simulation run. It shows that inter-class transmission rarely exists. 
Within each class, frequent internal transmissions in rooms exist and the inter-room 
transmissions lead to infection spreading over the class.  

We further observe that the transmission mode of the H1N1 outbreak is aligned 
with the community structure of the social contact network. Infection spread quickly 
among densely connected groups of people. Fig. 5(a) shows the distribution of in-
fected number in dormitory rooms. There were a total of 68 dormitory rooms in which 
students have been got infected. Among these rooms, 44(64.7%) room with only one 
infected case, the other 24(35.3%) rooms possessed more than two infected cases 
despite the fact that the roommates of the infected students were quarantined 
promptly. The results indicate that rooms are relatively independent units where the 
infection is rapidly spreading. 

 

Fig. 3. The spreading process of the infection. Each point on the blue and green lines represents 
the number of the newly infected in the building each day of the situation of real outbreak and 
simulation, respectively. The outbreak is divided into three periods by the red dashed line.  

 

Fig. 4. The spreading process on the social contact network based on a typical single simulation 
run. Each point represents a student, and each edge represents a spreading path of the infection. 
The students are divided into various classes, denoted as circles. The students living in one 
room are marked with the same color. 
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During the outbreak, the infection situation differed greatly across classes: the av-
erage infected number in each class is 7.5 whereas the standard deviation is 9.0. Note 
that the number of students across classes is quite uniform with the average being 
136.7 and the standard deviation 18.2. As shown in Fig. 5(b), 12 classes housed less 
than 10% of infected students and two classes experienced larger outbreaks with 
15(10% to 20%) cases and 32 cases (30%-40%). This imbalance implies that an out-
break could be occurring in individual classes with limited inter-class interference. 

In general, the simulation produced H1N1 transmission in small communities such 
as rooms and classes very similar to what was observed in the real outbreak. We meas-
ured the Pearson’s correlation coefficient between the number of dormitory rooms 
(classes) which possessed different infection number in real outbreak and simulation 
results. We obtained a value of 0.99 (0.95 for the class, both with p<0.005). 

4.2   Evaluation of Control Measures 

Isolating the whole building. When an outbreak occurred on a campus, isolation of 
buildings could help prevent epidemic spreading among buildings. As shown in Fig. 6 
(a-b), comparing with isolating the whole building on the seventh day, taking the 
strategy on the first day can reduce the number of infected and isolated students in the 
entire outbreak by 85%~92%. The finding indicates that it is essential to strictly con-
trol visitations and identify the infected patients as soon as possible.  

In practical terms, due to the high social and economic costs associated with build-
ing isolation, one needs to make careful decisions as to the timing of the isolation 
after H1N1 infection is reported in a school. In this model, the number of infected 
isolated students in the entire outbreak is 67 (300) fewer if the whole building is iso-
lated on the first day than on the seventh day when λ = 0.001. While, when λ = 0.007, 
the building isolation taken on the first day would prevent 234 (988) students to get 
infected (isolated) compared to taking the strategy on the seventh day. In fact, we 
isolated the building on first day, only 26 infected and isolated 110 close contacts. 
The simulation results show that the more probable a student gets infected by an  
outsider, the more beneficial an earlier isolation. 

 

 
 (a)  (b) 

Fig. 5. (a) The percent of rooms versus the number of infection cases in one room. (b) The 
number of classes versus the ratio of infected number in one class to the sum infected in the 
building.  
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 (a)  (b) 

 
 (c)  (d) 

 

 
 (e)  (f) 

Fig. 6. The comparison of effectiveness of different control strategies under different setting. 
(a-b): The sum of (a) infected and (b) isolated versus the day that building is isolated, with λ = 
0.001，0.002，0.003，0.004，0.005，0.006，0.007 from bottom to top, respectively. (c-d) 
The sum of (c) infected and (d) isolated versus the day that contact among rooms is cut after 
isolation of building, with η = 0.2，0.4，0.6，0.8，1.0 from bottom to top, respectively. (e-f): 
The sum of (e) infected and (f) isolated versus the probabilities that close contacts are found. 
The solid line represents the roommates are determinedly quarantined and others are quaran-
tined with specific probability denoted as θ; the dash line represents a comparative method that 
all contacts are quarantined with the same probability denoted as θ. 
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Cutting off the contacts across rooms. We have found that frequent visitations be-
tween dormitory rooms can trigger clustered outbreaks within classes. Fig. 6 (c-d) 
shows the effect of reducing inter-room contacts on different dates after building 
isolation became effective on August 31, 2009. If we take the strategy on the first day, 
cutting off all contacts across rooms would prevent 97 (435) (η=1.0 vs η=0.2) students 
to get infected (isolated) compared to the situation that 20%(η=0.2) contacts are cut 
off. While, the decreased ratio of infected/isolated students was 49.4%/50%(42/169) 
(η=1.0 vs η=0.2) when the strategy taken on the seventh day. The simulation results 
reveal that the impact of contact reduction measures on disease spread is minimum  
if these measures are taken after the outbreak is already progressing fast. From the 
policy perspective, the timing of the implementation needs to be carefully considered.  
 
Quarantining the close contacts. Due to the existence of the latent period of the 
H1N1 virus, the close contacts of an infection case may be infected and contagious 
but without symptoms temporarily. As such, one possible outbreak containment strat-
egy would be to identify and quarantine the close contacts exposed to the infection 
before symptoms show. We have found that the roommates have frequent contact 
with each other and need to be quarantined immediately when an infection case is 
found in a room. This observation leads us to experiment the control measure that 
isolate the infected person and his or her roommates during the simulation. Fig. 6 (e-f) 
shows the effectiveness of this measure. Without the previous knowledge of quaran-
tining roommates of infected students, the incremental number of infected students is 
536 when quarantining none of possible contacts; this drop to 114 when half of possi-
ble contacts are quarantined, regardless of the difficulties in accurately identifying 
possible contacts in time. Almost close contacts were found and quarantined, so the 
infected case (105) in this outbreak less than the simulated number(122) when 
θ=1.0(Fig. 6 (e)).Although the cost of quarantining all the roommates is high, the total 
number of students being isolated using this measure is almost the same as that of the 
alternative measure during the entire course of the outbreak(Fig.5 (f)) There were no 
difference(P>0.05) on number of isolated whether quarantined the roommates and all 
close contacts or only probable contacts(542vs526) when θ=1.0(Fig. 6 (f)). As a  
result, we note that if the public health officials can quarantine the roommates of 
infected persons in a very short period of time, it is likely that the total number of 
infections can be significantly reduced. 

4   Discussion 

The dynamic of epidemic outbreak influenced by many factors including host immu-
nity, virus virulence, human behavior, environmental change, social and economical 
situation, etc [10]. These factors influenced the virus transmission from human soci-
ety, school to household, but social relationship as a special factor maybe influenced 
the transmission dynamic of epidemic outbreak in high density population  [2-4, 6, 7]. 
In our research, we have investigated a real-world H1N1 outbreak occurred on a Chi-
nese university campus. We have identified the community structure in students’ 
social contact network and concluded that the community structure strongly affects 
the H1N1 spread and triggers clustered outbreaks. Based on our empirical findings, 
we have constructed a hierarchical social contact network model. Our computational 
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experiments indicate that our model fits the real-world outbreak pattern very well and 
displays the clustering property of spreading through Monte-Carlo methods.  

In this study, we investigated and identified a more comprehensive set of social 
factors influencing disease transmission of 2009 influenza A(H1N1) outbreak in den-
sity population special in school. The epidemic spread among susceptible people 
influenced by many social factors and identified by social network. For instance, the 
social contacts among students may be strongly influenced by their perception of the 
outbreak during the outbreak. Another significant result of the control measures used 
in this outbreak according the social relationship determined by models was effective 
and coordinated with models. 

Using this social contact network model organized as a hierarchical network, we 
have conducted simulation studies to evaluate three public health response measures 
relevant to localized outbreaks: isolating the entire building, cutting off the contacts 
among rooms, and quarantining the close contacts of the infected. We have found that 
cutting off contacts among buildings and rooms can help contain the epidemic spread. 
As the H1N1 infection typically grows exponentially at first and tends to stabilize 
later [2], implementing the control measures earlier can be more beneficial.  

The community structure of social contacts on campus leads to clustered outbreaks. 
On practical terms, we recommend that the roommates of the infected students be iso-
lated as early as possible. The quickly infection spreading in the school requires emer-
gency interventions, and the public measures implemented by the school administrator 
and our simulation, according to the community structure of social contacts, performs 
efficiently to respond to H1N1 outbreak in a localized area in time. On the contrary, pre-
vaccination would be not practicable because vaccine cannot take effect instantly. 

A limitation of our study is the lack of a quantitative analysis of cost-effectiveness 
of various measures. Real costs of a response measure are difficult to estimate, which 
include both social costs and economic costs caused by reducing contacts, providing 
isolation spaces, investigating contacts of the infected, handing out mask, taking pro-
tective measures and so on. The economic and social benefit of containing an out-
break is also hard to quantify, as it will be dependent on the virulence and clinical 
severity of illness, and the productivity and economic loss due to closed schools and 
so on. Nonetheless, we believe that our study provides a starting point to assist public 
health response decision-making during epidemic outbreaks in localized areas. 
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Abstract. According to the outbreak of H1N1 influenza on campus in Langfang 
city, Hebei province, at north of China in 2009, this paper constructed an artifi-
cial society model of the school, and simulated the spread of H1N1 influenza at 
the fifth floor in dormitory building. Firstly, it built the geographic environment 
model in accordance with the real dormitory building and a social relationship 
network model, including classmates, roommates and playmates. Secondly, it 
designed the behaviors and activities of students during a day, and built role 
based agent models of student. Each agent student had three roles, which were 
susceptible, infectious and recovered student. Finally, it conducted simulation 
experiments to compare the emergency measures of segregating non-classmates 
and segregating non-roommates. 

Keywords: Public Health Security; Modeling and Simulation; H1N1 Influenza; 
Emergency Management. 

1   Introduction 

Public health security is closely related to national economy and social stability. So 
the sudden outbreak of epidemic will cause serious harm to the health of people, and 
damage national economic development. For example, the outbreak of SARS [16] in 
2003 and H1N1 influenza [1] in 2009 has seriously affected the lives of people and 
economic development, and even led to the death of some patients. Therefore, it is an 
urgent issue that how to manage the sudden outbreak of epidemic effectively and 
fleetly. Owing to the fact that the outbreak of epidemic is always sudden and unpre-
dictable, it is required to make reasonable and effective emergency management 
strategies beforehand. So the traditional research mode of emergency management, 
“forecast-response”, cannot meet the demand. However the research mode based on 
modeling and simulation [2], [3], “scenario-response [4]”, has become an important 
way to resolve sudden outbreak of epidemic. 

The spread of epidemic is complex and variable that has many related causes [5]. 
So the traditional simulation aiming at approximating the single reality cannot simu-
late the complex and variable scene of epidemic emergencies. Whereas artificial  
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societies [6], [7] based modeling and simulation, as a bottom-up approach, could 
come forth complex social phenomena through evolution, interaction and cooperation 
between multi-agents. So it is an effectual resolution for emergency drills, emergency 
mental training and assessment of emergency strategies to research epidemic emer-
gencies management. 

In the spread of epidemic, the school is very special high-risk places. Because in 
school, students are high concentrated, and keep high consistency in behaviors and 
frequently close contact, such as living, learning, eating, playing and so on, it results 
in that the school is vulnerable to the outbreak of epidemic [8], [9], [10]. For instance, 
in the spread of H1N1 pandemic influenza in Beijing in 2009, more than 70% of out-
breaks took place in schools. So protecting students from epidemic is an important 
task in public health emergency management. 

This paper constructed an artificial society to simulate the spread of H1N1 influenza 
at the fifth floor in dormitory building according to the outbreak of H1N1 influenza on 
campus [11] in langfang city, Hebei province, at north of China in 2009. It made the 
foundation for simulating the spread of H1N1 influenza in any school and decision 
making for epidemic emergencies.  

The remainder of this paper is organized as follows. Section 2 built the geographic 
environment model of the fifth floor, social relationship network model among  
students, behaviors and activities model of students during a day, and role models of 
students. Section 3 conducted simulation experiments for different measures of segre-
gation, and compared these results of experiments. 

2   Modeling with Artificial Societies 

2.1   Geographic Environment Model 

According to the real structure of the fifth floor and the population distribution of 
students in dormitory building, geographic environment model is built as figure 1. 
There are three classes in the fifth floor, including Class 4, Class 7 and Class 13, and 
64 dorms, 3 WC, 3 washrooms, 3 storages, 3 Classrooms, 1 balcony. There are 8 
dorms belong to Class 4, whose names are the odd number from 501 to 505 and the 
even number from 502 to 510, and 25 dorms belong to Class 7, whose names are the 
odd number from 507 to 525 and even number from 512 to 540, and 21 dorms belong 
to Class 13, whose names are the odd number from 527 to 543 and the even number 
from 542 to 564. And there are 6 students live in each dorm. 

2.2   Social Relationship Network Model 

The spread of H1N1 influenza is propelled by close contacts among students. And the 
probability and intensity of close contacts among students are depended on the mutual 
social relations [12], [13]. For instance, the probability and intensity of close contacts 
among roommates is higher than the one among non-roommates, and the same as 
classmates and non-classmates. In this paper it researched three relations between 
students to build social relationship network model. These relations are classmates,  
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roommates and playmates. Classmates could be roommates and non-roommates,  
but non-classmates must be non-roommates. And playmates could be classmates and 
non-classmates, as well as be roommates and non-roommates. The closeness of rela-
tions among students is different and their proportions are shown in table 1. In simula-
tion experiment, these proportions determine the probability distribution of contact 
objects. 

 

 

Fig. 1. The fifth floor model 

Table 1. Closeness of relations between students 

Classmates  
Roommates Non-roommates 

Non-classmates 

Playmates 40% 20% 10% 
Non-playmates 20% 10% 0% 

 
The relations of classmates and roommates are confirmed by dorms which students 

live in. If students live in the same one dorm, they are roommates and classmates. If 
students live in different dorms, they are non-roommates, and they are classmates 
when these dorms belong to the same one class, or they are non-classmates. The rela-
tion of playmates is not confined to living place. In simulation experiments, it  
assumed that each student has 0 to 5 playmates, which are randomly generated at the 
beginning of experiment. Figure 2 shows random relationship among playmates.  

In the evolution of artificial societies, relationships among agents may change con-
tinually [14]. It makes the configuration of artificial societies variable so as to come 
forth complex and diverse social phenomena. In this social relationship network 
model, the relations of classmates and roommates are unchangeable. However play-
mates may change with the evolution of artificial societies. In simulation experiment 
students who contact continually in certain time may become playmates. Contrarily,  
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Fig. 2. Contact relationships among playmates 

Table 2. Behaviours and activities model 

Time Location Contact 
probability 

Time Location Contact 
probability 

7:00-8:00 dorm, washroom, 
WC 

60% 12:00-13:30 dorm, balcony, 
WC 

75% 

8:00-8:50 classroom 10% 13:30-14:30 dorm, WC 6% 
8:50-9:00 classroom, dorm, 

balcony, WC 
80% 14:30-15:20 classroom 10% 

9:00-9:50 classroom 10% 15:20-15:30 classroom, dorm, 
balcony, WC 

80% 

9:50-10:10 classroom, dorm, 
balcony, WC 

80% 15:30-16:20 classroom 10% 

10:10-11:00 classroom 10% 16:20-22:00 classroom, dorm, 
balcony, WC 

75% 

11:00-11:10 classroom, dorm, 
balcony, WC 

80% 22:00-23:00 dorm, washroom, 
WC 

60% 

11:10-12:00 classroom 10% 23:00-7:00 dorm, WC 2% 

 
students may become non-playmates when they have not contacted with each other 
for a long time. 

2.3   Behaviors and Activities Model 

The Spread of H1N1 influenza is closely related to the daily behaviors and activities 
of students. The main behavior which directly causes the spread of H1N1 influenza is 
close contacts among students. In daily life of students, the spread occurs with diverse 
probabilities of different behaviors and activities, and students have various behaviors  
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and activities during a day. In this paper, it designed the following behaviors and 
activities, including getting up, washing, going to toilet, going to classroom, taking 
classes, playing in dorms, playing in balcony, going to bed, talking, and learning in 
classroom. It defined behaviors and activities model during a day as table 2. As 
shown in table 2, it determines different action location in each time phase during a 
day, and contact probability derived from empirical data. In simulation experiment, 
according to the contact probability, agent decides whether have close contact with 
other agents in each simulation step, such as playing, talking, etc. 

2.4   Role Models 

In order to achieve that attributes and behaviors in agent model could dynamically 
change, we builds various role models for the same one agent [15]. During the evolu-
tion process of artificial societies, when the states of agent satisfy role changing con-
ditions, the value of attributes and parameters of behaviors transfer from one role 
model to another role model. So it realizes role evolution of agents. In this paper, we 
build three roles, such as susceptible, infectious, and recovered student, which are 
shown in figure 3. As seen from figure 3, the green square represents susceptible 
student who has never been infected by H1N1; the red circle represents student in-
fected by H1N1 influenza; the blue hollow box represents recovered student who has 
ever been infected by H1N1 and have antibody to H1N1 influenza.  

 

Fig. 3. Role models 

Three role models have different attributes and behaviors. The infectious role 
model has special attributes of epidemic type and infected time, and the behavior of 
infecting other students. However, the recovered role model has special attribute of 
antibody type and the behavior of preventing from H1N1 influenza. 

3   Simulation Experiments 

With these models above, we could design and conduct simulation experiments. In 
simulation experiments, we set the walking speed of each agent to be one meters per 
second, and set simulation step to be one second. And the beginning time is at 7 am 
when students are getting up, and the whole simulation time is 30 days. Moreover, we 
assume that there is one infectious student in class 4 at the beginning of experiments, 
and it takes emergency measures for the outbreak of H1N1 influenza when the school  
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detects more than 10 students infected by H1N1 influenza. The emergency measures 
include segregating non-classmates and segregating non-roommates.  

We conduct three simulation experiments, experiment (a), experiment (b) and  
experiment (c), to compare different measures for preventing student from H1N1 
influenza. In experiment (a), no measures are taken. In experiment (b), students are 
segregated from non-classmates when the school detects more than ten students 
infectious by H1N1 already. In experiment (c), students are segregated from non-
roommates. They have been confided to their dorms, and not allowed to go to class-
room, balcony and other dorms. Figure 4 is a scene of running simulation experiment 
(a) at time from 16:20 to 22:00. 

 

Fig. 4. Simulation experiment scene 

The results of these experiments are respectively shown in figure 5 (a), (b) and (c). 
Each experiment has 4 graphs for class 4, class 7, class 13 and the fifth floor, to depict 
the changes of the number of susceptible, infectious and recovered students with three 
different kinds of curves.  

As figure 5 (a) shown, the only one infectious student in class 4 at the beginning of 
experiment, has spread H1N1 virus abroad to class 7 and class 13. And we can see 
from figure 5 (b) (2) that no students are infected by H1N1 influenza in class 7. It 
proves that emergency measure of segregating non-classmates has prevented class 7 
from infectious students. From figure 5 (a) (4), (b) (4), and (c) (4), we know that the 
number of infectious students in the fifth floor decline, and become zero more and 
more quickly. It could conclude that the emergency measures of segregating non-
classmates and non-roommates could effectively protect students from the spread of 
H1N1 influenza, and that segregating non-roommates is a much better measure than 
segregating non-classmates. 
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(a) 

 
(b) 

 
(c) 

Fig. 5. Student number curves in three roles 
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4   Summary and Outlook 

According the case of the outbreak of H1N1 influenza on campus in langfang city, 
this paper built models of the fifth floor and behaviors of students in the school. It 
simulated the spread of H1N1 influenza and reproduced the scene of the outbreak of 
H1N1 influenza. Besides, it designed a variety of random parameters in simulation 
experiments, and two kinds of segregation strategies, and analyzed the results of ex-
periments with different segregation strategies. In the following works, we will build 
a whole school model using artificial societies on the basis of what we get from  
this paper to simulate the outbreak and spread of epidemic in school, and to support 
decision making in emergency management. 
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