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Foreword

The 14th International Conference on Human–Computer Interaction, HCI In-
ternational 2011, was held in Orlando, Florida, USA, July 9–14, 2011, jointly
with the Symposium on Human Interface (Japan) 2011, the 9th International
Conference on Engineering Psychology and Cognitive Ergonomics, the 6th In-
ternational Conference on Universal Access in Human–Computer Interaction,
the 4th International Conference on Virtual and Mixed Reality, the 4th Interna-
tional Conference on Internationalization, Design and Global Development, the
4th International Conference on Online Communities and Social Computing, the
6th International Conference on Augmented Cognition, the Third International
Conference on Digital Human Modeling, the Second International Conference
on Human-Centered Design, and the First International Conference on Design,
User Experience, and Usability.

A total of 4,039 individuals from academia, research institutes, industry and
governmental agencies from 67 countries submitted contributions, and 1,318
papers that were judged to be of high scientific quality were included in the
program. These papers address the latest research and development efforts and
highlight the human aspects of design and use of computing systems. The papers
accepted for presentation thoroughly cover the entire field of human–computer
interaction, addressing major advances in knowledge and effective use of com-
puters in a variety of application areas.

This volume, edited by Randall Shumaker, contains papers in the thematic
area of virtual and mixed reality (VMR), addressing the following major topics:

• VR in education, training and health
• VR for culture and entertainment
• Virtual humans and avatars
• Developing virtual and mixed environments

The remaining volumes of the HCI International 2011 Proceedings are:

• Volume 1, LNCS 6761, Human–Computer Interaction—Design and Devel-
opment Approaches (Part I), edited by Julie A. Jacko

• Volume 2, LNCS 6762, Human–Computer Interaction—Interaction Tech-
niques and Environments (Part II), edited by Julie A. Jacko

• Volume 3, LNCS 6763, Human–Computer Interaction—Towards Mobile and
Intelligent Interaction Environments (Part III), edited by Julie A. Jacko

• Volume 4, LNCS 6764, Human–Computer Interaction—Users and Applica-
tions (Part IV), edited by Julie A. Jacko

• Volume 5, LNCS 6765, Universal Access in Human–Computer Interaction—
Design for All and eInclusion (Part I), edited by Constantine Stephanidis

• Volume 6, LNCS 6766, Universal Access in Human–Computer Interaction—
Users Diversity (Part II), edited by Constantine Stephanidis



VI Foreword

• Volume 7, LNCS 6767, Universal Access in Human–Computer Interaction—
Context Diversity (Part III), edited by Constantine Stephanidis

• Volume 8, LNCS 6768, Universal Access in Human–Computer Interaction—
Applications and Services (Part IV), edited by Constantine Stephanidis

• Volume 9, LNCS 6769, Design, User Experience, and Usability—Theory,
Methods, Tools and Practice (Part I), edited by Aaron Marcus

• Volume 10, LNCS 6770, Design, User Experience, and Usability—
Understanding the User Experience (Part II), edited by Aaron Marcus

• Volume 11, LNCS 6771, Human Interface and the Management of
Information—Design and Interaction (Part I), edited by Michael J. Smith
and Gavriel Salvendy

• Volume 12, LNCS 6772, Human Interface and the Management of
Information—Interacting with Information (Part II), edited by Gavriel Sal-
vendy and Michael J. Smith

• Volume 13, LNCS 6773, Virtual and Mixed Reality—New Trends (Part I),
edited by Randall Shumaker

• Volume 15, LNCS 6775, Internationalization, Design and Global Develop-
ment, edited by P.L. Patrick Rau

• Volume 16, LNCS 6776, Human-Centered Design, edited by Masaaki Kurosu
• Volume 17, LNCS 6777, Digital Human Modeling, edited by Vincent G.

Duffy
• Volume 18, LNCS 6778, Online Communities and Social Computing, edited

by A. Ant Ozok and Panayiotis Zaphiris
• Volume 19, LNCS 6779, Ergonomics and Health Aspects of Work with Com-

puters, edited by Michelle M. Robertson
• Volume 20, LNAI 6780, Foundations of Augmented Cognition: Directing the

Future of Adaptive Systems, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

• Volume 21, LNAI 6781, Engineering Psychology and Cognitive Ergonomics,
edited by Don Harris

• Volume 22, CCIS 173, HCI International 2011 Posters Proceedings (Part I),
edited by Constantine Stephanidis

• Volume 23, CCIS 174, HCI International 2011 Posters Proceedings (Part II),
edited by Constantine Stephanidis

I would like to thank the Program Chairs and the members of the Pro-
gram Boards of all Thematic Areas, listed herein, for their contribution to the
highest scientific quality and the overall success of the HCI International 2011
Conference.

In addition to the members of the Program Boards, I also wish to thank
the following volunteer external reviewers: Roman Vilimek from Germany, Ra-
malingam Ponnusamy from India, Si Jung “Jun” Kim from the USA, and Ilia
Adami, Iosif Klironomos, Vassilis Kouroumalis, George Margetis, and Stavroula
Ntoa from Greece.



Foreword VII

This conference would not have been possible without the continuous support
and advice of the Conference Scientific Advisor, Gavriel Salvendy, as well as the
dedicated work and outstanding efforts of the Communications and Exhibition
Chair and Editor of HCI International News, Abbas Moallem.

I would also like to thank for their contribution toward the organization of
the HCI International 2011 Conference the members of the Human–Computer
Interaction Laboratory of ICS-FORTH, and in particular Margherita Antona,
George Paparoulis, Maria Pitsoulaki, Stavroula Ntoa, Maria Bouhli and George
Kapnas.

July 2011 Constantine Stephanidis
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Kerstin Röse, Germany
Supriya Singh, Australia
Alvin W. Yeo, Malaysia
Hsiu-Ping Yueh, Taiwan



XII Organization

Online Communities and Social Computing

Program Chairs: A. Ant Ozok, Panayiotis Zaphiris

Chadia N. Abras, USA
Chee Siang Ang, UK
Peter Day, UK
Fiorella De Cindio, Italy
Heidi Feng, USA
Anita Komlodi, USA
Piet A.M. Kommers, The Netherlands
Andrew Laghos, Cyprus
Stefanie Lindstaedt, Austria
Gabriele Meiselwitz, USA
Hideyuki Nakanishi, Japan

Anthony F. Norcio, USA
Ulrike Pfeil, UK
Elaine M. Raybourn, USA
Douglas Schuler, USA
Gilson Schwartz, Brazil
Laura Slaughter, Norway
Sergei Stafeev, Russia
Asimina Vasalou, UK
June Wei, USA
Haibin Zhu, Canada

Augmented Cognition

Program Chairs: Dylan D. Schmorrow, Cali M. Fidopiastis

Monique Beaudoin, USA
Chris Berka, USA
Joseph Cohn, USA
Martha E. Crosby, USA
Julie Drexler, USA
Ivy Estabrooke, USA
Chris Forsythe, USA
Wai Tat Fu, USA
Marc Grootjen, The Netherlands
Jefferson Grubb, USA
Santosh Mathan, USA

Rob Matthews, Australia
Dennis McBride, USA
Eric Muth, USA
Mark A. Neerincx, The Netherlands
Denise Nicholson, USA
Banu Onaral, USA
Kay Stanney, USA
Roy Stripling, USA
Rob Taylor, UK
Karl van Orden, USA

Digital Human Modeling

Program Chair: Vincent G. Duffy

Karim Abdel-Malek, USA
Giuseppe Andreoni, Italy
Thomas J. Armstrong, USA
Norman I. Badler, USA
Fethi Calisir, Turkey
Daniel Carruth, USA
Keith Case, UK
Julie Charland, Canada

Yaobin Chen, USA
Kathryn Cormican, Ireland
Daniel A. DeLaurentis, USA
Yingzi Du, USA
Okan Ersoy, USA
Enda Fallon, Ireland
Yan Fu, P.R. China
Afzal Godil, USA



Organization XIII

Ravindra Goonetilleke, Hong Kong
Anand Gramopadhye, USA
Lars Hanson, Sweden
Pheng Ann Heng, Hong Kong
Bo Hoege, Germany
Hongwei Hsiao, USA
Tianzi Jiang, P.R. China
Nan Kong, USA
Steven A. Landry, USA
Kang Li, USA
Zhizhong Li, P.R. China
Tim Marler, USA

Ahmet F. Ozok, Turkey
Srinivas Peeta, USA
Sudhakar Rajulu, USA
Matthias Rötting, Germany
Matthew Reed, USA
Johan Stahre, Sweden
Mao-Jiun Wang, Taiwan
Xuguang Wang, France
Jingzhou (James) Yang, USA
Gulcin Yucel, Turkey
Tingshao Zhu, P.R. China

Human-Centered Design

Program Chair: Masaaki Kurosu

Julio Abascal, Spain
Simone Barbosa, Brazil
Tomas Berns, Sweden
Nigel Bevan, UK
Torkil Clemmensen, Denmark
Susan M. Dray, USA
Vanessa Evers, The Netherlands
Xiaolan Fu, P.R. China
Yasuhiro Horibe, Japan
Jason Huang, P.R. China
Minna Isomursu, Finland
Timo Jokela, Finland
Mitsuhiko Karashima, Japan
Tadashi Kobayashi, Japan
Seongil Lee, Korea
Kee Yong Lim, Singapore

Zhengjie Liu, P.R. China
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The 15th International Conference on Human–Computer Interaction, HCI Inter-
national 2013, will be held jointly with the affiliated conferences in the summer
of 2013. It will cover a broad spectrum of themes related to human–computer
interaction (HCI), including theoretical issues, methods, tools, processes and
case studies in HCI design, as well as novel interaction techniques, interfaces
and applications. The proceedings will be published by Springer. More infor-
mation about the topics, as well as the venue and dates of the conference,
will be announced through the HCI International Conference series website:
http://www.hci-international.org/

General Chair
Professor Constantine Stephanidis
University of Crete and ICS-FORTH
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5-Finger Exoskeleton for Assembly Training in Augmented Reality . . . . . 30
Siam Charoenseang and Sarut Panjan

Remote Context Monitoring of Actions and Behaviors in a Location
through 3D Visualization in Real-Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

John Conomikes, Zachary Pacheco, Salvador Barrera,
Juan Antonio Cantu, Lucy Beatriz Gomez, Christian de los Reyes,
Juan Manuel Mendez-Villarreal, Takeo Shime, Yuki Kamiya,
Hedeki Kawai, Kazuo Kunieda, and Keiji Yamada

Spatial Clearance Verification Using 3D Laser Range Scanner and
Augmented Reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Hirotake Ishii, Shuhei Aoyama, Yoshihito Ono, Weida Yan,
Hiroshi Shimoda, and Masanori Izumi

Development of Mobile AR Tour Application for the National Palace
Museum of Korea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Jae-Beom Kim and Changhoon Park

A Vision-Based Mobile Augmented Reality System for Baseball
Games . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Seong-Oh Lee, Sang Chul Ahn, Jae-In Hwang, and Hyoung-Gon Kim

Social Augmented Reality for Sensor Visualization in Ubiquitous
Virtual Reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Youngho Lee, Jongmyung Choi, Sehwan Kim, Seunghun Lee, and
Say Jang



XXIV Table of Contents – Part I

Digital Diorama: AR Exhibition System to Convey Background
Information for Museums . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Takuji Narumi, Oribe Hayashi, Kazuhiro Kasada,
Mitsuhiko Yamazaki, Tomohiro Tanikawa, and
Michitaka Hirose

Augmented Reality: An Advantageous Option for Complex Training
and Maintenance Operations in Aeronautic Related Processes . . . . . . . . . 87

Horacio Rios, Mauricio Hincapié, Andrea Caponio,
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Abstract. This paper presents a summary of recent research efforts aiming to 
address modern psychological health education needs through the use of 
innovative instructional tools. The current body of research on virtual learning 
environments and serious games as they relate to psychological treatment 
shows promising results, especially in the case of the instructional interventions 
that provide an optimal blend of education and training and focus on the 
psychological health knowledge acquisition as well as appropriate stress 
management skills and behaviors. In concert with the theoretical and research 
foundations within the psychological health domain and pedagogical precepts in 
the area of simulation and game-based learning, this article also presents design 
considerations for serious games for psychological health. 

Keywords: Serious Games, Psychological Health Education, Mental Health, 
Virtual Learning Environments. 

1   Research Overview 

The fundamental goal of the Research and Development (R&D) effort highlighted in this 
paper was to conceptualize innovative solutions to educate service members about the 
military Psychological Health (PH) process and equip them with the skills necessary to 
ensure their psychological well-being at every stage of the military deployment cycle. 
The research and analysis activities conducted during this effort were aimed to inform the 
design of an interactive instructional system for psychological health education. The key 
areas under investigation included the psychological issues commonly encountered 
within military environments, the coping strategies that can be employed by service 
members to mitigate those issues, available care options within the military PH process, 
and associated barriers to care.  

During the course of the research effort, an extensive review of academic and military 
publications was performed to identify and analyze the theoretical foundations and 
empirical evidence for explaining the relationship between PH factors, available care 
options, coping strategies, and stress management skills relevant to military environments. 
Qualitative meta-analysis techniques were used to analyze and confirm/resolve apparent 
consensus and contradictions within the research findings by exploring the relations 
between study characteristics and findings. A rich knowledge base of first-hand 
perspectives from military personnel and their families was assembled from interactive 
interviews with military experts, their family members as well as support group websites, 
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social networking sites, and blogosphere. This information correlated with the existing 
body of research and provided a collection of storyline vignettes to be leveraged for the 
design and development of the PH instructional interventions to be delivered to the 
learners through the use of serious games.  

2   Pedagogical Foundations for Military Psychological Health 
Education  

The research links the absence of effective mental health training and education 
programs to the lack of critical coping skills that could safeguard “at risk” populations 
against potential psychological health issues. Focused on providing relevant skills, 
such as recognizing the signs and symptoms of stress, identifying sources of stress, 
applying relevant coping strategies, and seeking professional help and/or social 
support, these programs can help prevent psychological disturbances resulting from 
traumatic stress events, minimize the severity of existing mental health disorders, and 
ultimately protect the psychological well-being of our troops and their families. It is 
interesting to note that most of the existing research focuses on mitigating clinical 
conditions, such as PTSD for the post-deployment service members.  

Resilience is frequently identified as an important competency for prevention of 
PTSD. The Battlemind program does offer pre-deployment resilience training, 
although it does not specifically address mental health issues and prevention 
strategies. While there are a few resilience programs that address some of the mental 
health issues for combat readiness; there is currently no system-wide military 
resilience training strategy to mentally prepare service members for the stresses of 
combat [1].  During the meta-analysis, the research team determined that most of the 
available resilience training resources were not necessarily affiliated with military 
organizations. It is also unknown what percentage of service members are aware of 
such programs.   

Although the current research appears to be limited in terms of assessing the power 
of prevention, there is an obvious consensus about the importance of awareness-
oriented interventions that can be introduced at the pre-deployment phase, thereby, 
giving service members the tools to help mitigate potential psychological challenges. 
Research focused on the specific mental health needs of various “at risk” populations, 
barriers to accessing care, and the efficacy of existing prevention and intervention 
programs is critical to making mental health care more relevant, available, and 
effective. In the training programs, specific emphasis must be placed on the 
development of the high-impact skills, such as resilience, self-regulation, problem 
identification, self-reflection, strategy formation, self-adaptation, and others. 

3   Prevention as a Pedagogical Construct 

The power of prevention versus treatment has been extensively recognized in general 
psychology literature, however, military psychology tends to be largely focused on 
the after-effects of traumatic combat experiences, with relatively low emphasis on 
prevention. This tendency can easily be associated with the lack of awareness among 
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service members about the military stress prevention programs in general. While 
military psychology research does acknowledge prevention in the form of pre-
deployment preparation and training, there are mixed opinions about whether more 
serious conditions, such as PTSD, can be prevented.   

Although the value of prevention has been recognized by research and there is an 
obvious trend towards addressing the psychological needs of military personnel 
starting at the pre-deployment stage, the system-wide focus is still largely placed on 
dealing with post-deployment after effects. At the same time, in response to the 
frightening suicide rates among military personnel resulting from long deployments, 
continuous separations from family, and the perceived stigma associated with seeking 
PH help, numerous military organizations initiated a series of training and education 
efforts for military suicide prevention and stigma-related issues.  

What is prevention? Feldner, Monson, & Friedman [2] emphasized that prevention 
exclusively focuses on reducing the incidence (rather than prevalence) of a disorder. 
Thus, three categories of prevention approaches have been distinguished: 

• A universal intervention is applied to all members of the population, 
regardless of their risk for developing a disorder.  

• A selective intervention targets only persons at risk for developing, but 
showing no signs of, a disorder.  

• An indicated intervention is aimed at individuals demonstrating aspects of a 
disorder but who are sub-syndromal.  

According to Cannon-Bowers & Bowers [3], prevention training for populations 
with a potentially high risk of PTSD will significantly help minimize risk, minimize 
cost, minimize impact on healthcare system, and overall improve the quality of life.  
Widely described in literature and empirically evaluated, Cognitive Behavioral 
Therapy (CBT) is an effective method used for treatment and prevention of mental 
health disorders. Feldner et al [2] report promising results from a series of studies 
using CBT in comparison to repeated assessment, delayed assessment, and supportive 
counseling, collectively resulting in significantly PTSD rates. In the quest to find 
novel approaches to facilitate prevention of mental health disorders, Stetz et al [4] 
conducted a series of experiments using Virtual Reality Stress Inoculation Training 
(VR-SIT) and Coping Training (CT) via relaxation behavior techniques and found 
evidence of the ‘hardening’ effect against combat stress.” [4]. While this study blazes 
a trail for the use of virtual environments for stress prevention interventions, the 
absence of long-term data for the participants’ ability to cope with their traumatic 
exposure requires further investigation and validation of the effectiveness of these two 
treatment techniques for prevention purposes. 

4   Virtual Learning Environments and Serious Games for as 
Psychological Health Education Tools 

The current body of research surrounding virtual learning environments and serious 
games as they relate to psychological treatment shows promising results, especially in 
the case of the training interventions that provide an optimal blend of education and 
training and focus on the PH knowledge acquisition as well as stress management 
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skills and behaviors. The notion of Serious Games (SG) refers to the use of state-of-
the-art gaming technologies for developing adaptive instructional solutions. 
According to the Serious Games Forum (2008), “a serious game may be a simulation 
which has the look and feel of a game, but corresponds to non-game events or 
processes, including business operations and military operations.” An Immersive 
Learning Simulation (ILS), also known as a Serious Game, is “an optimized blend of 
simulation, game element, and pedagogy that leads to the learner being motivated by, 
and immersed into, the purpose and goals of a learning interaction” [5]. 

Serious games use meaningful contextualization, and optimized experience, to 
successfully integrate the engagement of well-designed games with serious learning 
goals [6]. Gaming environments offer exceptional potential for teaching cognitive and 
behavioral skills by providing opportunities for simulating the real-life situations and 
conditions, under which the development of these skills occurs. Games motivate 
learners to take responsibility for their own learning, which leads to intrinsic 
motivation contained by the game-based learning method itself. While engaged in a 
serious game, the learners tend to retain a significant amount of information by 
building cognitive maps. This process fosters adaptive decision making, a critical 
competency of modern military personnel. 

4.1   Virtual Reality Exposure Training (VRET) 

Virtual Reality Exposure Training (VRET) is a growing treatment protocol for 
specific anxieties, phobias, panic disorders, and PTSD [7]. The theory behind 
exposure-based training maintains that repeated exposure to fearful situations within a 
safe and controlled environment provides unique opportunities for the user to rehearse 
a different emotional reaction. Successful rehearsals activate new brain patterns in 
response to the emotional situation. Ultimately, repeated successful exposure may 
enhance emotional regulation in live situations.  

In practice, exposure training is typically a therapeutic intervention administered in 
the presence of a clinician verbally guiding the person with a psychological disorder 
to imagine, narrate, and emotionally process the traumatic event. Although this type 
of imagined exposure training has been proven effective for PTSD, there is an 
inherent challenge with this visualization method, because one of the cardinal 
indicators of PTSD is avoidance of the feared stimuli. Many patients are unable or 
unwilling to visualize the feared content in their imaginations [8]. VRET provides a 
way to circumvent this avoidance tendency by immersing the user into a computer-
generated environment that systematically exposes him to the fear stimuli. Using this 
methodology, the University of Southern California, Institute for Creative 
Technologies (ICT) developed a VRET system for combat-related PTSD. Virtual Iraq 
and Virtual Afghanistan provide relevant contexts for exposure therapy, such as a 
middle-eastern themed city and desert road environments. In addition to visual 
stimuli, the program can deliver directional 3D audio, olfactory, and tactile stimuli. A 
separate interface allows a clinician to control the situation in real time and customize 
the scenario to meet the needs of a specific patient. The initial clinical trial outcomes 
of this approach appear to be encouraging.  
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4.2   Second Life as a Healing Space for Veterans 

Another notable example of virtual environment to help soldiers reintegrate into 
civilian life revolves around an exclusive space for veterans within the online virtual 
world, Second Life®. This social networking outlet provides a safe place for soldiers 
to find camaraderie, become aware of different treatments options, and seek the help 
that they need. This virtual world environment serves as a healing space for veterans 
upon re-entry [9]. As mentioned earlier, numerous barriers may prevent veterans from 
seeking mental healthcare upon their return from war. Many soldiers are 
geographically dispersed and find it difficult to create a local community of returning 
veterans. The leading-edge virtual immersive therapies are not widespread and are not 
available to most soldiers. Using the online social site such as Second Life® 
circumvents these issues by providing a place where veterans can interact 
anonymously within the site from the privacy of their own homes. This social space 
provides a network for veterans to find companionship with other soldiers who have 
recently returned from war. The site also provides opportunities for veterans to 
practice a number of Complementary and Alternative Medicine (CAM)-based 
exercises, such as relaxation techniques, cognitive behavioral therapy, and self-
reflection. A resources area provides access to websites and information on which 
traditional therapies a person might find beneficial. Virtual human agents are 
available within the site to provide guidance and resource information. 

4.3   “Walk in My Shoes” – A Serious Game for Psychological Health 

Within the context of the described effort, the research team designed a serious game 
called “Walk in My Shoes”, which is intended for a diverse learner audience, ranging 
from military personnel at different stages of deployment cycle (pre-deployment, 
deployment/in-theatre, and post-deployment) to veteran and civilian populations 
whose psychological well-being may be affected by the stress-inducing challenges of 
the military life. As a result of a series of analyses, the research team determined that 
the serious game approach driven by the guided exploratory learning strategy would 
represent an optimal way to foster PH knowledge and skill acquisition in an engaging 
self-reinforcing environment. The game is designed to introduce the learner to the 
common psychological health challenges faced by military personnel today. The user 
will explore different coping strategies and help options available at different stages 
of the military deployment cycle. Focused on the military PH process intends not only 
to raise the learner awareness regarding the PH-related issues and available options, 
but also help develop stress prevention, recognition, and management skills.  

The instructional strategy of the serious game “Walk in My Shoes” is based on the 
narrative-centric guided exploratory approach and the best practices of digital 
storytelling. Due to the motivational power of narrative, digital storytelling can be 
both engaging and effective especially in discovery learning that lends itself to the 
learners’ active exploration of the subject matter. In contrast to didactic pedagogies 
based on memorization of facts, discovery learning encourages students to learn by 
posing questions and answering them through analysis, reflection, or problem-solving 
activities. Narrative-centered learning environments offer significant potential for 
supporting guided exploratory learning. By taking advantage of the inherent structure 
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of narrative, narrative-centered environments provide learners with engaging worlds 
in which they actively participate in motivating story-based problem-solving 
activities. Using digital storytelling techniques, meaningful scenarios encapsulated 
within a storyline-driven mini-virtual world will illustrate a full range of 
psychological issue cases commonly encountered in military environments.  

As a narrative-centered serious game, “Walk in My Shoes” takes the learners on a 
guided exploratory journey within a purposefully constructed virtual mini-world 
where the learners can face the psychological health challenges common within 
military environment and practice a variety of coping strategies as they “walk in the 
shoes” of the key game characters. The learner enters the game through a virtual 
living room and “meets” the key game characters via a Photo Album located on the 
coffee table. The photographs in the album depict individual characters facing 
different sets of challenges and issues typical for a particular stage of the deployment 
cycle. The learner will have an opportunity to “walk in the shoes” of each character 
and experience a variety of psychological challenges as well as explore appropriate or 
less appropriate coping strategies and help options. A virtual mentor, Dr. Livewell is a 
trained military psychologist who provides valuable tips and advice along the way.  

The prototype development effort was primarily focused on the pre-deployment stage 
and included the learning activities designed to address the challenges of pre-deployment 
preparations. Thus, the virtual mini-world included a number of environments (e.g. legal 
aid office, bank, parents’ house, friend’s house, Family Readiness Group meeting 
building, park area, bar, and others), offering the opportunities to engage in meaningful 
interactions with other characters who would provide the learner with a wealth of pre-
deployment-related information presented using engaging digital storytelling techniques. 
During the “journey”, the learner receives information from a variety of channels 
including legal/financial professionals, family, friends, support group members, etc. The 
auxiliary game characters will play a crucial role in raising the learner’s awareness about 
things that need to be done to gain the “peace of mind” at the pre-deployment stage. 

In addition to raising the learner’s awareness, the game also provides opportunities 
for the learner to engage in decision-making activities and cognitive exercises. Along 
with collecting useful tips and advice from the strategic characters, the game offers 
the means to reflect upon one’s thoughts and feelings and practice applying a number 
of coping  strategies (e.g. identifying one’s own psychological vulnerabilities, 
cognitive restructuring/reframing, thought distortion removal, setting expectations, 
etc.) to deal with the psychological burden of the pre-deployment stage. A variety of 
cognitive exercises for practicing the coping strategies are woven into the storyline in 
the form of a fictitious Mood Log and a number of mini-games associated with the 
events unfolding within individual environments of the virtual mini-world.  

4.4   Games for Psychological Health: Key Design Recommendations 

The results of the described effort are both theoretical and practical in nature. The 
research and development outcomes contribute to the following major bodies of research: 
psychological health, military health education, and game-based learning. In concert with 
theoretical underpinnings for game-based instruction and the author’s experience with 
serious games for mental health, the following design recommendations are offered to 
educators and developers of future serious games: 
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1. A pedagogically sound serious game concept 
2. A solid construct of explicit and implicit learning events that are directly 

linked to instructional objectives. 
3. Purposeful use of gaming technologies to ensure appropriate levels of 

realism and immersion in relation to the learning content. 
4. A robust storyline that is contextually rich and engaging. 
5. The so-called “fun factor” which represents an appropriate blend of learner 

engagement, competition, humor, and entertainment elements.   

In addition to these design considerations, when crafting serious games for mental 
health, it is important to remember the “Primum non nocere” principle, also known as 
“Do no harm” and exercise a proper degree of scientific caution. 

5   Conclusions 

During the course of this effort, the research team uncovered a number of research 
gaps and practice-related inconsistencies within the field of psychological health 
education. While they do not necessarily pose a significant threat for the design and 
development of novel training solutions, it is important to monitor the trends 
surrounding these issues and structure the future efforts to address the existing set of 
challenges. Novel psychological health education tools are critically needed to 
mitigate the increasing psychological healthcare needs of military and civilian 
populations. While the cited training examples can certainly be considered a step in 
the right direction, a variety of PH instructional programs are needed for today’s 
military community. To ensure the effectiveness of the new programs, it is important 
to leverage the theoretical foundations in the area of deployment psychology, 
emotional intelligence, and stress resilience, specifically with the emphasis on 
decision making. 
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Abstract. Purpose of this paper is to present a mixed reality system (MRS) for 
rehabilitation of the upper limb after stroke. Aim of the system is to increase the 
amount of training using the fun factor as driver. While the acceptance of such a 
system can be assessed with patients, true clinical validity can be assessed only 
through a long randomized clinical trial. However, a first important impression 
of usefulness can be based on therapists’ expertise. For this reason before 
testing the MRS with patients we carried a study with therapists involving the 
rehabilitation staff of a French hospital. Three sessions, one using the Wii 
System with a commercial game, another using an ad hoc developed game on a 
PC, and another using a mixed reality version of the same game were held. In 
synthesis results have shown the MR system is regarded to be useful for a larger 
number of patients, in particular the ones in the more acute phase after stroke.  

Keywords: Mixed reality, Post stroke rehabilitation, Serious Games. 

1   Introduction 

Each year in the United States alone approximately 795.000 people are affected by 
stroke [3]. In France there are around 150.000 strokes each year [17], and similar 
trends are evident all around the industrialized world. Being the third cause of 
mortality and the first one of handicap in adults, we can say that stroke is one of the 
main health problems in our era [20]. A stroke can cause significant disabilities, such 
as paralysis, language difficulties, and cognitive impairment. These disabilities 
strongly affect the quality of daily life for survivors both from the behavioral and 
physical point of view. Concerning this latter point, several researchers on the field 
have shown that important variables in relearning motor skills and in changing the 
underlying neural architecture after a stroke are the quantity, duration, and intensity of 
training sessions (for more information see e.g. [10]).  

In this paper we propose a mixed reality system (MRS) for rehabilitation of the 
upper limb after stroke. Aim of the system is to increase intensity and number of 
training session using the fun factor as driver. However while the fun factor can be 
assessed with patients, clinical validity can be assessed only through long clinical 
training sessions and/or based on therapists expertise. So, before testing the MRS with 
patients, we carried a study with therapists in order to understand the potential and the 
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benefits of mixed reality for rehabilitation purposes. The study involved the 
rehabilitation staff of a French hospital. Three sessions, one using the Wii System 
with a commercial game, another using an ad hoc developed game on a PC, and 
another using a mixed reality version of the same game were held.  

Before describing the pilot study in detail in the following subsections we will 
describe in more depth what a stroke is and what its consequences are, and why a 
'virtual' approach could be useful for this kind of rehabilitation. 

2   Describing Stroke 

A Cerebral Vascular Accident (CVA) or simply ‘stroke’ is traditionally defined by the 
World Health Organization as “a neurological deficit of cerebrovascular cause that 
persists beyond 24 hours or is interrupted by death within 24 hours” [20]. A stroke 
induces a loss of brain functions due to disturbance in blood supply to the brain, 
resulting in altered sensori-motor and/or cognitive functioning. The most striking 
motor impairment is the loss of motion control on the contra-lesional side. 
Cognitively one can think of language disturbance, attention troubles and hemi 
neglect, whereby the contra-lesional side of the body and of the environment is 
completely neglected. 

Because of this, stroke sufferers are often unable to independently perform day-to-
day activities such as bathing, dressing and eating, inducing a loss of autonomy and a 
decrease in quality of life [20]. Stroke is a highly heterogeneous syndrome. The 
specific abilities that will be affected by stroke depend on the location, type and size 
of the lesion. Each patient is characterized by a specific combination of deficits [11]. 
Therefore, stroke rehabilitation programs are strongly personalized and not generic. 
They are adapted to a particular patient, to regain as much function as possible.  

The most important gain of function takes place within the first six months after 
stroke. In most countries, due to high costs, only 6/8 weeks of rehabilitation are 
executed under the direct supervision of an expert (i.e. in the hospital or rehabilitation 
centre). In addition, therapy focusing on mobility (recovery of leg function) is the 
primary concern within these first weeks, so that recovery of arm function is 
conducted mainly at home [19].  

Important in relearning motor skills and in changing the underlying neural 
architecture are the quantity, duration and intensity of training sessions (see for 
example [14][9]). To experience significant recovery, stroke patients must then 
perform a substantial number of daily exercises. Unfortunately, typical rehabilitation 
sessions with therapists include a relatively small number of motions [8] due to the 
low duration of personal rehabilitation sessions. Home training can increase the 
amount of executed movements. However, while this is often prescribed, only 31% of 
the patients actually perform the recommended exercises [16]. This raises the problem 
of selecting a home-based rehabilitation technology that both can help and motivate 
patients to perform their therapeutic exercises to ameliorate their recovery after 
stroke.  
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3   Motivations: Advantages of 'Virtual Rehabilitation' 

The challenge for post stroke rehabilitation is then to create exercises able to decrease 
the monotony of hundreds of repeated motions. In order to overcome this challenge, 
different kinds of 'non traditional' therapies have been proposed.  

For example, the possibility of using 'virtual' rehabilitation has been the subject of 
experiments by several authors (such as [13][7]). Although most of the studies on this 
topic are linked to the study of virtual reality environments recent works have focused 
on the use of videogames and consoles for rehabilitation (such as [2][5]).  

We can summarize the results of these studies as follows:  

1. Personalization: Virtual rehabilitation technologies create an environment in which 
the intensity of feedback and training can be manipulated to create the most 
appropriate, individualized motor learning paradigm [7].  

2. Interactivity: Virtual rehabilitation exercises can be made to be engaging so that the 
patient feels immersed in the virtual world. This is extremely important in terms of 
patient motivation [12], which in turn, is one of the key factors for recovery.  

3. Feedback: Interactive feedback can contribute to motivation. By providing visual 
and auditory rewards such as displaying gratifying messages in real time, patients 
are motivated to exercise [4][6].  

4. Tracking: The evolution of the patient's performances can be easily stored, 
analysed and accessed by therapists [7][12].  

5. Telerehabilitation: Virtual rehabilitation can stimulate the patient using a variety of 
rehabilitation exercises at a low cost. In addition cheaper personal equipment (pc-
based for example) could eventually allow rehabilitation stations to be placed in 
locations other than the rehabilitation centre, such as patient’s home. 

On the other hand, Virtual Rehabilitation does raise significant challenges before 
its widespread adoption such as: 

− Clinical acceptance, which relies on proved medical efficacy. 
− Therapist's attitude towards the technology (e.g. the therapist fears that technology 

could replace therapists and the like). 
− Patient's attitude towards the technology (e.g. the patient may not consider a game 

to be 'real' rehabilitation). 
− Ethical and regulation challenges linked to the kind of technology used. 

In the rest of this paper we will describe: (i) the mixed reality system and the game 
we designed for the experiment, (ii) the experiment held and its results, (iii) some 
consideration on future improvements on the system. 

4   The Mixed Reality System 

In this section we describe a mixed reality system (MRS) conceived for post stroke 
rehabilitation purposes. In general a mixed reality environment aims to merge real and 
virtual worlds to create a new context of interaction where both physical and digital 
objects co-exist and interact consistently in real time. The mixed reality system we 
conceived and developed for this study is composed of three main subsystems: (i) the 
gaming subsystem responsible for managing the game application; (ii) the motion 
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capture subsystem responsible for tracking patient's movement; and (iii) the display 
subsystem responsible for displaying the virtual game environment in a physical 
environment. 

The gaming subsystem follows a client-server pattern: the mechanics of the game 
are implemented at the server level. The game server translates this input into game 
events that are used to compute the next state of the game according to the game 
mechanics. Once the new state of the game has been computed, update events are sent 
to the game client(s) to update their local copies of game objects, which in turn update 
the graphical environment. The game client fulfils the following functions: (i) 
receiving patient's movement events from the motion capture system; (ii) forwarding 
these events to the game server; (iii) receiving events from the game server to update 
game object state; and finally (iv) generating the game's output in terms of 3D scenes 
and sounds. 

The motion capture subsystem is responsible for tracking the patient's hand and to 
communicate these movements to the game client. The motion capture system is 
composed of three components: 

1) An IR emitter: this is an active sensor built using a simple infrared (IR) emitter that 
is attached on the patient's hand using a Velcro strap. This basic device is very 
cheap (less than 1 euro) and convenient to use even with patients that suffer from 
spasticity. 

2) An IR camera: To track the IR emitter a Nintendo Wiimote was used as an IR 
camera. The Nintendo Wiimote is an affordable device (less than 30 euros) that has 
been used in many open source projects. Consequently, a plethora of open source 
libraries now offer the use of Wiimote as pointing device. 

3) A processing software: the role of this component is to translate Wiimote events 
into mouse events so that the IR emitter and IR camera are considered as a 
standard pointing device from the operating system’s point of view. 

The display subsystem: Within a mixed reality context it is necessary to display 
game objects directly in the physical world. Thanks to a new generation of mini video 
projectors, namely pico projectors, it is possible to display the game on a flat surface 
almost anywhere. Within the context of this experiment, the pico projector is attached 
to a support to display the game onto a standard table. Pico projectors are affordable 
(less than 200 euros), lightweight (less that 300g), and easy to use by simply plugging 
a VGA cable into a computer. However, they are limited in terms of brightness (the 
one that was used in this experiment was less than 30 lumens). This constraint has to 
be taken into account when building the game’s graphical environment by selecting 
colours and contrasts to compensate for this limitation. 

The overall system is presented in Figure 1. The patient holds on his hand the IR 
emitter device and sits in front of the table (a) to play the exercise. The IR camera (c) 
and pico projector (d) are placed on the top of a support (b). A laptop computer is 
used to run the game client and to establish a Bluetooth connection with the WiiMote. 

The ad hoc developed games: The MR system described above is able to support 
different types of therapeutic games, conceived ad hoc to train different types of 
movements. A module of the game server allows developers to integrate different 
types of adaptation for every game, offering a personalized gaming experience for 
each patient. 
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Fig. 1. The overall system 

5   Therapists Opinion and Virtual Rehabilitation Systems 

A great majority of systems created for virtual rehabilitation purposes tests patient’s 
acceptance and do not test in a systematic way therapists’ opinions about the system 
(interesting exceptions are [1], [18]). On the contrary we are convinced that only a 
therapist can assess the rehabilitation value of a system. In fact, from a previous pilot 
study we held with 4 patients affected by stroke emerged clearly that the patient is not 
able to measure the impact of the system on her/his rehabilitation session/program. In 
that pilot study patients tested a game with a graphical tablet, a mouse and the mixed 
reality system described above. While we will not enter in detail here, we can 
summarize results as follow. Firstly patients were not able to differentiate the 
difficulty of using the system from the difficulty of executing the movement, strongly 
impaired by the stroke. Secondly, the clinical eye of the therapist, who assisted the 
sessions, was able to observe for which patient the exercise was more difficult or 
when the patient had to put all efforts to move his hand (and thus was concentrating 
on his hand and not on the screen and the like). For this reason we decided that before 
testing the system with patients, it is really important to assess potential benefits with 
the therapists.  

5.1   The Experiment Protocol 

As said in the introduction aim of the experiment described in this paper was to 
compare the use of an in-house designed Mixed Reality System (MRS) with two 
alternative tools through an empirical investigation. The two alternative tools were a 
classical PC system, and the Wii system. In order to compare acceptance level of 
these systems (in Shackel terms, see [15]) we decided to assess perceived utility, 
usability, likeability (affective evaluation) of the three systems.  
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Participants: The mixed reality system described above has been tested on 17 
members of the medical staff of a rehabilitation department of a French hospital. 3 
occupational therapists, 9 physiotherapist, 3 students in physiotherapy and 2 general 
practitioners participated in the study. Participants had an average of 15 years of 
experience.  

The experiment: The experiment was composed of different sessions, each one 
testing a different ‘form of potential therapy’ (the Wii console with the Wiimote, 
computer and mouse, mixed reality with captor). The game on the computer and the 
one on the mixed reality system were identical. This was done in order to show that 
games and hardware system could be independent. The virtual rehabilitation game 
developed for this experiment was conceived to train upper limb 2D movements (i.e. 
movements on a plan without need to lift the arm). The gameplay stages a maize 
plantation and crows trying to steal maize. Aim of the game is to chase away all the 
crows; aim of the exercise is to train free movements. For each session therapists were 
let free to play with the system, but they were asked to keep in mind that they were 
playing the patient’s role.  Each session took 10 minutes. After the last session a 
questionnaire was conducted. Order of sessions was randomized.  

The Questionnaire: The survey was conceptually divided into two parts. Results 
are expressed as a note on a four level scale, “4” being the best note and “1” being the 
lower one (Likert scale). The first part addressed the different hardware systems while 
the second one the games. In the first part, several questions addressed the usability of 
the different systems from the patient’s point of view. Another group of questions 
addressed the perceived utility of the system for therapy. Finally, a last question 
compared usability of the three devices. In the second part of the survey, a set of 
questions addressed the different games utility for therapy, and the fun perception of 
each game. Each question asked also to motivate the rating.  

6    Results and Discussion 

As said previously, the first set of questions was related to the system and did not 
concern the games. 

The first question asked the therapists if they thought that patients will be able 
(from a physical point of view) to work with the three systems (considered as a 
whole). MR rated a means of 3,8(±0,4); PC rated 3,1(±0,9), the Wii system rated 
2,9(±0,9). Another question addressed the devices used with the three systems (the 
Wiimote, the mouse, the led captor). The usability for a patient of the IR Led rated a 
means of 3,3(±1,2), the mouse 2,2(±1,2), the Wiimote 2,4(±1,4). 

To motivate these ratings the therapists wrote in synthesis that to be manipulated 
the Wiimote requires a set of motor skills that patients do not necessarily have 
regained. Most patients have also coordination problems. For those patients it will be 
difficult to support or release buttons on the controller in time. In addition, having to 
press a lever can generate spasticity or synkinesia (i.e. uncontrolled movements). 
While the subject of spasticity was raised by all the therapists (for both, the mouse 
and the Wiimote) several of them underlined that the Wiimote could be interesting in 
order to re-educate grasping. 
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On the other hand, in the therapists’ words, the MR system is easy to understand 
and requires no cognitive effort by the patients. Finally, the sensor on the hand seems 
to me more suited for a larger number of patients. 

Almost all the questionnaire in the end commented that the two systems (MR and 
Wii) could complement each other following the patient recovery. While the mixed 
reality system can be used in a more acute phase, the Wiimote becomes an interesting 
device for patients who have recovered better (remembering that not all the patients 
will attain this phase). 

The therapists were then asked if they thought that working with the different 
systems could be useful for the patients. The MR rated 3,8(±0,4), The PC rated 
3,1(±1,1) and the Wii rated 3,5(±0,6). 

As for the usability questions, both, the Wii and the MR have their advantages. The 
mixed reality system allows for coordination and proprioception (i.e. the sense of the 
relative position of neighbouring parts of the body). In fact, the patient must try to 
move her/his limb in coordination with other parts of his/her body to reach a target. 
The MR allows also for a better hand-eye coordination, as the hand moves within the 
game. In fact in both, the PC case and the Wii case, the patients have to look at 
another place (the screen) in order to perform the task. This kind of task requires an 
additional difficulty for patients in the first rehabilitation phase.  Comments on PC 
usage are also related to limitations about screen dimension. On the other hand the 
Wii uses more planes in the space respect to our MR version which is more useful for 
joints. Finally, both allow the therapist to work with larger amplitudes than the 
traditional PC.  

The second set of questions was related to games. The first question addressed the 
usefulness of the ad-hoc game with respect to the commercial Wii game.  As 
perceived utility the ad hoc game rated 3,6(±0,6) while the Wii game rated 2,9 (±1,0). 
On the other hand the perceived fun of the ad hoc game was 3,0(±1,0) while the Wii 
game rated 3,6 (±0,5).  This is an indicator of two elements. While there is a need to 
create ad-hoc games for stroke rehabilitation, they need to be real games with the fun 
factor and not only simply exercises. Also in this case there are different needs in 
different parts of the rehabilitation. In fact, more complex games require patients with 
no cognitive or attention difficulties.  

The final question comparing the utility for therapy of the three systems had the 
following results:  MR rated 3,6(±0,7), PC 2,9 (±1,1) and the Wii 3,2(±0,7).  

In this question one of the therapists stated clearly that the MR system is more suitable 
for patients in rehabilitation even if commercial games seem more fun.  

To summarize, the Mixed Reality System has a higher potential to be useful for a huge 
number of patients. In fact, the most underlined problem with PC and Wii for 
rehabilitation - the use of a hand held device - becomes one of potentiality of mixed 
reality.  In addition, the mixed reality system uses objects from the natural environment 
as an interface to the computer. This intuitive way of interaction simplifies the 
communication between man and machine, especially for unpractised users. Finally, a 
MR system can be used by several persons because it is not restricted to one screen or 
one keyboard. 
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7    Conclusion and Future Works 

Objective of this paper was to evaluate a mixed reality system (MRS) for rehabilitation of 
the upper limb after stroke.  Because it is the goal of therapists to guide the stroke 
patients through their rehabilitation, we are convinced that the therapists are the most 
suited to understand the potential utility of a tool for rehabilitation.  

For this reason a study has been conducted in a rehabilitation department of a 
French hospital in order to understand the potential and benefits of mixed reality. The 
study involved physiotherapists and occupational therapists of the same hospital. 
Three sessions, one using the Wii System with a commercial game, another using an 
ad hoc developed game on a PC, and another using a mixed reality version of the 
same game were held. In synthesis results have shown the MRS is seen as useful for a 
huger number of patients, in particular the ones with more acute diseases. Therapists 
found value also in the Wiimote for patients with a good recovery to exercise 
grasping while they found no interest in the use of a PC system.  

Remarks on the MR and the Wii systems underlined the necessity of objects 
manipulation to recover grasping. However this is a limitation of the above described 
prototype not a mixed reality limitation. 

While the MR presented in this paper did not use objects and was conceived to 
work in a 2D space we are currently working on another prototype adding physical 
objects manipulation. This second prototype will also take into account a user profile 
using agents to create a personalized rehabilitation experience. In fact the most 
innovative and interesting part of this kind of rehabilitation tools is the mix of 
adaptive aspect combined with the ease of use of the same tool. Further prototypes 
will extend objects manipulation in the 3D space. This way the interaction with 
virtual objects can be done in the same way as the interaction with real objects 
without removing the personalization part. The adaptation algorithm can in fact place 
targets in the best place to push the patients to work exactly the area in need.  In 
addition both hands can be used for interaction because the user does not have to hold 
a device. Several objects could be then being manipulated at once enabling bimanual 
therapy. 

Finally, the last prototype we will develop will implement collaboration between 
several users in order to understand if a collaborative therapy is possible. 
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Abstract. In order to give students a more intuitionistic understanding in 
mechanism motion system, a virtual experiment platform is designed and 
developed. First, experimental component models, which contain both visual 
information and logical information, are built. The logical information is 
modeled according to a Unified Modeling Language called Modelica (MO). 
Then, a virtual experiment scene, which is described by Modelica, is assembled 
in a virtual reality environment. The virtual scene MO model is flatted to a set 
of equations which are compiled and solved, and the mechanism motion data 
can be output. Last, the motion data are exported into the Virtual Reality 
environment for the simulation result visualization. Students can use the 
platform to build mechanism system experiments and simulate the component 
motion for a better understanding of mechanism composition and its movement 
principle. The platform is universal and can be expanded to other subjects easily 
because the experimental components are built by Unified Modeling Method. 

Keywords: virtual experiment, mechanism motion experiment, modelica 
modeling, virtual reality. 

1   Introduction 

In the traditional experiment for university teachings, a hardware experiment 
environment is required for students to do experiment. It is used to taking up a lot of 
teaching resources. In recent years, the increase of the student quantity brings a great 
pressure to the experiment teaching. A virtual experiment teaching platform can 
relieve the stress and provide approach to improve the innovation ability of students. 

In the past 30 years, different kinds of object-oriented simulation tools were 
developed with the progress of computer technology, such as PSpice for circuit 
simulation, Adams for multi-body system simulation, Modelica (MO) for general 
multi-domain modeling and simulation. Modelica Language is proposed as an object-
oriented, equation-based and unified modeling language to solve complex multi-
domain physical system simulation [1][2]. In China, the research of virtual 
experiment for university students is in an initial stage. Some universities have 
obtained some results, such as, the college physics 3D online virtual experiment based 
on Virtools in Jilin University, the virtual experiment platform base on Jini 
technology in Sichuan Normal University, the remote virtual laboratory based on 
LabView in Taiyuan University of Technology, the virtual laboratory for intelligent 
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control based on VRML and Matlab in Zhengzhou University [3]. While in other 
countries, the research of virtual experiment was started earlier and many results have 
been achieved, such as virtual laboratory for information security teaching in 
Columbia State University, multimedia virtual laboratory in Swiss Federal Institute of 
Technology, and e-Learning virtual laboratory in Purdue University [4]. 

However, there is no general development platform for virtual experiment, most 
current virtual experiments are developed for specific subjects. This single subject 
development mode limits the dissemination of virtual experiment in education. In this 
paper, according to the consistency of the intrinsic description in mathematical 
equation about the physical law of different subjects [5], the object-oriented modeling 
language Modelica is adopted and used to build the unified models of experimental 
components for different subjects. Based on these experiment component models, the 
relationships among components are connected, and the experiment scene model is 
constructed, and then the experiment model is solved to get results. By this approach, 
a general virtual experiment platform can be constructed so as to support different 
virtual experiments for multi-subjects. 

Based on this unified modeling and equation solving idea, a virtual experiment 
platform for mechanical principle course is built to support the cognitive learning of 
mechanism motion experiment. The organization of the following contents is: Section 
2 introduces the general idea and system structure; Section 3 introduces the key 
methods and techniques; Section 4 introduces the development and application of the 
system; Section 5 summaries all the contents. 

2   General Idea and System Structure for Virtual Experiment 
Platform 

The system structure is shown in Fig.1. Firstly, basic components are abstracted from 
the mechanism motion components by analyzing the logical relationship among the 
various components of mechanism motion system experiments for mechanical 
principles course. The logical model of the basic component is modeled by Unified 
Modeling Language (Modelica). This logic model together with component’s 3D 
model is integrated to form a completed component information model which is 
described by XML. The entire XML component models can be formed as a 
component list. Then, users can select necessary components from the component list 
and connect these components according to their interface types, so as to build a 
virtual model of the experiment and save the model into a MO file. The experimental 
scene files are compiled and resolved with the support of the logical MO model. Next, 
with the support of component’s logic MO model, a solver is executed to compile and 
calculate the virtual experiment MO model to get calculation results. Finally, the 
calculation results are analyzed and useful data about the mechanical component 
geometric motion are extracted. These geometric motion data file is used to drive the 
components’ movement in 3D visualization environment. The key technologies 
include modeling of component logical information, building and solving the 
experiment scene model and visualization of the simulation results. The virtual 
environment for virtual experiment assembly and simulation is developed based on a 
virtual reality application platform called “VR Flier” [6-7]. 
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Fig. 1. System structure for virtual experiment platform 

3   Method and Technology 

3.1   Component Modeling and Information Mapping 

Component Logic Information Modeling with Modelica. In order to build logic 
model of typical experiments in mechanical kinematics course, basic components that 
being abstracted out of these experime1wnts should be unified modeled. These basic 
components including bar, rotational interface, translational interface, power source, 
fixed translation and signal interface. These basic components are modeled in 
Modelica language (shown in Table 1).  

Table 1. Logic models of basic components 

Name of basic 
components 

Function Property 

Bar Define the length between two 
points 

Two endpoints’ coordinate : x, y; Bar 
length: l; angle between bar and x 
axis: phi 

Translational 
interface 

Constrain the relative translation 
motion between two components 

Two endpoints’ coordinate : x, y 

Rotational 
interface 

Constrain the relative rotation 
motion between two components 

Two endpoints’ coordinate :x, y 

Fixed 
translation 

Define the fixed displacement 
between two points 

Two endpoints’ coordinate :x, y 

Power source Drive a component to rotate or 
translate 

Motion parameter output signal 

Signal 
interface 

Transfer non-motional signals 
between two components 

Motion parameter output signal 

Typical experiment components are combination of these basic components, taking 
the simple punching machine experiment as an example, its typical experiment 
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components list is shown in Table 2. The numeric character for each table cell means 
how many numbers of basic components are included for each experiment 
component. 

Table 2. Experiment component list for Simple Punch Machine 

Basic 
Component 

Experiment 
Component 

Bar 
translational 

interface 
rotational 
interface 

fixed 
translation 

power 
source 

signal 
interface 

Base 0 1 2 3 0 0 
Flywheel 1 0 2 0 0 1 
Slider 1 1 1 0 0 0 
Driver 0 0 0 0 1 1 
Punch 1 1 1 0 0 0 
connecting bar 1 0 2 0 0 0 
Plug 3 1 2 0 0 0 

Complete Component Model Description in XML Model. An experiment 
component’s complete information, which includes component’s three-dimensional 
visualization information and logic information from Modelica model, is described in 
XML (Extensible Markup Language) format. The component XML model contains five 
types of information as shown in follows: 

(1) Component’s basic information 
 The basic information includes the component’s ID, Name, Type, Subject 

information, Creator, Creation date. Each component in MO library has its unique ID. 
(2) Component’s interface list 

 The interface contains following information as shown in XML format. 
<interface>  
<name></name> //Interface name 
<type></type>//Type declared in Modelica 
<MotionType></MotionType>//Motion style in platform (translation, 
rotation or fixed) 
<Position-x></Position-x>//Interface coordinate in x axis 
<Position-y></Position-y>// Interface coordinate in y axis 
<Position-z></Position-z>// Interface coordinate in z axis 
<Normal-x></Normal-x>//Interface normal vector 
<Normal-y></Normal-y> 
<Normal-z></Normal-z> 
</interface> 

(3) Component’s property list 
 The property information includes property ID, Name, Symbol, Value, Unit, Max 

Value, Min Value, Display Flag, Modifiable Flag and Coordinate Flag. The Display 
Flag defines whether the result of the property should be returned and displayed in the 
virtual environment. The Modifiable Flag defines whether the value of the property 
could be modified by user. The Coordinate Flag defines whether the parameter is 
related to the three-dimensional model’s coordinate system.  



24 X. Fan et al. 

(4) Component’s logical location in Modelica library 
 The Modelica library contains all of components’ MO logic models which are 

organized in a tree structure. A MO library named VElibrary has been created. A 
Component’s MO logical location should be included in the XML description. The 
logical location designates MO model’s full path from root node to child node, such 
as Modelica.VElibrary.Mechanism.MechanismAdditions.Basic.VirtualRotor. 
(5) Component’s geometrical information 

 All of Component’s 3D geometric models are also stored in a model library. 
Component’s three-dimensional models are in flt format. The same as a component’s 
MO model, a Component’s 3D model logical location should be included in the XML 
description, too. As the geometric modeling coordinate system may be inconsistent 
with the virtual environment coordinate system, a coordinate transformation matrix 
should also been included. 

Information Mapping from Modelica Model to XML model. In the virtual 
experiment environment, component information models are stored in XML model 
format. It is necessary to map component’s information from MO model to XML 
model. The MO model includes two parts, component declaration and function 
definition. As the XML model is not involved in solving process, it only needs the 
information of component declaration. When the solver is called and used to calculate 
an Experiment Scene Model, the solver will call the component’s MO model which is 
corresponding to its XML model. The information mapping process includes five 
steps: 

 

(1) Traverse the interface definition file in Modelica library to generate a connector 
class list. All of the connector interface components can only be called by 
reference.  

(2) Traverse the interface definition file in Modelica library to generate a partial 
model class list. All the partial model can only be called by extends. The partial 
model may package several connector models to simplify a component’s 
structure.  

(3) A MO file may include one MO component or several MO components. Its logical 
hierarchy can be constructed by prefix package, model, record, type, connector, 
block and so on [8]. When mapping a MO file, a Model List is generated to record 
the components defined in the MO file. During the Model List generation 
procedure, extends and reference members in each component are traversed. 
Extends members are searched in partial model list and reference members are 
searched in connector list to get the interface list for each component. 

(4) Generate a flat model of each component. A flatten algorithm [9] is adopted to get 
a flat model. The flat model includes parameter information and the mathematical 
relationship among parameters. The parameter information, including symbol, 
initial value, maximal value, minimal value, unit [10], modifiable flag, display 
flag and coordinate flag, can be extracted from the parameter declaration in flat 
model. For each parameter, only symbol is indispensable. 

(5) After above four steps, most of the component’s information in XML model is 
acquired. However, the parameter’s name should be added by a modeler, as the 
name of parameter’s meaning is not included in a MO model, and user can 
distinguish the meaning of each parameter clearly. 
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3.2   Virtual Experiment Scene Assembling and Calculation  

The virtual experiment platform consists of two main modules: experiment 
assembling module and solving module.  

For experiment assembling, user selects components (described as XML file) 
according to a certain experiment and connects the interfaces of the components (the 
interfaces can be connected only when the type of two interfaces is identical). For 
example, in mechanism kinematic motion experiments, the relative motion interface 
between components consists of three types: translation, rotation and logical 
connection; components having the same motion interface can be connected together. 
User can modify the parameter value of a component if its parameter is modifiable. 
After the experiment is assembled, user sets the simulation parameter. A MO file 
describing the virtual experiment scene is generated for compiling and calculation. 

 

Fig. 2. Compiling and solving process for experiment scene 

The compiling and solving process is as shown in Fig.2. With the experiment scene 
MO file ready, the Compiler & Solver load in the component’s Modelica library 
beforehand, and then, compile and calculate the experiment scene MO file according 
to the simulation time setting. Final, a result description file is returned back to the 
virtual experiment environment. The compiling and solving process include several 
steps. Firstly, the experiment scene MO file is transferred to flat model. Then, the 
OpenModelica[11] compiler transfers the flat model into C code. Next, the GCC 
compiler compiles the C code into executive file. Finally, the executive file is used for 
result calculation. 

3.3   Visualization of Calculation Results 

After the experiment scene model is compiled and solved, the geometrical movement 
data of each moving component can be output, the data is in PLT format. In order to 
visualize the 3D motion of experiment components in VRFlier platform, a data 
conversion interface is designed for converting PLT format data to the data format 
specified in VR Flier, so as to drive the component’s movement in virtual 
environment. The conversion process is as following: first, truncate the necessary data 



26 X. Fan et al. 

from PLT file; second, read the truncated data file into system memory through C++ 
I/O operation and assign the data to a corresponding array; third, transform the 
position coordinates and angles into transformational matrixes. 

After the data processing, a path file of components’ movement can be available. 
With this path file, a model-load-list file for loading geometrical component models 
can be created.  The order of loading models should be corresponded to the order of 
the output key points. VR Flier platform can drive the movement of 3D components’ 
models in virtual environment by loading the motion data file, and the time parameter 
between two animation frames can be set if necessary. 

4   Development and Application of the Virtual Experiment 
Platform for Mechanism Motion Cognitive Learning 

4.1    Development of the Virtual Experiment Platform for Mechanism Motion 

Based on VR-Flier, a general platform for virtual reality application development, a 
virtual experiment platform for mechanism motion learning has been developed, as 
shown in Fig.3.  

 

Fig. 3. Structure of software modules of the virtual experiment platform for mechanism motion 

Those methods and technologies mentioned in the above section have been 
embedded into this VE platform. Software modules have been developed, such as 
“Loading: experiment component model list”, “Assembling: component connection to 
form experiment scene”, “Setting: experiment running parameters” and “Running: 
experiment calculation and result visualization”. Some mechanism motion cognitive 
learning experiments, such as simple punching machine, crank & rocker mechanism 
and traveling guide rod mechanism, have been tested. 

4.2    Assembly and Simulation of Simple Punching Machine Experiment 

Taking the simple punching machine as an application example, the virtual 
experiment process is as follow: 

Step 1:  Load experiment components into virtual environment, including flywheel, 
base, slider, connecting bar, plug, driver and punch, as shown in Fig.4.  
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Step 2: Add a connection between two experiment components which have the 
same matching interface. For example, select the matching interface of connecting bar 
and plug to establish a connection, as shown in Fig.5. By this mean, all connecting 
components can be assembled together to build a simple puncher, as shown in Fig.6.  

Step 3: Set parameter values of each component’s property. Select the driver 
component and set its rotational speed, as shown in Fig.7. 

  

Fig. 4. Experiment components of a simple 
punching machine 

Fig. 5. Add a connection between experiment 
components 

  

Fig. 6. All of components connected together Fig. 7. Set parameters of component properties 

Step 4: Set running parameters of simulation, including start time, end time and 
total number of intervals, as shown in Fig.8. 

Step 5: Select “start” button from menu of “virtual experiment of mechanism 
motion” to run the experiment. The result of experiment simulation can drive the 3D 
component model to move and achieve the motion of punching, as shown in Fig.9. 
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Fig. 8. Set operating parameters of simulation Fig. 9. Start simulation of the virtual experiment 

4.3   Discussion 

In this virtual environment for mechanism motion experiment, typical experiments 
can be assembled and simulated; it provides students with a convenient software tool 
for mechanism motion cognitive learning by a DIY approach. This also means the 
physical experiment in laboratory can be replaced by virtual experiment to a certain 
degree.  

The development and application of the VE platform provides students with an 
assembly platform helpful to assemble and simulate experiment models, which 
enables students to better understand the assembly process of mechanism and the 
principle of mechanism motion. But this VE platform is still in its first version and 
has some shortcomings, such as the need of continuous improvement of the realism of 
virtual scene, and the need of a better and intuitive interaction, and even more 
functions, so as to let students have a more realistic feeling of doing real experimental 
environment.  

5   Conclusion 

In this paper, a virtual experiment platform for mechanism motion learning based on 
unified modeling method has been proposed. As the principle of mechanism motion 
can be described by a set of mathematical models, the experiment process can be 
modeled with a unified method. The method and technology, including experiment 
component modeling, experiment scene model assembling and solving, experiment 
result visualization, are discussed in detail. The virtual experiment component model 
contains two types of information, the geometrical information and the logical 
information. Basic components of mechanism motion experiment have be abstracted 
by analyzing the motion mechanism and modeled by Modelica language. The 
experiment scene MO model can be flatten to a set of equations and compiled and 
solved. The final experiment output data can be visualization in a 3D virtual 
environment. Based on these methods and technologies, together with the support of 
VR-Flier (a general development platform for virtual reality application), a virtual 
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experiment platform has been developed. In this VE platform, students can assemble 
a mechanism motion experiment and do simulation by themselves, so as to have a 
better understanding of the composition of mechanism and its motion principle.  

In addition, the virtual experiment platform is based on Unified Modeling Method. 
Three main modules, the component modeling, experiment compiling & solving, and 
result visualization, are independently. The structure of this VE platform is flexible 
and easy to be expended to experiments of other subjects, such as mechanical control. 
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Abstract. Haptic systems include hardware and software components for 
providing programmable sensations of mechanical nature, such as those related to 
the sense of touch. This article covers the mechatronic design of a rigid endonasal 
endoscopy simulator that allows the user to feel force feedback collisions with the 
anatomical structures during navigation in a virtual environment. The mechatronic 
system design provides tactile feedback information with three degrees of freedom 
to the user based on an open loop implemented control. The tests were performed 
on a computational prototype that allows the visualization of medical image 
volumes and navigation with collision detection system. 

Keywords: Haptic, Virtual Reality, Virtual Endoscopy. 

1   Introduction 

Virtual reality systems are important tools when performing various training tasks in 
surgical simulation [1]. VR offers the possibility of practicing and planning 
procedures without risking and endangering the lives of the patients.  The rigid 
endoscopy is a diagnosis technique in which a camera is inserted through a natural 
orifice of the human body thus, allowing the surgeon to see and navigate inside the 
cavities for planning and performing surgical procedures. For simulation purposes, 
the computer model of a patient is defined from medical imagery information and 
implemented to interact with an endoscope in a virtual environment. For increasing 
the realism in the simulation, it is necessary to integrate a haptic system when 
handling the endoscope, allowing the user to feel collisions during the navigation.  
The virtual collision sends a signal through its actuator, so the user senses it through 
its muscle-skeletal system, and the experience is complemented with visual feedback 
to enhance immersion and realism. 

Some common haptic devices used for surgical purposes found in the market are: 
The Phantom Omni from SensAble Tecnology [2], which is a general purpose haptic 
system with a serial kinematic structure. The ProMIS system from Haptics Inc [3] 
allows a complete simulation for minimally invasive surgery. The LapMentor system 
from Simbionix [4] is used for laparoscopic surgery training with haptic feedback and 
interactive visualization. The STEPS system [5], simulates the movements of the 
endoscope and its access to the tumor by navigating with a force feedback joystick, 
however the navigation model proposed do not take into account tissue deformations 
for having a real haptic response. Finally the Sinus Endoscopy system [6] shows a 
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realistic rendering using the GPU with a low load of CPU at interactive frame rates, 
but without haptic response. 

This paper presents the design and implementation of a mechatronic system for 
simulating a virtual rigid endoscopy and its application during endonasal endoscopy 
[7]. The paper is organized as follows; in section 2 each component of the 
mechatronics system (mechanical, electronic and control subsystems) is presented. In 
section 3 the proposed prototype and its integration to the medical imaging software 
Nukak 3D are described. Finally, in section 4 conclusions and future work is 
presented. 

2   Mechatronic System 

The endoscopy simulator is composed of the subsystems presented in Fig.1. The 
actuator subsystem detects position changes in the effector, that can be sent to the 
virtual environment allowing the navigation of the generated volume using medical 
images from a Computed Tomography dataset. When a collision is detected between 
the user controlled effector and the virtual medical image volume, a control action is 
sent to the actuators for preventing the endoscope to remain in a collision state, thus 
giving tactile feedback based on the material and volume properties assigned. 

The mechatronic system was designed using the endonasal endoscopy model 
proposed by Perez et al [8]. This model has four Degrees of Freedom (DOF) for 
measuring the position and orientation of the real endoscope prototype (roll, pitch, 
yaw and axial displacement) and it also has three DOF to generate haptic feedback 
(pitch, yaw and axial displacement) in the user’s hand. The DOF are referenced to a 
pivot located at the entrance of the nasal cavity, as shown in Fig. 2. 

 

Fig. 1. Endoscopy simulator mechatronic system block diagram 
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Fig. 2. DOF of mechatronic endoscope 

 

Fig. 3. Rigid endoscope model for virtual endoscopy 

2.1   Rigid Endoscope Model 

Rigid endoscope movements can be represented through as a 4 DOF mechanism 
mechanical joint which is analyzed by transforming the user's force applied over the 
nasal tissue. Fig. 3 shows the characterized endoscope model with a mass M=M1+M2, 
length D=d1+d2, and the nostril as a pivot point. Due to the anatomical restrictions of 
the nasal cavity, there is a limited space to rotate the endoscope therefore the θ angle 
is small and its behavior in terms of system's forces and velocities can be represented 
by (1) on the user side, (2) on the collision site and (3) between soft and osseous 
tissue. 

1110 fvmf ++−=  . (1) 

)(0 321321222 vvBdtvvKvmf −+−++−= ∫  . (2) 

∫∫ ++−+−= dtvKvmvvBdtvvK 3233231231 )(0  . (3) 
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The elastic properties of the osseous tissue are modeled from the K2 spring and M3 
mass and the elastic and damping properties of soft tissue are modeled from K1 spring 
and B1 damper, the viscous friction of the mucus. 

2.2   Position and Orientation of the Tracking System 

A mechanical structure for supporting the haptic system actuators (three Direct 
Current (DC) motors) and a real rigid endoscope prototype with magnetic position 
and orientation tracking (Flock of Birds (FOB) [9]) were designed. The receiver 
antenna is located at the free end of the endoscope, while the transmitter antenna is 
located on a flat surface within a 3ft radius of the receiver in order to accomplish the 
FOB specifications. The tracking system was configured to take 144samples/s at a 
communication rate of 115.2 kbps with the host computer, adequate for handling fast 
user´s movements. The designed mechatronics system is presented in Fig.4, where the 
mechanical structure, actuators, magnetic receiver and antenna can be seen.  

2.3   Collision Detection and Force Feedback 

The linear trajectory of the endoscope is affected by the rotations over the nostril, and 
the navigation limitations given the patient’s anatomy. The camera range of motion is 
defined using the voxel information from CT images. The collision is detected when 
the destination point intensity is above a specified threshold obtained from the nasal 
cavity wall segmentation, stopping the camera motion. 

Users can simulate the insertion of the endoscope into the nasal cavity and 
experience haptic feedback from the computed forces of the virtual endoscope 
collision against the walls of the nasal cavity using the mass-spring model with 
damping. These forces are obtained by solving the differential equations of the model 
and latter rendered onto the haptic device. The direction is found by calculating the 
difference between the position vector when the collision occurs and the previous 
position vector, this value is sent it to the electronic system that controls the DC 
motor motion information. 

2.4   Electronic System 

The electronic system governs the speed and rotation direction of each DC motor, it is 
responsible for transmitting a tactile feedback to the user through the endoscope. The 
system has four stages (see Fig. 5): the first one the electronic circuit with the 
computer, this is followed by a digital processing stage for translating commands 
received from the computer. The third one is the coupling stage, necessary for 
handling different voltages and currents in the same circuit, and finally a power stage 
to interact directly with DC motors. 

The processing was implemented using a Microchip’s PIC 18F4550 
Microcontroller [10] with USB 2.0 communication protocol and signal generation 
obtained through a Pulse Width Modulation (PWM) for controlling motor velocity. 
The digital circuit and power stage coupling is implemented using an opto-isolator. 
These devices are capable of isolating voltage grounds from control and power stages. 
In the power stage an H-bridge circuit was used as the driver for controlling the 
rotation and the direction of the DC motors. 
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Fig. 4. CAD mechanical structure and components 

 

Fig. 5. Electronic system diagram 

2.5   Computer Prototype 

In order to visualize different anatomical structures, these must be segmented from 
the acquired dataset volume prior to the simulation. In some cases, the air-tissue 
interface can be hardly distinguished, due to the surrounding mucosa covering the thin 
bone walls, this is represented by a voxel intensity variation, and therefore 
thresholding methods are not good solutions to this problem. In the Nukak3D [11] 
software platform, this issue was solved through the levelset [12] method for 
segmenting the related anatomy. The images were rendered using texture mapping 
algorithm.  Fig. 5 shows the mechatronic prototype and Nukak3D integration. 

3   Test and Results 

Several tests were performed in order to measure the accuracy of the prototype. The 
first test consisted in contrasting the tracking output values with physically measured 
positions, this comparison resulted in no differences between the data. The second test 
consisted in the calibration of virtual and real endoscope positions for obtaining 
proper camera movements within the virtual environment. For the electronic system, 
the test consisted in the verification of the outputs signals generated by the PWM and 
the current values supplied to the DC motors for its proper operation. 
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The tests were performed on a computer with Intel Xeon quad-core processor 
running at 2.6GHz, 4GB of RAM, Nvidia Quadro FX 1800 video card, and two 
datasets: 512x512x399 @ 16 bits and 512x512x100 @ 16 bits. The obtained frame 
rate of the render was between 15 and 20 frames per second (fps), enough to satisfy 
an interactive simulation without losing the sense of immersion. The haptic feedback 
was maintained in 1000Hz and it was not affected by the size of the medical dataset. 

 

Fig. 6. VR and mechatronic rigid endoscope integration 

4   Conclusions and Future Work 

The successful integration of the mechanical, electronic and control components 
along with the software is the goal of any mechatronic project. In this paper 
mechatronic prototype for rigid endoscopy simulation based on endonasal endoscopy 
motions was presented. The haptics part of the prototype included the FOB tracking 
system for measuring the position and orientation of the mechatronic endoscope and 
the mechanical system with DC motors for force feedback. The dynamic model of the 
endoscope allowed the user to feel different tissue textures during a collision. The 
rendering speed between 15 and 20 fps depended on the size of the dataset, was 
considered sufficient to maintain a smooth simulation thus, avoiding seasickness 
during its use. We are currently running tests to determinate the impact of the 
prototype as a training tool in an academic environment.  
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Abstract. According to the Technology Acceptance Model (TAM), important 
predictors of system use include application-specific self-efficacy, ease of use, 
and perceived usefulness. Current work with the TAM includes extending the 
assessment framework to domains such as serious games as well as how other 
typically under-researched factors, such as gender, affect technology use. The 
current work reports on how there are gender differences in both game playing 
behaviors as well as general game genre preferences, offers implications for 
serious game designers regarding the development of effective learning 
interventions based on these differences, and finally suggests avenues for future 
research in this area. 

Keywords: gender differences, serious games, technology acceptance model, 
user preferences. 

1   Introduction 

Reports of the success of serious games have echoed across a variety of domains – from 
improving military operations to generating a more efficient workforce. As an 
entertainment form, it is generally accepted that more males play video games than 
females. For example, a study conducted by Bonanno and Kommers [1] found that male 
junior college students were far more likely than females to play games and that they 
played for longer, averaging 6.71 hours per week versus only 2.49 hours per week. The 
researchers found that if an individual reported playing games for 30 hours a week, 
there was only a 2.1% chance that they were female. As for game genre preference, 
females were more likely than males not to provide any game preferences at all, 
suggesting that they did not play games enough to have a preference. As the science 
behind serious games continues to develop, it is important to ask what the role of gender 
differences in gaming habits and preferences plays in how serious games may have 
differing levels of effectiveness based on prior gaming experience. For example, will 
male players of serious games learn more because of their own preferences and 
experiences with the medium? Why would this matter? We will be exploring this issue 
through the lens of the Technology Acceptance Model (TAM).  

1.1   Technology Acceptance Model and Gender 

The TAM, developed by Davis and colleagues [2, 3], seeks to explain why users 
choose to interact with technology. Critical to this model are the perceptions of the 
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users themselves. The use of a given piece of technology is driven by the intention to 
use, which in turn develops if the users feel that the technology is both useful and 
easy to interact with. This is tied to their own self-efficacy, which is the extent to 
which they believe that they are able to achieve specific goals.  

The TAM has been expanded to include earlier predictors of intention to use in 
information systems. A study by Yi and Hwang [4] confirmed the importance of 
enjoyment, learning goal orientation, and application-specific self-efficacy when 
determining the likelihood of students' use of Blackboard, a commonly used internet-
based educational content delivery system. Interestingly, they found that application-
specific self-efficacy was one of the strongest predictors of use, even beyond that of 
intention to use. Thus, how capable the users felt of being able to use the specific 
technology was extremely important.  

As such, the authors point out the necessity of examining the ways in which 
individual differences, such as gender, may ultimately affect technology acceptance 
and use. They cite the work of Gefen and Straub [5], which was the first to highlight 
how gender is often ignored when applying the TAM to instructional systems. The 
researchers found that when comparing the attitudes of email usage between the 
genders, there were differences in social presence, perceived usefulness, and 
application-specific self-efficacy. However, they failed to find this reflected in actual 
e-mail use. Regardless, many researchers continue to urge further exploration into the 
role of individual differences such as gender in all technology acceptance models [6]. 
Perhaps when given a specific task that is traditionally oriented toward one of the 
genders, such as with video games, an individual’s application-specific self efficacy 
and perceived usefulness could potentially differ based on whether they are male or 
female, ultimately resulting in different patterns of use. 

1.2   Applying the TAM to Serious Games 

The TAM has also been applied to serious games. In his unpublished dissertation, 
Evans [7] was able to successfully apply a modified version of the TAM to the use of 
a serious game, in which he found that earlier predictors such as learning goal 
orientation, enjoyment, ease of use, application-specific self-efficacy, and perceived 
usefulness predicted behavioral intention which then predicted both actual use as well 
as improved learning outcomes. As the goals of a serious game are to achieve 
knowledge retention, this is a very important finding. Since research on the TAM 
suggests that simply feeling capable of playing a specific serious game will be an 
important predictor of use and also given the extant differences between genders in 
the gaming domain, it seems pertinent to examine the ways in which gender can affect 
the predictors of use and overall effectiveness of serious games. Specifically, we feel 
that examining gender-based differences in preferences for and playing behaviors of 
entertainment games may provide insight into the ways that serious games may be 
perceived differently by males and females as well as how that might affect 
application-specific self-efficacy and, eventually, alter learning outcomes. This will 
reveal implications for the way serious games are designed. 
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2   Gender Differences in Game Playing Preferences and Behaviors 

Speaking broadly, males seem to prefer action-oriented games and first-person 
shooters while females are more likely to play and enjoy simpler, more puzzle-like 
casual games. To explain this, the literature relating to the gender differences in 
gaming preferences is split between two distinct camps – the neurocognitive and the 
psychosocial.  

2.1   Neurocognitive Basis for Preferences and Behaviors 

There are some very specific, generally accepted neurocognitive gender differences. 
Males tend to have an advantage over females in 3D mental rotation, spatial 
cognition, and visuospatial reasoning. Females have the advantage when tasks involve 
the need for perceptual speed and fine motor skills and prefer concrete, repetitive 
activities [1]. Most of the popular commercial video games rely heavily on mental 
rotation abilities in order to play them. For example, shooters are often male favorites 
and make use of 3D mental rotation, spatial perception, and targeting, all of which 
males excel in, while the preferred games of females tend to be casual puzzle games, 
which require color memory and verbal skills, both of which females are traditionally 
more adept [8]. Bonanno and Kommers [1] suggest that these natural tendencies 
translate into game preferences in that individuals will self-select games to play that 
make use of the skills in which they are naturally better.  

2.2 Psychosocial Basis for Preferences and Behaviors 

Other researchers suggest that the gender differences are based in psychosocial 
differences. Hartmann and Klimmt [9] found that females, in general, seemed to 
dislike media and games with negative or sexually-suggestive stereotypes, with 
violence, and those that placed them into a competitive role. They also found that 
most commercially available games contained females in sexually suggestive roles, 
violence, and competition, which may be the reason behind why males are so much 
more interested in gaming then females as they are not as bothered by these elements. 
Glazer [10] agrees with the assertion that females are interested in games but the 
majority of games on the market do not cater to their specific tastes. His research 
found that games females enjoy feature open-ended exploration, involve team-like 
play as opposed to actual competition, and promote networking and personal 
interaction, which are very unlike the first-person shooters and other physical games 
that seem to dominate the gaming market.  

2.3   Present Study: Gender and Game Preferences 

In summary, the literature suggests that males prefer action-oriented and competitive 
games while females are more likely to enjoy playing puzzle-based, casual, and 
cooperative games. While these preferences can be explained from both the 
neurocognitive and psychosocial perspectives, it is evident that they exist and have 
consequences in the real-world as reflected in actual gameplaying behavior. 
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We have found a similar pattern of preferences and playing behaviors in our own 
studies of games. We collected survey responses from 760 undergraduate students 
from a large southeastern university concerning their game playing behaviors and 
preferences. From these, 245 were males and 515 were female. Respondents reported 
a mean age of 19.88 years (SD = 3.83). When analyzing the data, we uncovered 
several interesting gender differences. Of those who responded, 71.43% of males 
qualified as gamers, which we defined as those who played video games at least twice 
a week and/or for an average of at least five hours per week, while only 27.57% of 
females qualified. Males played an average of 9.01 hours of games per week (SD = 
10.95) while females played an only an average of 2.84 hours (SD = 3.92). These 
findings are consistent with the previous research. We asked our respondents to rate 
on a 5-point Likert scale their preferences for a variety of genres as well as list the 
title of their favorite game, which were coded by genre. We conducted a series of t-
tests at the .05 level for each genre to determine whether differences in preferences by 
gender were statistically significant. The differences were clear (see Table 1). 

Table 1. Mean genre ratings and reported favorite games by gender 

Genre Males Females t Fav. (M) Fav. (F) 
Strategy  3.45 (1.19) 2.52 (1.23)  9.745*  3.72%   0.08% 
Fantasy/RPG  3.18 (1.37) 2.64 (1.35)  5.036* 19.07%   9.26% 
Action-Adventure  4.00 (1.08) 2.77 (1.08) 12.115*  6.51%   8.17% 
Shooter  4.27 (1.08) 2.79 (1.37) 14.550* 45.12%   7.63% 
Fighter 3.45 (1.19) 2.73 (1.37)   6.886*  3.26%   2.72% 
Simulation 3.04 (1.16) 3.58 (1.34) -5.246*  0.47% 12.81% 
Classic Arcade 3.66 (1.01) 4.34 (0.95) -8.814*  0.47%  9.81% 
Card Games 2.79 (1.22) 3.42 (1.29) -6.229*  1.40%  0.27% 
Quiz Games 2.66 (1.22) 3.82 (1.14) -12.472*  0.00%  0.82% 
Kids Games 1.80 (0.96) 2.49 (1.16) -7.924*  0.00%  0.54% 
Sports  3.47 (1.47) 2.58 (1.31)   8.176* 17.67%  4.63% 
Racing  3.68 (1.12) 3.55 (1.23) 1.347 0.47%  4.90% 
Puzzle  3.09 (1.43) 4.14 (1.05) -12.491* 1.40% 22.89% 
Massively Multiplayer 
Online 3.03 (1.43) 2.09 (1.20)   9.184* 0.00%  6.82% 

Competitive 
Multiplayer 4.08 (1.24) 2.36 (1.26)  17.383* 0.00%  1.36% 

Notes: *p < .001; standard deviations listed in parentheses. For statistically significant  
differences, the higher scores, which indicate more enjoyment, are in bold typeface; Fav. 
refers to percentage of males then females who endorsed that particular genre as their 
favorite game of those that were able to provide a favorite game (males n = 215, females n = 
367). Percentages are rounded to two decimal places, resulting in slightly less than 100%. 

The highest rated game genres by males were the action-adventure, shooter, and 
competitive multiplayer games, while females tended to prefer the classic arcade, 
quiz, puzzle, and card games. Regarding actual favorite games, by and large, females 
were far more likely than males to not list any games that they enjoyed playing 
(28.73%  females as compared to 12.24% of males), similar to previous findings [1]. 
Of those that did list a favorite game, the preferred genres as indicated by favorite 
game for males are by far the more popular and traditional games such as shooters, 



 Patterns of Gaming Preferences and Serious Game Effectiveness 41 

fantasy and role-playing games, and sports games (81.86% of all favorite genres) as 
compared to females who endorsed more casual games, such as puzzle games, 
simulation games, and classic arcade games (45.51% of all favorite genres). 

We also asked respondents to indicate whether or not they played and enjoyed playing 
competitive and cooperative multiplayer games. Males were far more likely to play 
multiplayer games than females, with 85.31% of males compared to only 50.39% of 
females having reported playing them. Also, 45.71% of males preferred multiplayer to 
single-player play while only 19.18% of females indicated the same. If given the choice 
between competitive and casual/cooperative multiplayer games, males were divided 
evenly between preferring either gameplay type (53.50% preferred competitive) while 
females were only slightly more biased toward cooperative multiplayer gaming 
(58.48%). Males were far more likely to play multiplayer games online (79.84% of males 
as compared to 26.26% of females), but also tended to endorse playing with friends 
either online or in the same location together (53.01% vs. 46.91%) while females overall 
preferred to play with friends in the same room (76.65%).  

3   Implications and Future Directions for Serious Games 
Designers and Researchers 

Overall, the data collected from our sample was in support of the current body of 
literature. Armed with this knowledge, the value of these numbers can be seen as we 
attempt to extrapolate meaning. Specifically, as more serious games are being 
developed to be used as educational tools for those in high school and early in 
students’ undergraduate careers, a snapshot of preferences and behaviors may prove 
to be useful. The inherent mechanism driving the push to use serious games is that 
they are just that – games. If individuals enjoy a learning intervention, they will 
engage with it more, and thus hopefully the repeated exposure will result in improved 
retention. Therefore, understanding and applying player preferences is vital, 
especially if believing whether one can successfully play a serious game based on 
personal experience is a factor driving use and eventual effectiveness. 

These patterns, regardless of underlying cause, can result in developing stereotype 
threat. Stemming from the work of Steele and Aronson [11], stereotype threat has 
been defined as when a negative stereotype about a certain group exists and actually 
affects the performance of a member of that group if they are aware of the stereotype. 
Stereotype threat based on gender is no exception [12, 13]. Here, could females being 
aware that they are not the typical gamer actually result in decreasing the amount of 
information that can be learned from a serious game? This also may be detrimental to 
the application-specific self-efficacy of female serious game players. According to the 
TAM, it follows that a player’s feelings as to whether they can successfully play a 
specific type of game as well as whether or not it is easily accessible may in fact 
affect the actual learning outcomes gained as a function of play.  

3.1   Designing Serious Games for Both Genders 

With gender differences that are so clearly present, it becomes important to consider 
the role a game’s genre will play in the overall effectiveness of a given serious game 
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especially if the intended audience is composed of both males and females with 
differing levels of game experience. For example, if a designer creates a competitive 
multiplayer real-time strategy serious game to educate students about business 
resource management, the male students may feel more secure and comfortable with 
playing the game because they might be more familiar with the expected gameplay 
mechanics and controls. This will result in a greater sense of application-specific self-
efficacy, resulting in increased use and improved learning outcomes over those who 
are not as familiar with this particular style of game. Also, from the perspective of 
cognitive load, if mental resources are expended on attempting to understand and use 
a learning tool, only a limited amount of cognitive reserve can be used to actually 
learn the target content. Those that are more familiar with a specific genre will 
already know what to expect of the game and excel, while those who are not must 
first expend the extra mental effort to master the games’ mechanics before being able 
to focus on the educational content. If a given genre is more well-known by only one 
of the genders, this potentially will result in playing differences and ability that may 
affect learning outcomes. Thus, something simple yet important such as choosing the 
appropriate genre for a serious game is a design decision with a very broad impact. 

Despite the important differences, it is not feasible to develop two versions of 
every serious game to cater to gender differences. Given the limited resources 
available to serious game designers, the focus should instead be on designing a 
gender-inclusive game. By examining both the literature as well as our data, we can 
provide some tentative suggestions for future game development efforts that are also 
avenues for future research. 

By mixing elements that cater to both genders’ preferences, it may be possible to 
capture the interest of both. One way to create games that are gender-inclusive could 
be to create a social environment that is collaboratively competitive. As for 
cooperative play, our findings suggest that while males have no preference, females 
prefer to play in the same room with friends. For serious games, this suggests that 
designers can create games that can be played on the same console or computer 
together for the potential benefit of both genders. Not only this, from a return on 
investment perspective, this means fewer pieces of equipment will be necessary to 
play such games in the educational setting.  

Some research suggests that being able to customize the physical appearance of in-
game player characters improves females’ interest in Massive Multiplayer Online 
games (MMOs) [14,15]. While we did not find MMOs to be highly rated by females, 
perhaps including optimal character customization may increase female interest in the 
serious game without alienating the male players. Also, if you do choose to create a 
game that is less well-liked or relatively unfamiliar to females, such as a strategy 
game, you may want to consider taking extra time to develop in-depth gameplay 
tutorials as well as provide positive and supportive feedback during play. You can 
also lessen the steepness of the difficulty curve early-on in gameplay to improve the 
players’ sense of application-specific self-efficacy. 

Future work should also explore the ways in which these preferences directly affect 
learning outcomes in serious games. Pertinent research questions could include whether 
experience with a given genre results in improved in-game performance as well as 
increased retention, if gamers in general are able to learn more from serious games, as 
well as the ways in which gender and gaming behaviors interact with genre and 
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gameplay mechanisms to affect learning outcomes. This work, along with more 
research into related questions concerning individual differences, is needed to generate a 
framework for game development that will improve the overall effectiveness of games 
for both males and females while maintaining a reasonable return on investment. 
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Abstract. The posttraumatic stress disorder (PTSD) is a mental-health problem 
that can emerge after a delayed reaction of a person to a traumatic incident. A 
common therapy is the so-called exposure therapy. However, children and 
adolescent cannot be treated with a common therapy. In this paper we describe 
a serious game for the therapy of a PTSD by children and adolescent. Objective 
of this paper is to introduce a concept for the game development and a method 
to balance the game. It is based on a so-called impulse hierarchy. The game 
prototype respectively the utilized concept and methods have been tested with 
healthy test persons. The results are a strong indication for the effective of the 
developed game concept and the usefulness of the key principles.  

1   Introduction 

The posttraumatic stress disorder (PTSD) is a mental health problem that can emerge 
after a delayed reaction of a person to a traumatic incident. This incident leads to an 
exceeding threat of the relevant person. It arouses a sense of deep desperation, strong 
fear, and helplessness. A traffic accident is such an incident. Involved people are not 
able to manage their life anymore on their own. They avoid the traumatic situation, 
retire themselves from their social environment, suffer sleeplessness, great 
nervousness, and other mental disorders. A behavior therapy can help the involved 
people. A common therapy is the so-called exposure therapy. This therapy confronts 
the patient with his / her individual trauma. It includes a repeated relive of the 
traumatic situation. Normally, the repeated relive is done narrative or in-vivo; at the 
place where the trauma occurs. This therapy enforces an emotional rehabilitation and 
leads to a systematic desensitization. 

Beside the classical therapy, virtual reality exposure therapies (VRET), game-like 
applications and serious games are explored for several years. These therapies 
displace the patient into a virtual world and confront the patient with virtual stimuli. 
Games add a story that enhances the reflection of complex mental health problems. 
Altogether, the research in this field demonstrates the effectiveness of this therapy 
method.  

However, children and adolescents cannot be treated in the same way. They have a 
different comprehension of the PTSD and a lack of insight into the difficulties that the 
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mental disorder cause. In all, they need to be motivated for the therapy. However, 
serious games are in the focus of research for this target group in order to treat mental 
health problems [1], [2]. In our definition, serious games are computer games that 
impart knowledge, train capabilities as well as enable them to apply this knowledge 
meaningful. The knowledge is transferable into the “real world”, the player becomes 
more capable of acting. During the therapy the children and adolescents play the 
serious game. Thus, they become part of a metaphorical adventure. Indirectly, they 
deal with different important questions regarding their mental health problem.  

In this paper we describe key principles for the design of a serious game for the 
therapy of PTSD. Furthermore, we introduce a method to keep the game in balance 
between fun and fear. Both methods facilitate third persons to develop a serious game 
for the desired purpose. The paper is structured as following. First, the related work is 
described. Then the key principles and our game concept are introduced, followed by 
the explanation of the developed method. Afterwards, the tests are presented. The 
paper closes with a conclusion and an outlook.  

2   Related Work 

Serious games, commercial games, and game-like applications have found their way 
into the focus of therapists. Commercial computer games were the first games 
therapists used in therapy (e.g. [3], [4], [5]). The games have been used to treat 
different mental health problems. A patient, child or adolescent, played a game during 
a therapy session. The therapist observes his/her patient while he/she is playing and 
notes the patient his/hers behavior. The game serves as a context for discussion 
between therapist and patient. It provides a structure for a therapy session and 
supports the building of an effective patient-therapist working relationship [6].  

A major concern regarding commercial computer games is their content, which 
limited its use in psychotherapy [7]. Commercial computer games, their graphical 
interface, the sound, and the game play are designed to evoke specific emotions such 
as fear, excitement, and humor [8]. These emotions interfere with the emotions a 
therapist needs to evoke for treatment [1].   

To face this concern serious games for the treatment of mental health problems get 
into academic focus. An advantage of serious games is their motivating effect to 
children and adolescents. It makes fun to play a game. Serious games exploit this fun 
factor for therapy purpose: The treatment of PTBS and other mental health problems 
based on learning theories. And fun advances the learning process.  

Different serious games have been designed for different mental health problems 
and for different therapy methods. But the main principle of all games is similar: The 
player, normally the patient, assumes the role of a virtual character and needs to 
handle different quests. The patient experiences a metaphorical story in the game. 
Thereby s/he deals with different questions and problems regarding the certain mental 
health problem. In detail the mechanisms differ that cause a therapeutic effect. 

One of the first serious games in this field is the game Personal Investigator (PI) 
[9], [10]. PI has been developed for the treatment of emotional disorders. The patient 
assumes the role of a detective. Objective of the game is to become a master 
detective. During the game the player encounters different challenges and problems. 
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The solution of these problems helps the patient to reflect his/her problems. The game 
is in a clinical trial. 

A second game is Treasure Hunt [11]. It is a game for the behavior therapy of 
children and adolescents with anxieties or depressions. The patient assumes the role 
of a child and needs to help the captain of a treasure ship reading a treasury map. For 
this purpose the patient has to solve different tasks that allow a reflection of the 
mental health problem.  

Virtual Classroom is a game for children with an attention deficit disorder [12]. 
The game presents a virtual classroom including tables, chairs, a blackboard, virtual 
classmates, and a virtual teacher. The patient himself/herself is a scholar. During the 
game nuisance-causing effects like sound are brought in. The reactions of the patient 
are recognized and reflected.  

There are still a few further games, which become effective utilizing the same 
major principle. Earthquake in Zipland is a serious game that should help children to 
elaborate the divorce of their parents [13]. A patient assumes the role of a moose and 
has to solve different quests. In 2010 the German game “Zappeliz zaubert” (Zappeliz 
perform magic) was released [14]. The game has been designed for the treatment of 
an attention deficit disorder. 

In summary, several results have been presented: 

• Serious games facilitate the treatment of mental health problems. The shown 
studies are a strong indication for their effectiveness. 

• Serious games help the therapist to develop a working relationship to a patient. 
Many children have a problem to talk to a therapist due to several prejudices.  

• Finally, serious games motivate children and adolescents. There are strong 
indications that this effect supports the therapy: Therapy is learning and motivation 
improves learning [15].  

However, the serious games have not been developed for the treatment of a post-
traumatic stress disorder (PTSD). Applications for the treatment of PTSD have been 
developed for adults ([16], [17], [18], [19]). Unfortunately, these applications are not 
designed as games. Thus, the results cannot be transferred without any further 
evaluation due to the fact that children and adolescents have a different understanding 
of the therapy. Finally, they need games to be motivated for therapy.  

3   Game Concept and Principles 

A serious game for the treatment of a PTSD needs to follow different principles than 
serious game for other mental health problems. The difference is: to treat a PTSD the 
patient must be confronted with his/her trauma, with a trigger stimulus that causes 
anxiety and unease. On the other side the serious game is used to evoke fun and 
gratification; both facilitate the treatment. If to much anxiety arise, the game causes 
the opposite effect. To face this challenge a set of key principles and an effective 
hierarchy are introduced. Both allow keeping balance between fear and fun. 
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3.1   Game Design and Key Principles 

During the collaborative work on the serious game, a set of key principles occurs that 
guided the creation of a virtual game environment. We define a key principle (KP) as   
a design rule that directs the structure and layout of the virtual environment as well as 
the usage of trigger stimuli and their virtual presentation. The key principles have 
been founded after the observation and discussion of many therapy sessions and the 
development of a game prototype. Fig. 1 shows a screenshot of the players view on 
the virtual game environment of this prototype.  

 

Fig. 1. The players view on the virtual game environment 

The patient controls a virtual avatar that s/he plays from a first person view. The 
entire game is created like a normal computer game. On the main screen the player 
founds a status display of the avatar, a small map indicating the position of the avatar. 
A quick selection menu gives access to different objects, which the player receives as 
gratification during the game. The game is controlled by mouse and keyboard.  

The basic game design needs to correlate with the individual experienced trauma. 
Everybody who suffers on a PTSD has experienced an individual event like a car 
accident. Thus, the trigger stimulus, the entire situation is individual and has to be 
designed individually. For instance, if a child has been involved in an accident at a 
crossroad inside a town and the car was red (this can be a trigger), the virtual world 
also needs to show a virtual crossroad and a red car. This is our major key principle 
for an effective serious game. Of course, the challenge is to identify the trigger 
stimuli. Mostly, also the children and adolescents do not know all trigger stimuli at 
the beginning of a treatment. To face this problem the game design, respectively the 
design of the virtual world needs to be adapted during the therapy.  

In addition to this major principle, the further key principles define guidelines for 
the entire structure and setup of the virtual environment.  
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KP1 - The virtual environment needs to be separated into a mediation zone and 
a confrontation zone. Fig. 2 (left) shows an overview of the current virtual world 
realized in our prototype. On the top of the figure a red border indicates a so-called 
confrontation zone. In this zone only, the patient is confronted with his/her trigger 
stimuli. Beyond this zone the green border indicates a mediation zone. In this zone, 
the patient can talk to other non-player characters, etc. The separation into zones 
needs to communicate to the patient. The zones allow the patient to control the 
therapy, one important factor for its effectiveness. If the patient is ready to face a 
stimulus, s/he can walk into the confrontation zone. By all means, this requires an 
action of the patient (walk) that allows control.  

 

Fig. 2. An overview of the current virtual world (left), a quest master offers the player a set of 
quests: tasks that force the player to deal with his / her problem (right)  

KP2 - Free choice of quests. The patient determines the “speed” of the therapy and 
not the therapist. Thus, s/he also has to choice between several quests. A quest is a 
task inside the game that the player has to perform. Most of them are search & 
collection quests as well as protecting quests. In each quest, the player deals with 
different aspects regarding the PTSD. For instance: “Why is it impossible to avoid the 
emotion of fear?”, or “What trigger stimuli are to avoid?”. However, the patient has to 
get the feeling of choosing the quest. S/he has to decide when s/he is ready to deal 
with a certain topic.   

KP 3 – Gradual increase of stress. At the beginning of the game, in the first therapy 
session, the player should get the choice between “easy” quests. Each quest results in 
an increase of stress. The first task should result in a marginal increase of stress. With 
progressing therapy, the quests have to become more challenging. A practical solution 
to keep this under control is to establish a central point inside the virtual world and to 
assign quests with respect to the distance to that place. Fig. 2, left, shows this 
principle: The player starts at the so-called “safe place”. The first quest master assigns  
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only simple quests to the player. The second quest master assigns the challenging 
quests. Finally, the therapist should activate the last stimuli manually. In the case of a 
car accident, the patient has to see a virtual accident (Fig. 3, right). 

KP4 - Individualization facilitates a central point. The central point inside the 
virtual world should be the so-called “safe place”. The “safe place” is a psychological 
metaphor for a state of safety. The common therapy utilizes pictures, photos, or 
thoughts as safe place. In the game it has to be a 3D model at least. Fig. 3, left, shows 
our interpretation of this place. It is a building inside the game environment. To 
establish this place as a central point of the game, as a safe place, the player needs a 
strong relation to this place. This is possible by individualization. The player needs 
the possibility to design this place as s/he wish. Furniture, pictures, the design of the 
wall, and everything else has to meet the expectations of the player. This results in an 
emotional relation and causes a feeling of safeness.  

 

Fig. 3. The “safe place” (left), and a crash of two cars as final trigger stimulus (right) 

KP3 - Gratifications have to be objects the patient can use immediately. After 
passing a quest the player must receive a gratification immediately. The children and 
adolescents need this gratification to evoke a feeling of satisfaction. This enhances the 
therapy. However, to realize this effect an object has to be deliver that can be used 
immediately in the game. An armor, a protective shield, and other things. Its effect is 
mitigates when game points or collectibles are rewarded.   

3.2   Effective Hierarchy 

To keep balance between anxiety and fun in the game an effective hierarchy has been 
developed. The effective hierarchy allows to keep track of the different stimuli in the 
virtual world and to balance the challenges in the game, caused by the quests. Figure 
4 shows a section of the suggested effective hierarchy and its utilization. 
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Fig. 4. Schematic overview of the effective hierarchy and its utilization 

The basic of this effective hierarchy are a group of trigger elements, which are 
sorted by their ability to cause stress. The series is: objects (streets, houses, persons, 
trees, etc.), animations, realism, colors, and finally sounds. Basic elements are objects. 
To get a relaxing world, it has to be created using static virtual objects only. To 
increase the stress level animations have to be added. Then the realism of the scene 
should be increased by including details. The last two trigger groups are colors and 
sounds. If a scene contains all triggers, it becomes a stressful scene.  

Each trigger group includes a set of graphical attributes that realize this trigger 
group. For instance, the trigger group color includes the colors blue, red, yellow, and 
green. The triggers are ordered by its ability to cause stress.  

The order of the graphical attributes and sounds depends on the experiences of 
every patient. Thus, the therapist has to adapt this series for each patient. The therapist 
starts with a predefined template. During his/her talks with a patient s/he has to 
determine trigger stimuli (The therapist has to do this during a common therapy, too) 
and to reorder the stimuli / graphical attributes of the trigger groups.  

In order to utilize this hierarchy it is linked to the different quests. In figure 4 the 
quests are indicated on the abscissa. From the left to the right the quests become more 
challenging. After a quest is designed, the included trigger stimuli (objects, 
animations, realism, color, and sound) need to be analyzed and their level of stress has 
to be rated. By this rating they can be assigned on the abscissa.  

In the game a gradual increase of stress has to be realized. By the use of the 
effective hierarchy, we have an indication for the mental challenges a quest causes 
and are able to offer the patient a set of adequate quests. 

4   User Tests 

The key principles and the effective hierarchy need to be tested to get an indication 
for their effectiveness. Therefore, a test with healthy children (8 children) has been 
carried out. To compare this group, a group of adults (6 adults) has also been tested.  
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4.1   Test Setup  

Fig. 5 (left) shows an image of the test setup. A test person observes three different, 
pre-defined scenes of the game on a large powerwall. The selection of test scenes is 
indicated in figure 4 by the numbers in the chart. The tests should increase the stress 
level of the test persons. Thus, scenes on a lower, an average, and a high-assumed 
stress level have been defined. We have assumed that the stress level of the test 
persons should increase, while observing the scenes.  

To measure the stress of a test person and his/her “fear” the State-Trait Anxiety 
Inventory (STAI) has been used [20]. STAI provides a questionnaire with questions 
for 20 different items. The analysis of this questionnaire allows determining a stress 
level as quantitative value. The stress level has been determinate after each scene. A 
test person has observed in scene. After each scene the person has been asked for an 
appraisal of his/her current state.  

In addition to the questionnaire, the pulse rate of each person has been measured. 
For this purpose a Polar pulse watch have been utilized.  

 

Fig. 5. An image of the test setup (left), the received results (right) 

4.2   Results and Discussion 

Fig. 5 (right) shows the results. The ordinate shows the stress level. The abscissa 
presents the three tests and the results. The bars show the average stress level of the 
three tests, calculated due to the STAI proceeding. The results are separated. The 
results of the children are colored mauve, the results of the adults are colored orange. 
The numbers (1 to 3) indicate the tests.  

As expected the stress level increases due to the predicted stress level. The addition 
of trigger stimuli, according to the effective hierarchy, causes the expected behavior: 
From scene one to scene three the stress level increases. There are differences 
between the stress level of the adults and the stress level of children. Finally, both 
incline to the higher stress level. The lower stress level of the children at the scene 
one may base upon their familiarization with computer games. The pulse 
measurement supports these results in general. However, the gradient of the pulse rate 
is not as high as the gradient shown in figure 5.     
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5   Conclusion and Outlook 

The contribution introduces the use of serious game for the treatment of a PTSD by 
children and adolescents. To design a virtual environment for this type of game, we 
introduce a set of key principles. In addition, to keep the challenges of the game in 
balance, an effective hierarchy was introduced. This effective hierarchy should make 
the scenes and their effect predictable.  

To determine their usefulness a user test has been carried out. This test and the 
developed prototype enable three statements: 

First, the key principles are practicable for game design. They provide a guideline 
for the arrangement of composition of 3D models like streets, buildings, woodlands, 
and quests, respectively the quest objects. The key principles are not fix but they are a 
good starting point.  

Second, the effective hierarchy and the ordered trigger elements are a useable 
method to design a concrete therapy. However, they are not finally evaluated. But the 
results of the test are a strong indication that they facilitate the generation of virtual 
scenes with a controllable and predictable stress level.  

Third, it is possible to design a serious game that keeps balance between anxiety 
and fun. Thus, in future the game will facilitate the therapy of PTSD. 

Our next step is to extend the game. More levels and a larger map are necessary in 
order to keep a child busy for a several hours. Furthermore, we prepare a controlled 
study with children that show pre-clinical symptoms of a PTSD.   
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Abstract. Contemporary requirements of medical explanatory resources have 
sparked the initiative of developing a unique pilot application which could use 
real-time 3D visualisation in order to inform General Practitioners (GPs) and 
allied health professionals as well as educate patients on musculoskeletal issues 
and particularly lower back pain. The proposed application offers a selection of 
3D spinal anatomical and pathological models with embedded information. The 
interface elements adhered to previous studies’ suggestions that the knowledge 
acquisition and ultimately the understanding of such motley three-dimensional 
subjects typically entails a strong grasp of the 3D anatomy to which it relates. 
The Human-Computer Interaction is simplified in order to empower the user to 
explore the healthy and pathogenic anatomy of the spine without the typical 
real-life constrains. The paper presents the design philosophy of the interface 
and the evaluation results from twenty user trials. Finally the paper discusses 
the results and offers a future plan of action. 

Keywords: VR, 3D, HCI, Musculoskeletal, Medical Education, visual 
interface, Low Back Pain. 

1   Introduction 

Musculoskeletal (MSK) pathology and particularly lower back pain is an area of 
common interest for a large segment of medical practitioners including orthopedic 
surgeons, radiologists, general practitioners (GPs), physiotherapists and podiatrists 
amongst others [1]. Yet it is evident that the complexity of structures in the spine and 
the various pathologies that may appear are hindering significantly the learning 
process for all the aforementioned groups. The contemporary training and continuous 
professional development methods are unable to cover fully the intricate details of the 
pathologies occurring [2]. In particular the two-dimensional depictions or pseudo-3D 
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images do not convey the appropriate information to the medical practitioners. To this 
end, previous studies demonstrated that the knowledge acquisition and ultimately the 
understanding of such motley three-dimensional subjects typically entail a strong 
grasp of the 3D anatomy to which it relates [3, 4]. 

Adhering to these requirements, we developed a pilot application, which uses a 
simplified interface in order to inform and further educate the interested parties. In 
particular the novel application offers a selection of real-time, stereoscopic, 3D spinal 
anatomical and pathological models with embedded information which can be 
accessed through the interaction with the 3D models. The development of the models 
preceded an exhaustive collection and analysis of CT scans, MRI scans and high-
definition photographic data which informed the virtual reality characteristics of the 
model. The modeling process was further improved by constant consultation from the 
medical doctors which provided crucial clinical information. The complete highly 
detailed 3D models entail photo-realistic structures of the spinal vertebrae, the 
relevant ligaments, muscles, lymphatics, nerves and blood supply of that region.  

Aiming for a user-friendly system the Human-Computer Interaction (HCI) is 
simplified in order to allow doctors of all grades to explore the healthy and 
pathological anatomy of the spine. The interface interlinks with a number of 
additional information complementing the real-time 3D data by high-definition (HD) 
explanatory animations, real-case scenarios, and problem –based learning (PBL) cases 
which lead the user through the presentation and reasoning of several lower-back pain 
case scenarios.  

In order to evaluate this prototype system we invited twenty clinical users to assess 
the functionality and the context of the application. Additional information was 
gathered by sophisticated eye-tracking system which presented clear measurements 
regarding eye-accommodation, visual stimuli, and gaze-time during the trials. These 
preliminary user-trials offered constructive feedback and revealed great promise in 
the system with the derived results indicating better anatomy and pathology 
understanding. Interestingly the system enabled the doctors to accelerate the 
diagnostic triage process and create a 3D mental map of the context during the 
evaluation process. A number of issues, however, should be dealt with in the future 
stages of development, with particular interest on the Human Computer Interaction 
(HCI), which requires additional functionalities without spoiling the existing 
simplified interactivity. As such a simplified and customisable HCI could enable the 
user to interact with the system without the burden of unusable information or 
excessive text. To this end we envisage the development of the future version of the 
application which will enable the medical practitioners to customise their own 
systems in accordance to their interests and their expertise. Notably this could 
potentially provide both an aid to the understanding of the detailed regional anatomy 
for doctors in training as well as a highly interactive platform of training for those 
interested in surgical interventions. Finally the subjective feedback from the 
evaluation drew attention to the potential use of an even more simplified system 
which could form part of educating patients of their condition and obtaining informed 
consent. 
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Overall this paper discusses the challenges involved in the development process of 
the Virtual-Reality learning application and the HCI design developed for this system. 
Furthermore this work introduces the visual components of the interface and presents 
the outcome of a preliminary evaluation. The paper concludes with a future plan of of 
work which aims to expand the context and interactivity of the system so as to enable 
other types of users (i.e. undergraduate/postgraduate medical trainees and patients) to 
access meaningful information without the time and physical constrains of 
laboratories. Finally this prototype application entertains the use of virtual reality for 
training purposes of General Practitioner doctors and offering the same user-
experience through a web-based version of this application.  

2   Contemporary Training Issues  

Anatomy training, in the UK in particular, has presented medical educators with a 
plethora of challenges in recent years as the undergraduate educational focus is 
shifted away of traditional theoretical pure knowledge acquisition and targeted 
towards interactive experiential learning. Cadaveric opportunities of anatomical 
knowledge acquisition are becoming scarce due to a shortage of cadaveric material 
and limiting practical constrains associated with such endeavours. This situation, in 
combination with the shortening of the post graduation training years with the 
introduction of the fast track structured specialty training has limited exposure of 
trainees to appropriate practical anatomy learning opportunities and has resulted in a 
large proportion of the current medical and allied health trainees recognising a 
pressing need for alternative anatomy and pathology experiential based interactive 
educational packages.  

Furthermore, the introduction of the good medical practise guidelines from the 
GMC and associated publications from the other professional bodies has placed an 
increased emphasis on continuous education and re-validation [5, 6, 7]. Continuous 
professional development applications can provide crucial assistance in meeting the 
clinicians’ educational demands. A vast variety of paper based and digital packages 
have already been developed to this end, however, the end users have expressed 
concerns regarding their inaccessibility, associated time and space constrains as well 
as the lack of interactivity.  

With particular reference to the anatomy and pathology of back pain, it was found 
that most of the available educational resources was in either actual 3D plastic model 
form or in the form of traditional text and 2D illustrations. Large datasets of data 
capable of 3D reconstruction (such as patient CTs and MRIs) were also available on 
request for further education, however, these required expert input by a trained 
specialist. Within a community, rather than hospital, setting, where most of the 
general practitioners as well as most of the allied professionals involved in the study 
work, realistically, the only educational avenues available were either in the form of 
traditional paper based educational material or material available through alternative 
digital avenues which could potentially be transferable through the world wide web. 
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Back pain was chosen as the pilot study case as it is one of the most common 
complaints expressed by patients in GP consultations in the UK. It makes up 30% of 
out-patient physiotherapy work in Scotland, translating to about 12000 new referrals 
per annum [8]. Although most of this work (~85%) relates to chronic back pain, 
however, there are a few pathologies disguising as back pain, which are far more 
serious and should not be missed. A national physiotherapy low back pain audit[8] 
identified a gap in stuff education and recommended the development of a web based 
easily accessible package that would raise awareness and understanding of acute back 
pain and its management [8].   

3   Visualisation Methods 

A plethora of digital applications and visualisation methods have been recently 
developed in order to educate different professionals and especially the medical 
practitioners, aiming to decrease the learning curve and act as a knowledge enhancement 
tool.  Noticeably a number of aesthetically pleasing visualisations have been produced in 
a compulsive and fractious manner.  

Two dimensional representations and alphanumeric diagrams of complex anatomical 
data have failed evidently in the past to convey knowledge, mainly due to the fact that the 
human body itself and the environment that surrounds it, are by definition three-
dimensional. As such it is impossible to depict the three-dimensional complexity of 
multiple layers of the human body through two-dimensional illustrations [9]. 

In turn the digital formats appeared largely through the pseudo-3D visual 
representations which offered a different learning avenue than the traditional methods. 
Although this concurrent approach is considered a breakthrough, the limitations of 
such systems are constraining the user from developing their own learning pattern. 
The pseudo-3D models are merely a collection of still images produced from an 
object through a 360 degrees rotation. The pre-set nature of these models forces the 
user to add or remove layers of a model in an un-involving rotational manner which 
does not encourage the investigation of the object from different angles or the non-
uniformly application of cross-sections.  

Real-time 3D visualisation unlocks this interactivity as it allows the user to 
investigate the 3D model and interact with it in an infinite number of ways. The 
manipulation of the presented data is not constrained by pre-set factors but only from 
the user’s motivation to interact with the system. Furthermore, the interaction tools 
that could be developed for such application can be customised depending on the 
learning outcome and extend users’ experience beyond the typical axis rotation of 
images or the aloof viewing of multiple animations. 

4   VR Interface 

Recent studies have advocated that 3D and particularly Virtual Reality (VR) training 
methods abbreviate significantly the learning curve [10]. Our previous 
experimentation with different VR and Augmented Reality (AR) systems offered very 



58 S. Sakellariou et al. 

similar results to the aforementioned [3, 4, 11]. Based on our prior experience we 
aimed to develop an interface that could accommodate the different visual and 
auditory information that the particular group requested (GPs).  

Yet being aware of the potential system limitations as well as the different levels of 
computer literacy amongst users we strived towards a simple interface which could 
compliment the real-time 3D application with a variety of specialised still images, 
explanatory animations and related documentation that could assist and enhance the 
knowledge of the specific users [12, 13].  

The interface design followed an organic method for distributing information 
which were interlinked though different connections. As such a single level of the 
interface could be approached by a number of different points inside the system 
without constraining the user to follow a specific root. The focus point of the system 
was evidently the real-time 3D models which can be viewed either on mono or stereo 
depending the user’s equipment as presented in Figure 1.  

 

Fig. 1. Screenshot of the main application interface 

Yet adhering to the simplistic approach of information conveyance the stereo to 
mono alteration can be achieved automatically as soon as the system recognises the 
specific equipment.  
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Fig. 2. Screenshot of the real-time 3D model of the lumbar spine and pelvis in full-screen 

The interactivity for each model was kept to a minimum at this stage offering to 
the user the flexibility to rotate, zoom, and pan the model. Additionally all the 
requested sections of each model could be identified and the relevant terminology is 
presented on the side of the screen in a semi-transparent layer which aims to avoid 
any unesseccery visual conflict between the main visual information (i.e. 3D model) 
and the supplementary information (i.e. alphanumeric data).  

The system also enables the user to maximise in full-screen the real-time 3D model 
and maintain only the related terminology (Figure 2). Currently we are in process of 
developing a new range of interaction tools which will improve significantly the user 
experience and learning process. This group of tools will empower the user to dissect 
in non-uniformly manner the model, intersect CTs and MRIs related to the model, 
apply selective transparency, move individual parts and compare one or more models 
in the same window. The latter could be beneficial for training regarding 
identification of similar conditions, yet in different stages (i.e. malignant cord 
compression).  

5   Context Development 

A photorealistic, real-time 3D model of the spine was constructed drawing on data 
from traditional illustrations, large CT and MRI datasets and under guidance by 
specialist medical practitioners. This was realistically textured and annotated via an 
interactive system whereby selecting a label would indicate on the model the exact 
position of the labelled structure and vice versa. Detailed, but not exhaustive anatomy 
labelling was included in the 3D model. Structures trivial to general medical anatomy  
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and pathology were deliberately omitted. On the other hand, structures commonly 
affected by pathology were highlighted in case studies. The visual input of 
information was further enriched by greatly detailed still images and high-definition 
animations. 

Five different aetiologies of acute lower back pain were illustrated using the 3D 
models, animations, photorealistic still images and correlating with medical diagnostic 
imaging. Thus mechanical back pain, cauda equina syndrome, spinal stenosis, ankylosing 
spondylitis and malignant infiltration of the spinal cord were presented as medical case 
studies with subsequent questions on diagnosis and management.    

An extended optimisation of the 3D models was further applied in order to 
improve their refresh rate when presented in a 3D stereoscopic format. Notably the 
optimisation process was applied in a two fold approach, firstly to the actual geometry 
and in turn to the textures and shaders. The final optimisation outcome enabled the 
models to be viewed by minimum specification computers and handheld mobile 
devices.  

6   Evaluation 

Preliminary evaluation of the system was undertaken through interactive sessions of 
the end users with the 3D real-time environment and subsequent anonymised scoring 
of the user experience and the medical context. Comments relating to the educational 
value of the associated factual information of the proposed application are beyond the 
scope of this paper and will not be further analysed here. 

Evaluation of the interface was two fold: Subjective user evaluations were gathered 
regarding the usability, interactivity and usefulness of the interface and the use of the 
real time 3D models, as scores on a Likert scale. Objective evaluation was also 
performed by a neutral observer on the usability of the system as evidenced by the 
user/3D model interaction, time to retrieval of information and overall willingness to 
explore the application. Eye tracking equipment also monitored the user’s focusing 
points and indicated whether the interface augmented or hindered the learning 
process. 

Quantitative and qualitative analysis of the Likert questionnaire and of free text 
comments and suggestions was performed (Figure 3). Twenty users, 60% general 
practitioners and 40% physiotherapists accessed and evaluated the application. Their 
prior familiarity with 3D technology ranged from none to moderate with only 5% 
having prior exposure to 3D within the context of educational material. The users’ IT 
competence also ranged significantly with the majority (80%) subjectively and 
objectively scoring average IT competence. 10% subjectively scored themselves as 
proficient, but objectively only 5% was. 5% (User 8) scored themselves as moderately 
competent but on objective assessment was of very limited IT competence, a factor 
that affected the user’s interaction with the application and the subsequent user’s 
assessment. Despite of this limitation of this user, the scores were included in the 
analysis. Overall, end users were overwhelmingly satisfied with the interactivity 
provided by the 3D model and found information portrayed sufficient and easy to 
access.  It is interesting to note that 95% of the users strongly agreed that the 
application can be used as an educational tool for both practitioner and patient and 
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that they would use it as an aid to teaching. Even the user who found interaction with 
the system difficult scored it relatively high for conveying information for teaching 
purposes. 

 

Fig. 3. Likert scores, 3D model evaluation 
(1-10 scale, 1=Strongly disagree, 10=Strongly agree). 

Some of the collated comments that predominated in our qualitative analysis: 

- 90% of users – Realistic, accurate, interactive 3D facilitate learning.  
- 85% of users – Easy to use/navigate 
- 80% of users – Excellent integration of visual stimuli (3D model) and factual   
information (text/labels) 
- 95% of users – Asked for expansion of the application to cover other body 
areas/pathologies 
- 60% of users - Suggested reduction in the volume of the associated factual 
information and indicated that the 3D models and animations conveyed the required 
information more effectively. 

Extracts from individual users’ comments: 

- “User friendly – things are in common sense areas” 
- “Use of 3D is intuitive. Super imposed pathologies and medical scans on 3D models 
facilitate learning by demonstrating real life pathology and engaging the user” 
- “Could easily be tailored to patient education, facilitating patient enablement” 
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The aforementioned feedback and observations were further verified by the 
preliminary analysis of the eye-tracking generated data which demonstrated an 
approximately 90% concentration of eye gaze on the 3D models at in any given page 
of the interface as illustrated in the Figure 3 below. 

 

Fig. 4. Screen capture of the recorded video footage presented the eye-tracking results 

7   Conclusions 

Overall this paper discusses the challenges involved in the development process of the 
Virtual-Reality learning application and the HCI design developed for this system. 
Furthermore this work introduces the visual components of the interface and presents 
the outcome of a preliminary evaluation. The proposed interface has been evaluated 
with the use of both quantitative and qualitative methodologies. The derived results 
are promising as the vast majority of the users enjoyed the experience and refreshed 
or accumulated the indented material by exploring the 3D real-time data in a 
simplified, timely manner. 

Our tentative plan of future work aims to expand the context and interactivity of 
the system so as to enable other types of users (i.e. undergraduate/postgraduate 
medical trainees and patients) to access meaningful information without the time and 
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physical constrains of laboratories. Additionally aspiring to increase the accessibility 
of the system the prototype VR application entertains the use of virtual reality for 
training purposes of General Practitioner doctors and offering the same user-
experience through a web-based version of this application which currently can be 
visited on the www.3dmedicaleducation.co.uk. Consequently we plan a second series 
of system trials which will further inform our thinking and design of interface tools. 
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Abstract. In previous works we have studied the behavior of simple training 
systems integrated by a haptic device basing on criteria derived from 
Manipulability concept. The study of complex systems needs to re-define the 
criteria of optimal design for these systems. It is necessary to analyze how the 
workspace of two different haptics, simultaneously on the same model, limits 
the movement of each other. Results of the new proposed measures are used on 
Insight ARTHRO VR training system. The Minimally Invasive Surgery (MIS) 
techniques use miniature cameras with microscopes, fiber-optic flashlights and 
high definition monitors. The camera and the instruments are inserted through 
small incisions on the skin called portals. The trainer uses two PHANToM 
OMNi haptic devices, one representing the camera and other the surgical 
instrumental. 

Keywords: Haptics, Workspace Interference, Manipulability, Optimal 
Designing.  

1   Introduction 

When developing a VR simulation, on the one hand we are moving in the real world 
by manipulating a haptic device; this movement corresponds to a movement of an 
object in our simulation, that is, in the virtual environment. So we must first study the 
portion of space that can be achieved with our device, called the real workspace 
(RW). Therefore should be made according to his characterization of an efficiency 
measure based on the criterion of Manipulability [1], which will allow us to redefine 
the subareas we want to work from all the available area. So, according to the virtual 
environment to define, called virtual workspace (VW), this portion of the RW must be 
chosen. 

The Minimally Invasive Surgery (MIS) techniques use miniature cameras with 
microscopes, tiny fiber-optic flashlights and high definition monitors. The camera and 
the instruments are inserted through small incisions on the skin. The visual control of 
organs and surgical instruments is done thanks to the image provided by the video 
camera [2][3]. These procedures are complex to perform and require specialized 
training in order to obtain proficiency in the skills [4]. Therefore this paper proposes a 
methodology to optimize the design of these training systems, so that depending on 
the surgical technique to implement, it is possible to define an optimal configuration 
of virtual training system for each case. 
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2   Manipulability Solid 

Among several indices that allow us to study the quality of systems involving several 
haptic devices we have chosen the well known concept of Manipulability [5] [6] [7], 
since it allows a quantitative value to the quality of the system. 

Manipulability of a device is its ability to move freely in all directions into the 
workspace [8]. In these terms the Manipulability for each device configuration, is a 
tool for evaluating the quality and the performance in the designing of a manipulator 
device [1] [9] [10].  

From the original formulation of Yoshikawa, we use the formulation of 
Manipulability proposed by [11]: 

μ =σmin (Ju)/σmax (Ju) (1) 

Where: 
σmin and σmax are the minimum and maximum singular values of Ju, upper half of 

the manipulator Jacobian matrix. 
For each haptic we can define a volume as the Manipulability Solid associated to 

the device (fig. 1). 

 

Fig. 1. 3D Solid of Manipulability (left). Detail of positioning options of a VW inside the RW 
(right). 

From whole the RW a portion is selected: the virtual environment which we called 
Virtual Workspace (VW), in red in fig. 1-right. We place VW inside RW taking 
advantage of best zones according to Manipulability index (different options of 
positioning a VW are presented).  

3   Useful Manipulability 

During a simulation session we find that there are zones of VW where the specific 
task is effectuated. So it is desirable than the haptic device provides its best 
performance in these zones. For a specific task to be done, we define Navigation 
Frequency Map-NFM as the VW where we assign to each voxel the number of times 
is visited when doing this task. 
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Fig. 2. 2D Portion of NFM-Diagnostic Arthroscopy. NFM is a 3D object in XYZ, figure 
represents a portion for an X defined value. Level curves represent frequency values in 10e-3. 

We discretize RW in a grid of voxels so we call μijk the value of manipulability 
calculated using (1) in each cell (i, j, k).  

∑ ⋅=
ijk

ijkvijkv fμ̂ μ  (2) 

where:  

μv ijk is the distribution of Manipulability into a cell. 

fijk is the frequency of visits sampled during a simulation session in a cell. 
Figure 2 shows an example of a NFM obtained from the simulation of a Diagnostic 

Arthroscopy.  

4   A New Algorithm for Optimal Positioning 

The design of the proposed system requires positioning the VW inside the solid of 
Manipulability. This is the intersection of two solids, the bigger, the RW that spans 
the space where we can work on the other side the VW, which corresponds to the RW 
subsection we want to use. 

This intersection affect zones with different values of µ (different colored volumes 
vi in figure 1). The use of this concept has the difficulty of finding the best relative 
positioning, i.e. what is the best area of RW for that size of VW, and for the 
application which we will do in this virtual environment 

We modify the previously used global optimization algorithm for solving it. The 
main advantage obtained with the use of this modified algorithm compared to the 
previous, Simulated Annealing-SA [12], is that in the case of the use of SA the ability 
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to converge sometimes was compromised if there was much difference between the 
size of RW and VW, so we could stay in local minima. Now the obtained search 
process is therefore more general. 

4.1   Interference Factor-IF 

Optimal navigation of a single device has been defined in previous work by the 
coefficient of Useful manipulability [13]. However, when the system consists of two 
devices, the behavior of one influences the other. While the two haptic devices do not 
perform a Dual Arm Cooperative Task Execution [14], there is interference because 
we have two haptics working in the same VW. We define Interference Factor (IF) as 
the index to quantify that effect. For its definition is necessary to study NFM tasks of 
each device, as well as introducing a time base. So taking into account not only how 
many times you visit a voxel of VW, but in what instant, and the proximity of the 
voxels that both Haptics visit in the same moment. 

Additionally we must consider that there is a task, in this case the tool's operation, 
which can be primary. In this case we can think about minimizing the interference 
factor of the camera on the tool, providing NFM modification of the OMNi camera, 
looking for a new optimal path. 

5   Results  

In Insight ARTHRO VR, containing two devices, the application is centered on a 
virtual model of the human shoulder. We compare the optimal XYZ relative 
positioning for a set of different operations. We obtain these optimal positioning and 
the  vμ̂  values corrected with the new IF index. 

Interference factor is calculated considering a time base. To do this, when we 
create the NFM, is incorporated in each voxel, not only the value of visits to this 
voxel, but also the instant of time of each visit. So when we study the comparison of 
dual work with two haptic devices, we must consider where to find the End Effector 
(EE) of each device at all times. 

The IF is a function of the distance between the EE of each device so that if the 
distance is reduced, should be incorporated a real interference in the devices 
movements, since the rate of Manipulability of individual haptic, is going to be 
conditioned by the movement of the other. 

The IF is modeled as an exponential value and corresponding to a maximum value 
of 1, without interference from a distance that our case is 5 voxels. For the positioning 
based in Simulated Annealing + IF a cell for the size of VW of 2mm is selected. Then 
IF is effective in a distance of 10mm between both EE. Moreover, with this size of the 
grid we can simplify assuming μv ijk= μijk calculated by (1), that is, we can suppose in 
each cell the value of the index of Manipulability is constant, so (2) can be simplified  
to: 

∑ ⋅=
ijk

ijkijk fμvμ̂  (3) 
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We have to realize the study of a system that is going to involve two OMNi 
devices, provided that in case of study, an operation of minimally invasive surgery, 
they are going to play roles of video camera and operation tool. Therefore there have 
been defined the corresponding VW of VW-camera and VW-tool. In these VW both 
values of Navigation Frequency Map (NFM) (Figure 2) must be indicated. With this 
information we incorporate the value of time each voxel is visited and the instant of 
the visit. 

Once obtained the maps of frequencies for each of two devices there begins the 
process of search of the ideal positioning. The initial parameters of the Simulated 
Annealing [15] are: 

Initial Error: error_i = 0.12 
Initial Probability: pr_i = 0.28 

Initial Temperature:  125.0
)_log(

_
_ =−=
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The "condition of cooling " is temp=temp*0.92. The process will continue while 
the condition is fulfilled of temp > 0.005. 

The initial placement of the VW must be arbitrary in order to avoid local minima. 
As the temperature is modified, jumps of position are going to be realized, and we 
have introduced too a bigger jumps in this version. In every temperature the variation 
of position for each of the directions XYZ is calculated by the formulae: 
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where: 
k is a constant proportional to the resolution of the grid  
random is a random Lumber between 0 and 1. 

The conditions of acceptance are one of the following: 

accepted-vv μ̂μ̂ >
  ar pp >

. 

being:   

pr – value of the probability at a temperature:  
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−=

temp
pr

vaccepted-v μ̂μ̂
exp

 
pa – a random number between  0 and 1. 

If this positioning is accepted, this cell turns into the new ideal point to place the 
VW:  

vaccepted-v μ̂μ̂ =
 

However, in each case, before considering the value accepted-vμ̂  is necessary to 

check whether there have been problems of interference with this configuration. IF 
factor is a characteristic of the operation being simulated, so there are interventions 
within the same virtual environment, where interference will occur and other 
interventions that do not. 
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Thus, the optimal solution for each of two devices OMNi will come indicated by 
the position XYZ that corresponds to this ideal value of convergence. The results 
indicate the position XYZ where the optimal performance for the OMNi is obtained 
from the coordinate origin at the center of OMNi device, and the corresponding value 

of vμ̂ .  

5.1   Different Virtual Scenarios 

In order to study the effect of modifying NFM with the same haptic device in the 
same virtual environment, we selected additional surgeries techniques: 

Surgery for shoulder instability. The Bankart lesion is a tear on the labrum in the 
lower part of the shoulder joint [16]. A SLAP lesion involves the labrum and the 
ligament on the top part of the shoulder joint [17]. The first operation was a shoulder 
arthroscopy where most part of the work is made in the border of the glenohumeral 
zone. The problem to solve is called Bankart lesion, and the intervention consists of 
several steps: Bankart's injury is opened with arthroscopic instrumentation to obtain 
osseous bleeding tissue. After this, mini-screws have to be placed at the edge of the 
glenoid cavity and threads of suture across the labrum and from the glenohumeral 
ligaments. Then the ligaments and the labrum must be knotted and prefixed to the 
edge of the glenoid cavity. Finally the opening is closed. According to the analysis of 
the movements of the surgeon in this type of intervention, we created a NFM (Figure 
3-1). The SLAP lesion involves the work in the top part of the joint, so both of them 
Bankart and SLAP are located in the shoulder joint but on the bottom or in the top. 
For SLAP lesion we created a NFM (Figure 3-2). 

 

Fig. 3. 3-1. Frequency map corresponding with the Bankart lesion. 3-2. Frequency map 
corresponding with the SLAP lesion. 

Surgery for impingement syndrome. Damaged or inflamed tissue is cleaned out in 
the area above the shoulder joint itself. The surgeon may also cut a specific ligament 
and shave off the under part of a bone. This under part of the bone is called the 
acromion. Removing a part of the acromion can stop the tendons of the rotator cuff  
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from rubbing on the bone. This type of surgery is called an Acromioplasty [18]. So, 
in this intervention, most part of the work is done in the surroundings of the acromion. 
For Acromioplasty we created a NFM (Figure 4). 

 

Fig. 4. Frequency map corresponding with Acromioplasty 

Rotator cuff disorders. These are irritations in or damage to tendons around the 
shoulder. The selected operation is called Bursectomy. It is a shoulder arthroscopy 
where most part of the work is made in the subacromial area. The subacromial bursa 
is a tissue that serves as shock absorber and that diminish the rubbing between the 
acromion and the supraspinous ligament [19]. The patient with problems of the muff 
has an inflammation and hypertrophy of the bursa, called bursitis. The Bursectomy 
consists of drying out up the inflamed bursa. See the corresponding NFM in Figure 5. 

�

Fig. 5. Frequency map corresponding with Bursectomy 
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The results obtained by high resolution whole-exploration including IF factor, for 
optimal position XYZ are: 

Bankart lesion: 

OMNi-tool: vμ̂ = 0.9176, position (-41, 139, 252) millimeters. 

OMNi-camera: vμ̂ =0.897, position (-10, 112, 109) millimeters. 

SLAP lesion: 

OMNi-tool: vμ̂ = 0.9384, position (-38, 167, 263) millimeters. 

OMNi-camera: vμ̂ =0.897, position (-9, 98, 113) millimeters. 

Acromioplasty:  

OMNi-tool: vμ̂ = 0.9384, position (-40, 143, 234) millimeters. 

OMNi-camera: vμ̂ =0.897, position (-10, 107, 101) millimeters. 

Bursectomy operation:  

OMNi-tool vμ̂ = 0.908, position (51, 139, 250) millimeters. 

OMNi-camera: vμ̂ =0.897, position (-14, 115, 121) millimeters. 
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Abstract. Social games have skyrocketed in popularity; much to the surprise of 
many in the game development community.  By reinforcing individualized 
internalization of concepts while framing those experiences in terms of social 
activities, social games are filling a void not adequately filled by other games 
and may turn out to be power learning tools.  Their potential use in education is 
still in its infancy as many consider how the characteristics unique to social 
games could be used within a learning paradigm.  By creating asynchronous 
multiplayer environments and play dynamics designed to leverage both 
individual and collaborative goals, social games may foster long distance 
relationships and encourages reflection of the tasks preformed.  

Keywords: Social Games, Social Networks, Learning Games, Serious Games. 

1   Introduction 

Social activities continue to evolve as technology moves more of society’s activities 
from the real space to the virtual. Casual occurrences such as keeping in touch with 
friends and family, announcing accomplishments, sharing photos, or wishing 
someone happy birthday have in many cases become an online activity. One 
researcher, Valentina Rao suggests that social networks are a “Third Place” [1]. That 
is, an area dedicated to playfulness. Ray Oldenburg first introduced “Third Places” as 
a place that is separate from home or work [2]. In a “Third Place” people congregate 
to play, interact, and engage in discourse among other things that are generally playful 
in nature.  

Rao suggests that online social networks have already begun to replace 
conventional “Third Places”, removing the need for people to be in the same 
geographic location and moving that experience to a variety of virtual places. With 
the removal of geographical limitations comes the increase in both size and relevance 
of social networks. These virtual social activities and their ability to expand an 
individual’s social network have begun to transcend the barrier of the “Third Space” 
making them integral at both work and home.  Incorporating education and training 
into these “Third Places” might be an effective way to keep learners connected, to 
keep them motivated and to keep them learning. 
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1.1   Pervasiveness of Social Networks  

Facebook is the undisputed heavy weight of the social networking world. In February 
2011 they had over 500 million users who spend over 700 billion minutes on Facebook 
per month [3]. What is really impressive is the active users create an average of 90 pieces 
of content a month, resulting in 3.5 billion pieces of content per week. Image uploads 
alone equal 2.5 billion each month [4]. Although, other popular social media sites lag 
behind Facebook they are by no means small. Most of these sites tend to target specific 
demographic markets, and provide valued services for their audience. For example, 
LinkedIn targets professionals with services for advertising and looking for employment. 
While maintaining focused on their market they have managed an impressive 15 million 
monthly users and over 67 million total [5].  

1.2   Pervasiveness of Social Games 

Social networks have quickly become a standard part of everyday life, and from this 
social games have gained popularity as well. While not all players of social games 
play them on Facebook, many do.  In a recent study, market research group 
Lightspeed Research found that 53 percent of the people who use Facebook have 
played a social game [6]. A study by PopCap Games found that 55 percent of the 
players are female, with an average age of 48 years old. Less than half, 43 percent, 
were found to have a college degree, however, an additional 36 percent had 
completed some college or trade school courses. In the United States, 33 percent of 
respondents do not play other types of games [7]. Social games are introducing a new 
breed of players to games who have never played before, as well as, introducing a 
generation that did not grow up playing games to them.  

2   Popular Types of Social Games 

In 2009, blogger Tadhg Kelly defined 8 types of Social Games.  These included: 
Social RPGs, Sports RPGs, Casual Games, Word Games, Virtual Villages, Casino, 
Just for Laughs, and Ownership Games [8]. This set of definitions is problematic, 
however, in that its reliance on gameplay mechanics to define social games are not 
critical characteristics of these games as most of them can easily be replicated in a 
nonsocial system. This definition does not focus on which characteristics or elements 
make social games unique and how they could be used for learning. To break down 
social games into discernable categories, it might be more productive to investigate 
which features propagate the game while leveraging the social aspects of the game.  

Social Games gauge success by Monthly Active Unique (MAU) hits, their players 
who are active in a given month. These players promote to friends by inviting them to 
play, advertise by posting results to their walls, and otherwise exploit the games they 
play virally throughout the social network. It is important to not define these games 
solely by how they promote the game on the social network as most games use 
multiple strategies to accomplish this point, but how they create returning players by 
relying on the social aspects. The following represents a list of currently popular or 
new types of social games that to place reliance on the social network to sustain 
returning players.  
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2.1   Energy Depletion Games 

Energy depletion games are one of the more popular genres of social games. This type 
of game is defined by providing the player with a specific amount of energy and 
allowing them to take actions that use up a predetermined amount of it. Once the 
energy is depleted to zero, the player must wait for more energy to build up or they 
must request and/or be gifted energy from their social network before taking more 
actions [10].  The most popular of these is Zynga’s Mafia Wars. In February of 2011, 
it had 16 million MAUs, more than the entire LinkedIn network [9]. Some activities 
only require a small amount of energy but larger ones might require the player to wait 
for hours or even days before taking the action and advancing in the game. As players 
continue with the game they gain power and build energy faster, making hard tasks 
easy and impossible tasks attainable.  

2.2   Appointment Games 

In Appointment Games, the player can immediately start a task in a predetermined 
location in the game and then wait for their appointment to be rewarded for the task. 
FarmVille is the most well-known appointment game. Using FarmVille as an 
example, the player starts with a farm and a limited number of plots in which they can 
plant seeds. Once the player plants the seeds, they must wait until the plants ripen. 
Depending upon the particular seeds this could take a few minutes or several days. 
After the plants have grown, the player must keep their real world time based 
appointment in order to harvest the plants. If their appointment is missed the plants 
will wither away and unable to be harvested. Members of an individual’s social 
network may, if so included assist the player by keeping their appointments for them.  
These types of games have shown to be the most popular on Facebook. The current 
leader as of February 2011 was CityVille with over 98.6 million MAUs [9].  

2.3   Social Competition Games 

Social Competition Games follow standard casual game genres in their gameplay 
style. The most popular game of this type is Bejeweled Blitz, a fast paced high 
scoring version of the popular casual puzzle game Bejeweled by PopCap Games. 
These styles might vary greatly between casual puzzle, casino, platformer, or other 
similar games where points are earned and a competition against their social network 
friends is created. Players are drawn into this style of game because of the popular 
draw shown on their network feed. They stay engaged by attempting to beat a 
previous score or an opposing friend. Further, scores are often reset on a weekly or 
monthly basis depending upon the game allowing every player within a social 
network an opportunity to start anew. 

2.4   Linked to Friends 

The final engagement discussed here is linked to friends. The word “game” is not 
used, because these engaging activities are often more like toys than actual games. A 
popular Facebook application of this style is actually titled Zombies. Users might 
participate in activities related to friends in their network. For example, they might 
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fictionally buy and sell friends to each other. One popular linked to friends 
application has the user turning friends in to zombies or vampires with no real goal or 
ambition. Users come back to asynchronously interact with friends or see what their 
friends have done. 

3   Current Educational Examples 

Currently, few examples of educational social games that leverage the social network 
as a tool in a way that could improve learning exist.  Social games are being used in 
education, but these games are primarily social competition or simple casual games 
that post updates to the user’s wall. The following examples detail several 
applications of social games being used to help students learn: 

3.1   Hidden Agenda 

Hidden Agenda is a competition for student game developers to create fun games with 
a hidden educational purpose. The contest has run for many years, but in 2010 the 
competition was moved to Facebook [11]. With Zynga as a new sponsor, developers 
were challenged to build educational games for Facebook that will teach high school 
level material. The first year on Facebook resulted in five games, Dig Deep, 
AmeriQuiz!, Spider Trig, Timeline the Game, and Body Defense. Each of these 
games follows the casual games model, and other than posting on a players wall, does 
very little to tempt the player back.  

3.2   EnerCities 

EnerCities has incredibly high production value for a social game. Funded by 
Intelligent Energy Europe, EnerCities has players building a sustainable city. It uses 
the Unity3D plug-in and contains a high quality 3D world that looks on par if not 
superior to most commercial entertainment social games. While it appears at first 
glance to be an appointment game it is actually a social competition game that does 
not save player progress [12]. 

This seems to be a missed opportunity to allow the player to see the results of their 
actions over time. If a player could set up a coal burning plant or a solar energy plant 
and return after a few days and see the level of pollution and the long-term effect their 
actions had on the environment they might have learned more than just the short term 
effect on their current game. 

3.3   Farmville for Math Education 

An article on eHow.com provides six steps for using Farmville to teach math. The 
steps are sound, but require paying attention outside of the actual game [13]. Lisa 
Russell, writing for the home schooling section of Suite101.com suggests there is a 
simple formula students should learn to determine the Return on Investment (ROI) of 
actions taken in the game. She states, “Though scientifically inaccurate, Facebook’s 
FarmVille video game offers kids an opportunity to practice math skills, calculating 
farm profits in a neighborly environment.” [14]  
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Using existing game structures to form lesson plans is not uncommon among 
games. Students could explore the math in Farmville, but they could certainly do the 
same thing in other games. The true power of social games for learning is building the 
learning explicitly into the game itself. 

4   Untapped Opportunities for Learning 

The current developments in educational social games have not met the potential of 
the technology. By leveraging the existing paradigms of linked to friends, energy 
depletion, appointment, and social competition games; educational social games can 
reach more learners and provide previously unobtainable learning opportunities 
within social networks.  The characteristics of these games that make them 
appropriate for use in education include, but are not limited to their ability to motivate 
learners; their ability to make their players feel connected to one another and 
responsible for their own and in some cases each other’s learning and success; and 
their ability to provide learners with the opportunity to reflect.     

4.1   Motivation  

One of the most common features of social games is the ability to inform your social 
network of your achievements and actions in that game.  On Facebook, this occurs by 
posting events to the player’s wall. These transmissions of player success are the most 
important feature for developers to grow their potential customer base by motivating 
new players to join, and earn similar recognition. In learning games on social 
networks, this same feature should be leveraged to both allow the player to get 
recognition for their learning, as well as motivate others to engage in the material.  

For example, if a learning game existed on a corporate social network then players 
could not only share their in-game achievements with their coworkers, but also their 
boss. The boss would have the ability to see learners progress within the learning 
game and be informed on their progress.  In the right climate, a boss might make a 
comment on a player’s progress and initiative allowing other learners to see that 
coworkers receiving praise and thereby motivating them to play in order to get similar 
recognition. Akin to peer pressure, this extrinsic motivator towards learning can be 
leveraged to bring learners into the content faster and provide a compelling 
experience at the same time.   

4.2   Connected Learning  

Players in most social games are provided with opportunities to see each other’s 
progress in the game. This might take the form of a high score table in a social 
competition game, or actually visiting another person’s world in an appointment 
game. By seeing the progress of friends in their social network, learners have the 
opportunity to remain connected to the other learners and should be better able to 
pinpoint their levels of ability and strengths and deficiencies through comparative 
analysis.  The use of casual games in education would also provide opportunities for 
individual learners to see the climate of their social networks skills and abilities 
allowing them to reach out to those in need, or when in need to create mentoring types 
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of relationships.  The ability to have a transparent learning management system like a 
social game would also enable students to create their own goals and strategies for 
their own learning.   

4.3   Inter-reliant Learning 

Social games are primarily played in an asynchronous multiplayer environment and 
therefore do not evoke strong similarities to teamwork based learning opportunities. 
Players and potentially learners in social games are not present in the same place at 
the same time, but they do have the ability to impact and influence the outcomes of 
another player’s game. Social games prey on their player’s sense of responsibility and 
desire to be a productive member of their social networks by creating situations that a 
player’s chances of success are highly increased if they have the support and 
assistance of other players.  Players can often avoid long waits or periods of inability 
to play if the other players in their network area ble and willing to complete tasks for 
them, to give them gifts and to share their own resources.   

In Ravenwood Fair players often receive tasks that require a player recruit their 
social network in order to accomplish, such as having to to restock the assets in your 
neighbors fair.  Players with more neighbors are given more assets daily and are more 
likely to receive assistance when they request it.  In Farmville, if a player misses their 
appointment another player can fertilize their crops. This provides the player with 
more time to harvest their crops, it also helps build bonds between players, solidify 
teams and foster relationships. 

4.4   Reflection 

In the Army Learning Concept for 2015, the US Army presents a plan to revolutionize 
learning within the service. One of the issues identified in that document is, 
“mandatory subjects overcrowd programs of instruction and leave little time for 
reflection or repetition needed to master the fundamentals . . . training requirements 
will decrease to avoid increasing the course length while shortening the training day, 
to allow time for reflection that is necessary to maximize the learning effect.” [15]  
Time for reflection is important for metacognition. J. H. Flavell defines metacognition 
as, “one’s knowledge concerning one’s own cognitive processes or anything related  
to them.” [16] Put simply metacognition is a learners self awareness of their  
own knowledge. Metacognition leads to learner autonomy, independence, and  
self-regulation. 

The appointment game based model encourages players or potential learners to 
leave the game and return at a later point. During this time the player is aware that the 
effects of their actions are still ongoing within the social gaming environment.  

In FarmVille, in order to grow corn a player simply clicks the plot of land where 
they want that corn to grow and then must wait for their corn. If more complex task 
such as selecting the appropriate members for a tactical military unit sending the force 
on a mission had stop and wait periods built into it; the player could spend their 
waiting time outside the game reflecting on the decisions they made inside the game.  
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5   Conclusions 

Social games are a new and interesting type of game that have untapped learning 
potential. Social games for learning will likely never compete with entertainment 
games in their ability to garner the audience they need to become viral, but they do 
have characteristics that have positive learning potential. By allowing their users to 
leverage a social network as part of their learning experience, social games enable 
multiple types of positive learner attributes, such as self efficacy and self regulation to 
be elicited.  The implementation of social games within learning and social networks 
contextually tailored towards a specific group, like a company or class might motivate 
learners to participate in social games. Their ability to connect users as groups or 
through dependent relationships and the possible mechanic of built in reflection time 
that can be designed into and/or implemented within social games leaves their 
potential uncovered.  New content and instructional design models that support 
learning within a social game need to be created and employed into the framework of 
social games in order to allow accurate research to be executed.   
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Abstract. Advances in Augmented Reality applied to learning the assembly 
operation in terms of productivity, must certainly be evaluated. We propose a 
congruent sequence of statistical procedures that will lead to determine the 
estimated work sample size ( ) according to the level of significance required 
by the aeronautical sector or a justified similar one and the estimated 
(sometimes preconceived) value of the plus-minus error (E or E±). We used the 
Kolmogorov-Smirnov test to verify that a normal distribution fits, it is a 
nonparametric one (free-distribution). And by taking into account normal 
population, confidence interval is determined using the Student’s t distribution 
for (n-1) degrees of freedom. We have gotten E error and obtained various 
sample sizes via statistical formula. Additionally, we proceeded to utilize both 
an alpha α significance level and a beta β power of the test selected for the 
aeronautical segment to estimate the size of the sample via application of 
Operating Characteristic Curves (CCO), being this one of the ways with 
statistical high rigor. Several scenarios with different  values make up the 
outcome, herein. We disclosed diverse options for the different manners of 
estimation. 

Keywords: Augmented Reality (AR), plus-minus error or margin of error, 
confidence interval (CI), Operating Characteristic Curves (OCC).  

1   Introduction 

This document exposes how to determine the work sample size; it consists of a 
sequence of steps required to find a satisfactory estimated sample size value.   

Aeronautical maintenance training is a strategic area within which technicians must 
go carefully and where people have to take advantage of intelligent technologies such 
as AR.  
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Advances in AR, directed to training for the assembly operations in terms of 
productivity, need to be evaluated. Since this viewpoint of performance, we think 
about time invested in training and its return when we use AR to compare with the 
required standard rate.  

Having this in mind, we propose a consistent sequence of statistical steps to get our 
target of estimating the size of the sample  for the level of significance (α) used by 
the aeronautical sector or a justified similar one and the estimated (properly 
preconceived) value of the plus-minus error or margin of error (E). 

At first we start with the aim of searching such an estimate for this sample size, so 
one via that we use is a nonparametric method (free-distribution) named Kolmogorov-
Smirnov Test, which is performed to verify that a normal distribution fits.  

We execute this critical test because it is possible to utilize some known 
distributions for testing only under normal behavior case, as Statistical Theory states.  

After that, taking into account normal population, the confidence interval (CI) is 
determined by using the Student’s t distribution for (n-1) degrees of freedom. Work 
sample sizes for initialization are considered to attain the combined standard deviation 
ŝ which is used in Student´s t distribution to find out several values of the E error. 

Consequently we have obtained the E error to get the estimated sample size  via 
statistical formula utilized in the theory developed for these cases. We can hold the 
above paragraph when we have a small sample size case. And this is the situation 
here. 

We are going to generate several scenarios with the same level of significance or 
probabilities of accomplish type I error (α) and confident values of E for the previous 

 calculations in order to make up the searched outcome. 
Then we should be careful in estimating the sample size to be representative and 

avoid fall not only in lack but also in excess.  

1.1   We Propose to Use via Theoretical Formula and OCC Graphs 

Being rigorist, we build a methodology for providing two different ways:  

a) Formula derived from the confidence interval assuming normal population  
b) Graphs of Operating Characteristic Curves (OCC) 

According to Kazmier [4], for normal population we use theoretical formula for 
sample size (n) based on the population variance and margin of error, but first we 
must do an adaptation to the estimation of n and the estimated value of sampling 
standard deviation S.  

Besides, we must meet the requirements for alpha α significance level (or 
probability of type I error) and beta β power of the test (or probability of type II error) 
selected for the aeronautical segment to state the estimated sample size via graphics of 
Operating Characteristic Curves (CCO), being this, one of the techniques of high 
statistical rigor.  
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2   Paper Preparation  

Now we acquire the data achieved from Mercado [6]: the assemblage times by using 
RA for a wing of an aircraft RV-10 kit. Below is a table with the results obtained in 
his thesis.  

Table 1. Results from the AR method 

EXPERIME
NT 

X = TIME 
(min) 

ERRORS 
(qty) 

QUESTIO
NS (qty) 

1 248 3 4 

2 210 2 3 

3 236 2 3 

4 284 2 5 
5 197 0 1 

6 166 0 2 

                Source: Mercado[6]. Improving Training and Maintenance. 
                 Operations in Aeronautic Related Processes Using Augmented Reality. 

2.1   Data Analysis and Filtering 

With the aim of avoid slanted sampling or skewed data generation that would lead to 
a bad estimation of S, we will accomplish the next data analysis:  

Mercado [6] shows in pp. 32 his Table 3 where only the variables Time and 
Questions are centered on Boxplot diagram (from Minitab) while the variable Errors 
is biased.  

Also, in his Table 1, he only take into account the columns Time and Questions 
that appear as Graphics 1st. and 3rd. in Table 2 (pp. 30 and 31 respectively) and here 
is where we note with interest the last point that corresponds to his: EXPERIMENT 
#4 with Time 284, Questions 5. 
 

Filtering. Because that is the farthest point from the straight line of the statistical trial 
of Kolmogorov-Smirnov Normality test and therefore we will remove it and 
determine well, in a filtered form,  a more representative average than that obtained 
by Mercado [6]. In a second step we will eliminate and substitute such a point.  

2.2   Formulas  

Permit us present several formulas: 

1. We obtain the average of the data Xav with the following formula  
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2. The sample variance  
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3. And based on discrete uniform distribution, from Eq. (3.7) in Appendix:   
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where: ɑ +  = MAX ,   ɑ_ = MIN, and   ŝ 2  =  u2 
   

4. The sampling standard deviation   
2ss =                                                            (4) 

 

5. The Combined Std. Deviation  
 

ŝD =  ŝ / n½                                                                       (5)  
 

6. Weighed Combined Std. Deviation 
 
 

  ŝXav1 - Xav2  =  ŝ1 ( 1/n1+ 1/n2)½      (6) 
 

7. In order to obtain the estimation of d:  
 

đ  =  (1/2 ŝD) | Xav1– Xav2|                      (7) 
 

8. From OCC graph we get   n   = ( n* + 1 ) / 2                    (8)     
 

for a given value of β ( = 0.01 in aeronautical sector). 

Other formulas shall appear according to paper development. For the aviation 
sector, we take the level of significance α = 1% = 0.01, thus: α/2= .005 

From statistical tables for normal distribution, we find 2/αz      Z.005 = 2.58 

To begin with, we initially make calculations, by mean of previous formulas, using 
filtered Mercado´s data (see Filtering at section 2.1), which are shown below: 

Reminder: we removed the farthest point from the straight line of the statistical 
tests of Kolmogorov-Smirnov Normality test and therefore the average changes to:  

Xav =Average ( x ) 211.4 

Variance (
2s ) 1053.8 

Std. Deviation ( s ) 32.462 

Combined Std. Deviation (ŝD) = 27/ (5)½  = 12   

d estimated = đ = [( ½ )/ (12)] | 243 – 211.4| = 1.32   

Where we considered X = TIME. 
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2.3   Kolmogorov- Smirnov Test   

We will validate if the experimental data model fits the normal distribution statistical 
model, by executing the Fit goodness Kolmogorov- Smirnov Test: 
 

Ho: The spent time follows a normal distribution 

Hi: The spent time does not follow a normal distribution 
 

To determine should the obtained and filtered data follow a normal distribution and 
are significant accomplish the Kolmogorov- Smirnov (K-S) test. This K-S test 
indicates whether and how well the model fits the data. 

The K-S statistical test calculates the distance between the theoretical normal 
distribution and the distribution estimated from the residuals, adjusted for 
suspensions, and reports the p- value (specific probability value).  When the p-value is 
less than α (1%) the null hypothesis is rejected, and accepted otherwise. 

Once the K-S test was applied to several selected cases to be discarded someone or 
various, we achieved an acceptable fit goodness for: Normal distribution and Gamma 
distribution. 

In our case, the results were a p-value > α (= 1%) for the K-S fit goodness test: 
 

Ho: normal distribution fits  
H1: normal distribution does not fit  

 

And therefore we could not reject Ho, so we got to assume normality. Please, see 
Hogg and Tanis [3] who developed examples of K-S test. Note: Gamma distribution 
fits too. 

2.4   Confidence Interval  

According to Kazmier [4] we can apply t-student test in order to determine the 
confidence interval (CI), by using the next expression for experimental values (texp): 

texp  =  ( 1 - 2 )  / ŝ ( 1/n1 + 1/n2 )
 ½                                       (9) 

And we can build the confidence interval CI for small random sample using the t 
distribution with degrees of freedom ν = n1 + n2 - 2 (assuming and / or having tested 
normal population by mean of fit goodness via K-S test). From:  

( x1 - x2 )  ±  tν,α   ŝ ( 1/n1 + 1/n2 )
 1/2                                                              (10) 

we get: 

E  = CI / 2 =  tν,α   ŝ ( 1/n1 + 1/n2 )
1/2                                                             (11) 

3   Via Theoretical Formula and OCC Graphs 

After it has been proved our population or universe were normal it should be used 
with all forcefulness the corresponding theoretical formula of Kazmier [4]:  
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n = (z σ / E) 2         (12) 
 

which we adapt for dealing with an estimated value:  
 

   n  = (z ŝ / E)2       (13) 
 

where ŝ is the estimator for σ, E is the margin of error and n is the estimator for n. 

3.1   Scenarios Developed by Formula 

It was stated that:     n = (z ŝ / E)2   =  ŝ 2 (z / E)2 from Eq. (13) We knew the result ŝ =  
32.462  based on Std. Deviation ( s ) formula. 

The Confidence Interval CI is depicted for small random sample (assuming and / 
or having tested normal population fit goodness, via K-S Test). 

1. Reminder 1: we removed the farthest point from the straight line of the K-S 
normality test (see Filtering at section 2.1) to get a 1st new margin of error E. 
Such as Eq. (10): 

  x  +  tν,α   ŝ/n1/2      (14) 
 

  x  +  t4, 0.01  ŝ/n1/2  = 211 ± (4.604) 32.462  /51/2 =  211 ±  66.83;  E = 66.83 
By introducing attained data into adapted formula: 

     n =(z ŝ / E) 2 = ŝ2  (z / E) 2 = 1053.8(2.58 /66.83)2 = 1.57 ≈ 2; n is an integer.  
 

2. Reminder 2: we removed the farthest point from the straight line of the K-S 
normality test (see Filtering) and substituted it to get a modified average and a 
2nd  representative margin of error E: 

  x  +  t5, 0.01  ŝ/n1/2  =  211 ± (4.032) 23.67  /61/2 =  211 ±  38.95 ;  E = 38.95 
By introducing attained data into adapted formula: 

     n = (z ŝ / E)2  = 560.3 (2.58 /38.95)2 =  2.45  ≈   3 
 

3. For two depending samples (associated pairs), where ν =   n1 +  n2  - 2 = 5 + 5 - 2 = 8 
  x  +  t8, 0.01  ŝ1 ( 1/ n1+ 1/ n2 )½  =  211 ± (3.5) 14.97 =  211 ±  52.4;  E = 52.4 

By bringing together obtained into adapted formula: 
   n = (z ŝ / E)2  = 560.3 (2.58 /52.4)2  =  1.35  ≈   2 

3.2   Scenarios Developed by OCC Charts 

4. With the resultant quantities gotten by formulas (2.2 section), we reached the first 
amount for  đ (= 1.32). And placing this estimated value of d as input into CCO 
chart: 

 For β = .01 from OCC graph we get   ñ*=   15 
Then,    n   = ( ñ* + 1 ) / 2  = (15 + 1) / 2 = 8                                        by Eq. (8) 

 

5. After that, we detached the farthest point from the straight line of the K-S  
normality test (see Filtering) and therefore other representative average resulted: 

 Xav modified = 211.4  and  ŝ2  modified = 32.462  
 ŝ1  = 23.67 based on discrete uniform distribution (rectangular distribution) 
 And we assumed  ŝ1  ≈  ŝ2  =  ŝ = 23.67 
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On the other hand, Combined Std. Deviation     ŝD =  ŝ / n½  =  23.67/ (5)½    =  10.6  
So:   đ = [ 1/ 2(10.6)] |243 –  211.4|  =  1.4925  ≈ 1.5 
With this value as input in CCO chart, for a beta β = .01, from OCC graph: 

We get   ñ* =  14  and   n  = ( ñ* + 1 ) / 2  =  (14 + 1) / 2 =  7.5 ≈  8   by Eq. (8) 
 

6. We removed the farthest point from the straight line of the K-S  normality test 
(see Filtering) and substitute it for the previous average to get another new Xav 
(= 211.3) 

And another new Combined Std. Deviation   ŝD =  ŝ / n½  =  23.67/ (6)½   =  9.66 
So, we have a new:   đ = [1/ 2 (9.66)] |243 – 211.3|  =  1.6384 
With this value as input in CCO chart, for a beta:  β = .01 from OCC graph:  

We get   ñ* =  8  and   n   = ( ñ* + 1 ) / 2 = ( 8 + 1) / 2 =  4.5 ≈  5             by Eq. (8) 
 

7. Also, for depending samples (associated pairs), a weighed Combined Std. 
Deviation:   

 ŝXav1 - Xav2  =  ŝ1 ( 1/n1+ 1/n2)½  = 14.97                         from Eq. (6) 
Thus we exploit it in determining   đ = 1/ 2 (14.97)] |243 – 211.3| =  1.058  
For β =.01, from OCC graph  ñ*  = 21, so  n   = ( ñ* + 1 ) / 2 = ( 21 + 1) / 2 = 11     by Eq.(8)  

4   Results 

The scenarios we obtained for n  were: 

Table 2. Various scenarios of estimated sample size (for depending and independent sample 
types) 

Scenario Sample type Via ŝ z E 
error 

Estimation  α β 

1.- independent Formula 32.462 2.58 66.83 2 .01 - 
2.- independent Formula 23.67 2.58 38.95 3 .01 - 
3.- depending Formula 14.97 2.58 52.4 2 .01 - 

Scenario Sample type Via ŝD  d Estimation  α β 
4.- independent CCO 12 - 1.32 8 .01 .01 
5.- independent CCO 10.6 - 1.4925 8 .01 .01 
6.- independent CCO 9.66 - 1.6384 5 .01 .01 
7.- depending CCO 14.97 - 1.058 11 .01 .01 

 
By the next manage approvals, we briefly want to clarify the OCC charts use. 

Input:  
a) Set α = 0.01 (aeronautical sector), hence select the correspondent OCC chart  
b) Enter to horizontal axis by addressing the estimated value for  d:    

 đ = (1/ 2ŝD) |Xav1 – Xav2|      from Eq. (7) 
c) Select the  β = 0.01 (aeronautical sector) on the vertical axis of the OCC 

chart.  
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Fig. 1. Operating Characteristic Curves (OCC). Source: Hines and Montgomery [2] 

Output:  

 ñ* value in OCC chart 
 with  ñ*  thus we estimate the work sample size   n   = ( ñ* + 1 ) / 2         by Eq. (8) 

5   Conclusion 

We learn to solve assessment sample size problems by doing research in advance so 
necessary, especially when the situation demands to know a good approximation of 
the corresponding magnitude before running the experiment. This is our study case, 
herein. 

Several scenarios of estimated sample size could be construed from two points of 
view. 

We think about different manners for getting the two outcome types. However it is 
crucial to consider the beta probability (β) to achieve our target given that we also 
must try to avoid falling in the type II error. For this reason, the second way gave 
more credible results for the proposed sizes at 4, 5, 6 and 7 rows of Table 2 by 
utilizing the CCO via. 

We invite you to take advantage of this study which is focused on estimating the 
size for small work samples in order to cut costs within an adequate criterion. 
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Appendix: Discrete Uniform Model (Rectangular Distribution)  

Organización Internacional para la Estandarización (ISO) [7]. 
 

Disclaimer. This section is composed by the international standard ISO 3534-1 
Vocabulary and Symbols-Statistics, Part I. It is an official translation from ISO 
organization, so sorry we are not authorized for converting to English. Let us use 
Spanish. 
 

Distribución uniforme discreta (distribución rectangular). (*)El uso correcto de la 
información disponible para la evaluación Tipo B de la incertidumbre estándar en la 
medición tiene un adentramiento basado en la experiencia y conocimiento general. Es 
una habilidad que puede ser aprendida con la práctica. Una evaluación de Tipo B de 
la incertidumbre bien basada puede ser tan confiable como la de Tipo A, 
especialmente en una situación de medición donde la valoración Tipo A es fundada 
sólo en un pequeño número comparativo de observaciones estadísticamente 
independientes. Casos a ver: 
 

a) Sólo un valor singular es conocido por la cantidad Xi, p. ej. un valor sencillo 
medido, un valor resultante de una medición previa, un valor de referencia de 
literatura o un valor de corrección; usado para xi. La incertidumbre estándar u(xi) 
asociada con xi debe ser adoptada cuando es dada. De otro modo, es calculada de 
datos de incertidumbre inequívocos, pero si no están disponibles, ésta debe evaluarse 
basándose en la experiencia. 

b) Cuando la distribución de probabilidad puede ser asumida de la cantidad Xi, 
basada en teoría o experiencia, el valor esperado y la raíz cuadrada de la varianza 
deben ser tomados como un estimado de xi y la incertidumbre estándar asociada u(xi) 
respectivamente. 

c) Si sólo los límites inferior y superior a+ y a- pueden ser estimados para el valor 
de la cantidad Xi (por ejemplo, las especificaciones de la manufacturera de un 
instrumento de medición, un rango de temperatura, un error de redondeo o de 
truncado resultado de una reducción automática), una distribución de probabilidad 
con una densidad de probabilidad constante entre esos límites (distribución de 
probabilidad rectangular) tiene que ser asumida para la posible variabilidad de la 
cantidad de entrada Xi. Según el caso (b): 
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para el cuadrado de la incertidumbre estándar  ŝ 2. Donde:  ɑ+ = MAX ,   ɑ -  = MIN. 

( )−+ += aaxi 2

1

      
para el valor estimado Xav o Xprom; y: (3.6)

( ) ( )22

12

1
−+ −= aaxu i  

(3.7) 
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Abstract. The present study investigated the applicability of an integrated 
quality assessment approach to assess English learning website quality. The 
study used the Kano Model to identify attractive quality attributes of the content 
and user interface functions of an English learning website. The Importance-
Satisfaction Model was used to determine the interface functions that need to be 
improved. Findings of the study led to the conclusion that the content and user 
interface functions of English learning websites should be specially developed 
according to the satisfaction level of the learners and also the degree of 
importance perceived by them. On the basis of the key quality attributes 
identified by utilizing the integrated quality assessment model developed in this 
study, English learning website designers can make important decisions on 
specific areas for enhancing the quality of the website and improving the 
learning efficiency of the users. 

Keywords: English as a foreign language (EFL), English learning, computer-
assisted language learning (CALL), Internet-assisted language learning, e-learning, 
educational technology. 

1   Introduction 

With the advent of the digital age and the proliferation of educational technology, 
effective integration of e-learning can be very advantageous in higher education [1]. 
As the current learning websites are being updated at a torrid pace, educators and 
website designers should continuously assess the quality of the latest technology from 
different aspects [2]. In particular, technical improvements in the actual learning 
content and interface functions can give rise to enhanced learning outcomes. 

In the CALL context, many e-learning websites have been developed worldwide, 
but little research has been conducted concerning the development of comprehensive 
evaluation criteria [3]. To develop students’ necessary English skills in the global 
information society with the most convenient and practical means, it is of significance 
to further improve the existing Internet-assisted language learning tools. These tools 
already possess the practical advantage of being readily available to the students. In 
spite of the huge demand for user-friendly language learning websites and materials, 
most of them still lack standardized management and consistent quality at the current 
time [4]. The vast amount of learning materials in e-learning has also brought about 
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the challenge of using suitable learning materials for a particular learning topic, 
creating the need for user recommendation within a learning context [5]. What 
English learning websites require is constant feedback from the perspective of the 
users in context, so that users’ quality of learning can be improved [6]. 

In the broad field of quality assessment, many methods are available for 
investigating requirement characteristics of the users. Of the range of methods 
available, one of the widely utilized methods by academic researchers and industries 
is the Kano Model. A few examples of domains that the practical research tool has 
been applied to include website design [7], web-based learning [8], and product 
design optimization [9]. In the EFL context, Sung [10] conducted a cross-national 
study that utilized the Kano Model to identify attractive quality attributes of English 
language teaching at two universities from two East Asian countries. 

Whilst the Kano Model is an established tool for sorting quality attributes into 
various categories, the comparatively new Importance-Satisfaction Model (I-S Model) 
can be considered a simple yet powerful tool for finding out the excellent attributes 
and the to be improved attributes [11]. Analytical results derived from the I-S Model 
allow identification of quality attributes that need to be improved upon. This key 
function provides important guidelines for quality decisions. Based on the analyses 
and decisions, required actions can then be initiated for quality improvement. 

Two of the most important dimensions of an e-learning website are its content 
quality [12] and user interface design [13]. Therefore, English learning website 
designers committed to providing an effective language learning experience to users 
should not only focus on the aesthetics and the sheer amount of learning material that 
they can place on a website. Instead, they should also highlight the strengths and 
weaknesses of the existing design and the content area for improvement. In view of 
these critical aspects, integrating the Kano Model and the I-S Model with the aim of 
obtaining more valuable quality information becomes a strategic move.  

Taking into account the functional versatility of the Kano Model and the useful 
applications of the I-S model, it can be presumed that the integrated approach holds 
promise as a fitting tool for assessing website quality in the virtual English learning 
environment. For these reasons, the Kano Model and the I-S Model were chosen and 
integrated to be applied to this study. 

The purpose of this study was to investigate the applicability of an integrated 
quality assessment approach to assess English learning website quality via user 
feedback information. With the aim of achieving the stated purpose, the following 
objectives were formulated to guide the study: 

 

1. To examine students' perceptions regarding English learning through web-based e-
learning; 

2. To classify attractive learning content; 
3. To determine interface functions that require immediate improvement. 

2   Methodology 

This section presents the research design and procedures for the study. First, the 
participants’ background information will be introduced. Next, the learning content of 
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the English learning website and instrumentation used in this study will be illustrated. 
Lastly, the procedures of data collection and data analysis will be presented. 

2.1   Population and Sample 

The target population for this study represented all university freshmen from a 
selected university in northern Taiwan during the Spring semester of 2010. Cluster 
sampling was employed to randomly select six classes from six different colleges 
with varying majors. This method is appropriate for educational research situations 
where the population members are grouped in classes. The sample participants for the 
investigation included 219 freshmen. 

2.2   Weekly Use of the Website 

All participating students used the online English website under study weekly for 18 
weeks throughout the Spring 2010 semester. The learning content of the website is 
divided into five thematic units including daily life, living environment, 
transportation, recreation, and holidays and festivals. The units contain anywhere 
from seven to 13 lessons for a total of 52 different topics altogether. The intention 
behind this design was for students to learn one lesson per week throughout the year. 
For this study, students were randomly assigned two lessons per week for a total of 36 
lessons. 

Students were asked to use all eight interface functions under investigation 
including vocabulary, pictures, pronunciation, related phrases, dialogue practice, 
slang, idioms, and test to learn the materials. Moreover, in-class quizzes specifically 
designed to reinforce consistent use of the eight interface functions were administered 
on a weekly basis. 

2.3   Instrumentation 

A survey instrument was designed to collect data for this study. The items of the 
survey developed were in accordance with the actual learning content and interface 
functions of the website. The survey contains 39 items and is divided into four parts: 
(1) English learning websites, (2) quality attributes of website content, (3) quality 
attributes of the interface functions, and (4) importance level and satisfaction level of 
the interface functions. There are 18 items in the first part, five items in the second 
part, eight items in the third part, and eight items in the fourth part. 

In each item on the instrument, there is a five-point Likert-type scale for 
participants to choose from. Part 1 of the instrument uses a scale which ranges from 5 
(strongly agree) to 1 (strongly disagree). Part 2 and part 3 were structured in reference 
to the Kano Model. These parts use a five-point Likert-type scale which ranges from 1 
(very satisfied) to 5 (very unsatisfied). Part 2 aims to investigate how students would 
feel if a particular thematic unit was either implemented or unimplemented. Part 3 
aims to investigate how students would feel if a particular interface function was 
either implemented or unimplemented. Each item in part 2 and part 3 requires the 
participants to provide a pair of responses. The first in each pair, a functional item, 
refers to a situation in which the thematic unit or interface function is implemented. 
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The second in the pair, a dysfunctional item, refers to an opposite situation in which 
the same attribute is unimplemented. 

Part 4 of the questionnaire is structured in reference to the I-S Model. Similar to 
parts 2 and 3, this part also uses a five-point Likert-type scale (1, very important to 5, 
very unimportant for the degree of importance and 1, very satisfied to 5, very 
unsatisfied for the satisfaction level). The questionnaire aims to identify quality 
attributes of interface functions that need immediate improvement. Each item in this 
part requires the participants to provide a pair of responses as well. The first in each 
pair deals with the degree of importance of the quality attribute. The second deals 
with the satisfaction level of the quality attribute.  

2.4   Data Collection 

At the end of the 18-week semester, the researcher distributed the survey 
questionnaires to the 219 students from the six classes under study. The researcher 
specified that the results derived from the questionnaires were going to be reported for 
research purposes only and no individuals were going to be identified. The time 
needed to complete the questionnaires was approximately 15 minutes. Proper ways to 
complete the questionnaire, especially parts 2, 3, and 4, were carefully explained by 
the researcher. 

With the intention of obtaining the best results, the students were given sufficient 
time to complete the questionnaires. The researcher also encouraged the students to 
carefully select their best response. All questionnaires were returned directly to the 
researcher for data analysis. 

2.5   Data Analysis 

Upon return of the survey questionnaires, all data were checked first to detect if they 
were usable. Of the 219 questionnaires returned, Two (0.91%) were found to be 
incomplete and four (1.83%) contained invalid data that could not be categorized. 
Two-hundred and thirteen (97.3%) were complete and useable for data analysis. All 
usable data from the questionnaires were then entered and analyzed. 

For objective 1, descriptive analyses, including means and standard deviations, 
were performed to examine students' perceptions regarding English learning through 
web-based e-learning. For Objective 2, thematic units and interface functions were 
analyzed using the Kano Model [14]. Using English learning websites as the setting, 
thematic units or interface functions can be categorized based on the interplay of the 
student’s responses for the thematic unit or interface function when present and when 
absent into the five following categories: 

− Attractive quality attribute: A thematic unit or interface function that gives 
satisfaction if present, but that produces no dissatisfaction if absent. 

− One-dimensional quality attribute: A thematic unit or interface function that is 
positively and linearly related to student satisfaction – that is, the greater the degree 
of implementation of the thematic unit or interface function, the greater the level of 
student satisfaction. 
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− Must-be quality attribute: A thematic unit or interface function whose absence will 
result in student dissatisfaction, but whose presence does not significantly 
contribute to student satisfaction. 

− Indifferent quality attribute: A thematic unit or interface function whose presence 
or absence does not cause any satisfaction or dissatisfaction to students. 

− Reverse quality attribute: A thematic unit or interface function whose presence 
causes student dissatisfaction, and whose absence results in student satisfaction. 

Table 1. Kano Evaluation Table 

 

The thematic units and interface functions were categorized in accordance with the 
Kano Evaluation Table (Table 1). A quality attribute falls into two categories if the 
difference between the highest rated attribute and the second highest rated attribute is 
less than 3%. 

For Objective 3, interface functions were analyzed using the I-S Model. Interface 
functions in need of immediate improvement were determined using the I-S Model. In 
the I-S Model, the horizontal dimension shows the degree of importance of a 
particular interface function, and the vertical dimension shows the satisfaction level of 
the interface function [11]. The order pair (importance scale and satisfaction scale) 
can then be located on the coordinates. The means of the importance scale and the 
satisfaction scale can be then used to divide the coordinate into the four following 
areas: excellent, to be improved, surplus, and care-free. 

3   Findings 

The results of data analysis of the study are presented in this section. The main 
strengths and weaknesses of the website under study are presented first. This section 
also reveals the various quality attributes of thematic units and interface functions 
derived from the data analyses. In the Kano Model, thematic units or interface 
functions that fell into the attractive category are analyzed first, followed by ones that 
fell into the one-dimensional and must-be categories. Indifferent quality attributes are 
reported last. In the I-S Model, interface functions that fell into the to be improved 
area are analyzed first, followed by ones that fell into the excellent, surplus, and care-
free categories. 

3.1   English Learning Website 

The following results were derived from descriptive statistics. Students agreed with 
the flexibility in time of use of the learning website (M = 4.42, SD = 0.62). The ability 
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for repeated practice on learned material provided by the website (M = 4.31, SD = 
0.63) was indicated as the second advantage. The convenient easy access to use the 
website (M = 4.26, SD = 0.67) was indicated as another positive trait. 

From a learning standpoint, the overall content of the website was considered 
practical for English learning (M = 3.76, SD = 0.69) to a certain extent. From a 
technical standpoint, the general interface design of the website was considered easy 
to use (M = 3.92, SD = 0.64). 

The lowest rated item was that the website’s design can lead to improvement in 
speaking skills (M = 2.43, SD = 1.04). Likewise, the students did not agree that the 
website’s design can lead to improvement in writing skills (M = 2.49, SD = 0.98). In 
contrast, the students agreed that the website’s design can lead to improvement in 
listening comprehension (M = 3.51, SD = 0.99) and reading comprehension (M = 
3.54, SD = 0.97). 

3.2   Quality Attributes of Website Content in Kano Model 

Categorized data of the website content quality attributes identified by the students 
are reported in Table 2. Ninety-five (44.60%) students identified Daily Life as an 
attractive quality attribute whereas 89 (41.78%) students identified Recreation as an 
attractive quality attribute. The other three thematic units were indentified as 
indifferent quality attributes. 

Table 2. Categorization of Website Content Quality Attributes 

Unit/ 
Attribute Attractive One- 

dimensional Must-be Indifferent Reverse Attribute 
Category 

Daily Life 95 44.60% 25 11.74% 31 14.55% 62 29.11% 0 0.00% Attractive 
Living 

Environment 62 29.11% 22 10.33% 27 12.68% 102 47.89% 0 0.00% Indifferent 

Transportation 43 20.19% 45 21.13% 19 8.92% 106 49.77% 0 0.00% Indifferent 
Recreation  89 41.78% 49 23.00% 20 9.39% 55 25.82% 0 0.00% Attractive 

Holidays and 
Festivals 54 25.35% 27 12.68% 21 9.86% 111 52.11% 0 0.00% Indifferent 

3.3   Quality Attributes of Interface Functions 

Categorized data of the website interface function attributes identified by the students 
are reported in Table 3. Of the eight interface functions, Related Phrases was found to 
be the most attractive quality attribute by 102 (47.89%) students. Pronunciation was 
identified as an attractive quality attribute by 75 (35.51%) students. Additionally, 
Dialogue Practice was identified as attractive by 84 (39.44%) students and as 
indifferent by 78 (36.62%) students.  

There was only one interface function, Vocabulary, that 73 (34.27%) the students 
identified as a one-dimensional quality attribute. The remaining four interface 
functions were indentified as indifferent quality attributes. 
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Table 3. Categorization of Interface Function Attributes in Kano Model 

Function/ 
       Attribute Attractive One- 

dimensional Must-be Indifferent Reverse Attribute 
Category 

Vocabulary 43 20.19% 73 34.27% 46 21.60% 51 23.94% 0 0.00% One-
dimensional 

Pictures 48 22.54% 41 19.25% 17 7.98% 107 50.23% 0 0.00% Indifferent 
Pronunciation 75 35.21% 35 16.43% 44 20.66% 59 27.70% 0 0.00% Attractive 

Related 
Phrases 102 47.89% 28 13.15% 21 9.86% 62 29.11% 0 0.00% Attractive 

Dialogue 
Practice  84 39.44% 29 13.62% 22 10.33% 78 36.62% 0 0.00% Attractive/ 

Indifferent 
Slang 51 23.94% 30 14.08% 18 8.45% 114 53.52% 0 0.00% Indifferent 
Idioms 36 16.90% 22 10.33% 29 13.62% 125 58.69% 1 0.47% Indifferent 

Test 25 11.74% 16 7.51% 39 18.31% 131 61.50% 2 0.94% Indifferent 

3.4   Importance Level and Satisfaction Level of the Interface Functions 

Categorization results derived from the I-S Model are presented in Figure 1. The 
mean degree of importance for the eight interface functions was 3.99. The mean 
satisfaction level was 3.45. The mean degree of importance is used as the horizontal 
axis. In addition, the mean satisfaction level is used as the vertical axis. The two axes 
divide the coordinate into four quadrants. 

 

 

Fig. 1. Categorization of Interface Function Attributes in the I-S Model  

The results indicate that there are three interface functions located in the to be 
improved area. Based on the ranking of importance, they are related phrases, 
pronunciation, and dialogue practice. Vocabulary is the only function in the excellent 
area. Pictures and slang are in the surplus area. The remaining two functions, idioms 
and test, are in the care-free area. 
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4   Discussion 

Students have positive perceptions toward the flexibility, repeated practice, and 
convenient easy access offered by the English learning website. The overall content of 
the English learning website was found to be of practical use. Students perceived 
daily life as the most attractive thematic area to learn using the website. Since the 
students have to deal with academic and technical English in the classroom setting, 
they seem to be more inclined to acquire everyday English in their own virtual 
learning environment. The general interface design was deemed satisfactory. Still, its 
limited usefulness for users to practice output skills of speaking and writing was 
pointed out as a major weakness. Designers of English learning websites should focus 
on this technical limitation and improve it in order to meet current user needs. 

Dialogue Practice received polarized responses. While it was identified as the 
second most attractive user interface function, it was also identified as indifferent by 
approximately one-third of the students. What’s more, it fell into the to be improved 
area with relatively low ratings. Likewise, Related Phrases and Pronunciation were 
also identified as attractive functions that fell into the to be improved area. These 
three desirable yet underperforming functions can affect users’ development of oral 
communication competency. The current limitation of the technology to effectively 
help students practice speaking skills calls for the need to improve the interactive 
content of the website. Within the past decade, several large-scale language 
proficiency tests worldwide started to implement mandatory speaking test tasks to 
comprehensively assess four skills [15, 16]. In increasingly more non-English 
speaking countries, certain proficiency tests have been imposed on millions of 
university students as one of their degree requirements [17, 18]. Considering the 
aforesaid issues and the importance of adequate speaking skills to produce accurate 
communication, there is an apparent need to tackle the technology’s current inability 
to functionally develop speaking skills. After all, as important as vocabulary is in the 
acquisition of a foreign language, speaking is as crucial to effective communication. 

The Test function was found to be the most indifferent, unimportant, and 
unsatisfied function by a great majority of the students. This finding reflects Kartal’s 
[19] claim that most language learning websites do not utilize the Internet to its full 
potential, and the pedagogical scenarios and learning theories are reduced to just 
answering structural exercises such as multiple choice questions, true or false items, 
and fill in the blanks. Moreover, the proficiency levels, the learning objectives, and 
the target user group are not clearly specified in these websites. The Test function of 
the website under study contains only 10 vocabulary matching questions per lesson. 
The overly simplistic structure may be seen as a cause of the negative user feedback. 
For online tests to reflect the range of language skills the website intends to offer, 
they should be designed to measure more than vocabulary acquisition. However, it 
has been advocated that Internet-based language tests should employ simplified 
interfaces if students are to be tested in their knowledge of the target language as 
opposed to being tested on their performance and skills as computer users [20]. To 
strike a desirable balance, a variety of tests should be developed to assess different 
language skills while retaining user-friendliness. 
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Due to the nature of the Kano Model and I-S Model, all data of this study were 
limited to Likert-type responses. Subsequent studies should include relevant open-
ended questions to gather additional data. Interviews should also be conducted to 
elicit information regarding the preferred improvement that users would like to see. 

5   Conclusions 

The present study successfully utilized the Kano Model and the I-S Model to assess 
quality attributes of an online English learning website. Findings of the study led to 
the conclusion that the content and user interface features of English learning 
websites should be specially developed according to the satisfaction level of the 
learners and also the degree of importance perceived by them. On the basis of the 
attractive attributes identified by the students, instructors can make appropriate 
changes to the lessons they assign to the students. This will likely increase student 
motivation as they would be learning what they consider attractive. Degree of 
importance and satisfaction level of the users can also update website designers with 
significant information regarding particular interface functions that require immediate 
improvements. It is recommended that the integrated approach (Figure 2.) developed 
in this study can be used to enhance the quality of the content and specific user 
interface functions of English learning websites. 

 

Fig. 2. The Model of Enhancing English Learning Website Quality Using Integrated Quality 
Assessment 
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Abstract. In the recent years, virtual worlds have gained wide spread popularity 
and acceptance in a variety of application domains including training, 
education, social networking, and conceptual demonstrations. This is largely 
due to their ability to support modeling of fully textured high-resolution real 
world objects, to provide a compelling user experience, and to offer novel, rich 
and exploratory interactions to the user. However, the impact of familiarity with 
the real world domain and objects on user behavior is still unclear. In this study, 
we discuss the findings from a pilot study on a virtual world facility tour that 
was based on a real world facility. The objectives of the tour were threefold. 
First, we sought to understand the feasibility of using a virtual tour in lieu of the 
actual real world tour. Second, the tour was used as an educational tool to 
demonstrate several sustainable or efficient energy initiatives to the facility 
occupants. Specifically, the virtual tour consisted of an interactive energy 
dashboard, a low voltage LED based lighting demonstration, an illustration of 
Heating, Ventilation and Air Conditioning (HVAC) equipment operations 
during day and night, and renewable energy sources within the facility. Third, 
we sought to understand the impact of the tour on participants’ future behaviors 
and attitudes toward sustainable energy. In order to address these overarching 
objectives, user feedback was collected using a survey after the users 
participated in the tour. We administered the survey to both occupants and non-
occupants of the facility to also understand the impact of familiarity on their 
behaviors. Users who were familiar with the facility were optimistic about their 
perception of learning how to navigate around the virtual replica than those who 
were not familiar. Our preliminary findings from the survey indicate that virtual 
worlds can have a positive impact on the users’ behavior. Overall, we found 
that users’ engagement during the virtual tour could contribute to learning and 
the development of lasting positive behaviors within virtual world, which can, 
in turn, translate into real world behaviors. 

Keywords: Virtual Worlds, Experiential Learning, Human-in-the-loop simulation.  

1   Introduction 

Virtual worlds are one of the fastest growing technology thrust areas in gaming and 
social networking communities. They have been applied rigorously toward training 
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and experiential learning applications in the recent years (Cohn, Nicholson & 
Schmorrow, 2009; Nicholson, Schmorrow & Cohn, 2009; Schmorrow, Cohn, & 
Nicholson, 2009; Tharanathan, Derby & Thiruvengada, in press; Thiruvengada, 
Tharanathan & Derby, in press). With the availability of large network bandwidths, 
high end computing resources, advanced voice and video communications, user 
experience has become more lively, engaging and quite seamless within online 
communities. This has led to the development of many virtual worlds with varying 
levels of fidelity. In this research, we attempt to understand the impact of a user’s 
virtual world interactions and experience on real world behaviors within the context 
of an energy sustainability initiative. We propose that a compelling interaction 
bundled with an engaging user experience can have a lasting impact on user’s 
perception and encourage energy conservation behaviors. 

2   Literature Review 

A virtual environment (VE) is a simulated, computer generated environment that 
creates “synthetic sensory experiences” (Salas, Oser, Cannon-Bowers and Daskarolis-
Kring, 2002). For example, users could interact with computer-generated images, 
sounds, and haptics. More specifically, multiuser virtual environments (MUVEs), also 
referred to as virtual worlds (VW), allow users to interact with other users within the 
simulated environment for the purpose of collaboration and knowledge sharing 
(Bainbridge, 2007; Salas, Oser, Cannon-Bowers & Daskarolis-Kring, 2002).  
Oftentimes, virtual words mimic complex physical environments and are inhabited by 
other users represented by animated characters, or avatars (Bainbridge, 2007). Two 
examples of VWs are Second Life® 1 and OLIVE™ 2.  

Virtual worlds have proven to be successful within a variety of domains such as 
corporate training and collaboration (Heiphetz & Woodill, 2009), military training 
(Shines, 2002), medical training (Heiphetz & Woodill, 2009), prototype development 
(Linden Labs, 2009), psychological treatment (Anderson, Rothbaum & Hodges, 
2001), and higher education (Wankel & Kinsley, 2009). This success can be attributed 
to the virtual world’s ability to provide the user an immersive environment that is 
suitable for role-playing, problem-solving, collaboration, experiential learning, and 
interaction (Heiphetz & Woodill, 2009). That is, virtual worlds allow users to develop 
cognitive skills and acquire knowledge while being situated within an environment 
that mimics a real, inaccessible, and/or dangerous environment (Dieterle & Clarke, 
2008; Mantovoni, 2001). 

3   Virtual World Demonstration Framework 

Our framework was developed within a virtual world called Second Life® to educate 
the visitor about the sustainability and energy initiatives that were being implemented 
at our facility in real world. We called it the “Golden Valley Virtual Tour” (GVVT). 
We adopted an iterative user centered design approach to construct the components of 
                                                           
1 Second Life® is a registered trademark of “Linden Research, Inc.” 
2 OLIVE™ is a trademark of “SAIC, Inc.” (Formerly owned by Forterra Systems, Inc.) 
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our GVVT framework. The details of the user centered design approach and the 
individual tour stop components of our GVVT framework are discussed below.  

3.1   User Centered Design 

In order to engage the user effectively and deliver a compelling user experience, we 
followed a user centered design approach as described by Usability Professionals’ 
Association (UPA) guidelines and User Centered Design Methodology (Mayhew, 
1999). We adhered to the key steps identified within the four distinct phases: 
Analysis, Design, Implementation and Deployment. During the Analysis phase, we 
met with the key stakeholders including building managers, champions/members of 
the sustainability committee, public relations to identify the vision for this 
demonstration. We also identified key usability goals and objectives and transformed 
them into needs and requirements. A field survey of the real world facility was 
conducted to capture the details so that we could use them in the design and 
implementation phases. At this point, we identified several user profiles but narrowed 
it down to three key user profiles (facility occupant, building manager, executive 
member) and created detailed personas. A task analysis was conducted to identify user 
scenarios and user performance requirements. In the Design Phase, we began 
brainstorming design concepts and metaphors and came up with four key tour stops 
(Energy Dashboard; Motion Detected LED Lighting; HVAC Day/Night Modes; Wind 
Turbine and Solar Panel) for the demonstration. The specific details of each tour stop 
are discussed further in the rest of this section. The demonstration included an 
automated and interactive robot tour guide who was modeled after a real life tour 
guide to walk the visitor through the various tour stops in a pre-determined sequence. 
We developed detailed workflow and navigation for the users based on the use case 
scenarios identified earlier. Then, we proceeded to develop storyboards, interaction 
paradigms, and robot tour guide scripts for each tour stop. We documented the scripts 
using a standard template that was specifically designed for this demonstration. 
During the implementation phase, we conducted ongoing evaluation of the 
implemented prototypes during recurring meetings with the development team within 
the virtual world facility. We also adopted an iterative build approach, wherein, each 
tour stop was developed first and perfected before we constructed the next tour stop. 
An informal heuristic evaluation and usability testing of each tour stop was also 
conducted. This enabled us to work closely with the development team as the design 
was implemented and improve the quality of the tour stops significantly. In the final 
Deployment Phase, we conducted reviews with the stakeholders and received 
feedback from them using surveys to understand the effectiveness of the tour stop to 
achieve the goals and objectives of the user when they engaged with this 
demonstration framework.  

3.2   Description of Framework Components 

The GVVT framework components consists of the virtual facility that is a recreation 
of the real world facility, a robotic tour guide and four key tour stops (Energy 
Dashboard; Motion Detected LED Lighting; HVAC Day/Night Modes; Wind Turbine 
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and Solar Panel) that are organized in a hierarchical manner. The hierarchical 
organization of our GVVT framework is shown in Fig. 1.  

 

Fig. 1. Hierarchical Organization of GVVT Framework 

A virtual representation of Golden Valley facility was developed. The robot tour 
guide that resembles a human avatar was responsible for directing the visitor through 
the various tour stops in a predetermined sequence. The role of the robot tour guide 
can be considered similar to the role a tour guide at a museum. To visit the individual 
tour stop, the visitor would have to first register with the robot tour guide and instruct 
it to proceed to the subsequent tour stop in order to experience the same. In addition, 
we built an alternative fully automated tour experience using a Virtual “Segway® 
Personal Transporter3”, where the visitor would not have to stop and interact with the 
robot tour guide to proceed to the next tour stop. We also constructed an interactive 
and automated receptionist avatar capable of greeting the visitors (based on 
proximity) and providing key facts about the virtual facility when the visitor first logs 
into the virtual tour. This framework is robust, scalable and can be easily customized 
to include additional tour stops in the future. The tour stops were classified into four 
groups based on the mode of user interaction and level of feedback as shown in  
Fig. 2. 

The visitors were able to interact manually with the objects of interest within tour 
stops 1 & 3 using their avatars either via keyboard or mouse. In tour stop 2 & 4, the 
location of the visitor’s avatar and the proximity to objects of interest triggered 
interactions (e.g. Motion-detected Low Voltage LED lighting). Similarly, the visitors 
received limited (direct) feedback in tour stops 1 and 2 through audio narration and 
states of individual objects. In tour stops 3 & 4, the visitors received more (indirect) 
feedback through illustrative videos, in addition to direct feedback about object states 
and through audio narration. 
                                                           
3 Segway® Personal Transporter is a registered trademark of “Segway, Inc.” 
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Fig. 2. Classification of Tour Stops 

3.3   Tour Stop 1: Energy Dashboard 

The focus of this tour stop was to inform the visitor about the current energy 
consumption of the building and educate them about the energy conservation 
measures. We composed a storyboard and script that would be narrated by the robot 
tour guide to inform the visitor about the significance of this tour stop in addition to 
user interaction methods. To achieve this goal, we used an interactive web based 
dashboard and superimposed that on a virtual large screen display object within 
Second Life®. We enabled the user’s avatar to interact with the dashboard contents 
and review information such as current energy usage, historical energy consumption 
and comparison for each section of the facility, etc. This tour stop aimed at raising 
awareness on how the building is performance from an energy consumption 
perspective and how users can contribute to global energy conservation both within 
and outside the facility. A snapshot of the energy dashboard is shown in Fig. 3. 

3.4   Tour Stop 2: Motion-Detected Low Voltage LED Lighting 

In this tour stop, we aimed to inform the user about the ongoing initiative to reduce 
energy consumption using motion-detected low voltage light emitting diode (LED) 
lighting source. We composed a storyboard and script that would be narrated by the 
robot tour guide to inform the visitor about the significance of this tour stop in 
addition to user interaction methods. Each conference room is equipped with motion 
detected lighting controls. Sensors automatically detect when the room becomes 
occupied and turns on the lights. When occupants exit the room, the sensors no longer 
detects motion and turn off after a small period of time. To interact with this tour stop 
the visitor would control his/her avatar and enter the conference room which would 
automatically turn the lights on. The layout of this tour stop is shown in Fig. 3. 
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Fig. 3. Snapshot of Tour Stops 1-4: Energy Dashboard (Top Left); Motion-detected Low 
Voltage LED Lighting (Top Right); HVAC Day Night Modes (Bottom Left); Wind Turbine and 
Solar Panel (Bottom Right)  

This change alone has been estimated to save roughly $1000 per hour for all of the 
conference and training rooms combined. In addition, the lighting in conference 
rooms, have been replaced with LED lighting, which is estimated to have an 
approximate energy savings of roughly 43%. In other areas of the building, such as in 
the atrium, daylight sensors detect when there is enough ambient lighting provided 
from the skylights. When there is not enough natural ambient lighting, then the atrium 
lights will turn on. In open office areas, there is also a time based lighting control 
mechanism that automatically turns the lights on during normal operations and turns 
the lights off during after hours.  

3.5   Tour Stop 3: HVAC Day/Night Modes 

The goal of this tour stop is to inform the visitors about the operations of the HVAC 
equipment and how it impacts the controls during day time (when the facility is 
occupied) and night time (when the facility is unoccupied). We created a storyboard 
and script that would be narrated by the robot tour guide to inform the visitor about 
the significance of this tour stop in addition to user interaction methods. It informs the 
visitor that the HVAC control system attempts to reduce energy consumption at night 
when the facility in not in use by lowering the temperature set points during the 
warmer months and raising the temperature set points during the colder months. By 
doing this, we are not continuously heating or cooling unoccupied areas of the 
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building. It also informs the user to see how the temperature of the building changes 
from day to night on the virtual wall mounted digital thermostat in addition to the air 
flow from the ducts. In addition, a short video clip that illustrates the HVAC 
operations is played on a large screen display in a looped manner. This enables the 
user to interact, explore and learn about the HVAC operations. A snapshot of this tour 
stop is shown in Fig. 3.  

3.6   Tour Stop 4: Wind Turbine and Solar Panel 

In this tour stop, we intended to highlight the wind turbine and solar panel green 
energy initiatives and the offsetting benefits for using such green energy generation 
technology. Currently, we have installed and are testing a WindTronics®4 wind 
turbine on the roof of the real world facility and replicated a similar concept within 
the virtual facility. It is being used to power the lighting within a corridor of our 
facility. This tour stop also includes an illustrative short video clip that visually 
informs how the wind turbine operates. We provided examples of our vision for 
installing solar panel arrays on the roof top and educated users the potential benefits. 
A snapshot of this tour stop is shown in Fig. 3. 

4   Method 

Participants: We conducted a preliminary pilot study using two different user groups 
to understand the usability and perceived impact of GVVT framework tour stops on 
their long term energy consumption behaviors. Group 1 had 23 participants and was 
called “GV”. The members of this group were occupants of the real world facility and 
were very familiar with the physical layout and interior/exterior of the building. They 
had limited exposure to Second Life® and passively observed the avatar’s interactions 
at the tour stops. Group 2 was called “DLF” and had 13 participants. The members of 
this group were primarily instructional designers and had some exposure with Second 
Life®. They were not occupants of our facility and were shown the building layout 
only through floor plans, photographic images of the interior and maps of the exterior 
of the building. They passively observed the avatar’s interactions at the tour stops.  

Survey: Both groups were administered a brief survey and were asked to rate the 
survey results based on a Likert rating scale of 1(Strongly Disagree) to 5 (Strongly 
Agree). The key results for the survey questions are discussed in the next section. 

5   Results 

The questions posed to the two groups resulted in some common themes, and also 
some differences between the two groups. Fig. 4 shows a normalized histogram to 
illustrate the differences in responses between the GV and DLF group respondents for 
the questions that were asked of both groups.  

                                                           
4 WindTronics® is a registered trademark of “WindTronics LLC”. 
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Fig. 4. Normalized Histogram of Survey Responses 

Both groups found the tour helpful in understanding the energy initiatives, 
considered the tour a close representation of the facility, and thought they would use a 
virtual tour to learn more in the future. One difference noted between groups is in the 
level of confidence in using the tour. The DLF group tended to have less confidence 
in using the tour on their own. A second area of difference was in the perception of 
how users would learn to use the virtual tour, where the DLF group was more 
skeptical that end users would quickly learn. The third area of difference was in the 
perception of whether the feedback was easy to understand. Here, the DLF group had 
more spread than GV group, and also provided more comments and questions on the 
feedback. 

The results suggest that non-familiarity with the real world facility may have 
negatively impacted the perceived ratings of some subjects for questions 2 (learning), 
4 (ease of understanding) & 5 (confidence). Perhaps, this may be attributed to the 
cognitive dissonance between real world and virtual world infrastructures. Since the 
DLF group has never seen our facility before except in screenshots during the 
presentation, they were being extremely conservative in their ratings. On the other 
hand, GV Occupants felt that they could compensate easily based on their familiarity 
with the real world facility. The causal factors for this phenomenon need to be further 
validated with long term studies and more subjects. 
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Another observation is that the mode for GV group on question 2 (learning) & 4 
(ease of understanding) appears to be much higher than the DLF group. A possible 
cause is the DLF group had an instructional design background and felt that there is a 
need to improve the learning deployment mechanisms, ease of understanding and 
boost the confidence of the user in the actual tour. 

The mode for question 1 (learning) & 3 (representation) appears to be higher than 
the average rating (3) for both groups, which indicates that the test subjects were 
optimistic about being able to use this framework as a learning tool and thought that 
the virtual world facility closely resembled the real world facility. 

 
Acknowledgements. We would like to thank the occupants of the Honeywell Golden 
Valley facility and the members of Digital Learning Forum (DLF) for their survey 
responses. DLF (http://www.digitallearningforum.com/) is Special Interest Group of 
the Minnesota Chapter of International Society for Performance Improvement 
(MNISPI). For more information about MNSIPI, go to http://www.mnispi.org.  

References 

1. Anderson, P.L., Rothbaum, B.O., Hodges, L.: Virtual reality: using the virtual world to 
improve quality of life in the real world. Bulletin of the Menninger Clinic 65, 78–91 
(2001) 

2. Bainbridge, W.S.: The scientific research potential of virtual worlds. Science 317, 472–
476 (2007) 

3. Cannon-Bowers, J.A., Bowers, C.A., Sanchez, A.: Using synthetic learning Environments 
to train teams. In: Sessa, V.I., London, M. (eds.) Work Group Learning: Understanding, 
Improving and Assessing how Groups Learn in Organizations. CRC Press, Boca Raton 
(2007) 

4. Cohn, J., Nicholson, D., Schmorrow, D.: Integrated systems, training evaluations, and 
future directions. In: The PSI handbook of virtual environments for training and education: 
developments for military and beyond. Praeger Security International, Westport, CT 
(2009) 

5. Dieterle, E., Clarke, J.: Multi-user virtual environments for teaching and learning. In: 
Pagani, M. (ed.) Encyclopedia of multimedia technology and networking, 3rd edn. Idea 
Group, Hershey (2008) 

6. Heiphetz, A., Woodill, G.: Training and collaboration with virtual worlds: How to create 
cost-saving, efficient, and engaging programs. McGraw Hill, New York (2009) 

7. Lampton, D.R., Bliss, J.P., Morris, C.S.: Human performance measurement in virtual 
environments. In: Stanney, K.M. (ed.) Handbook of virtual environment: Design, 
Implementation, and Applications. Erlbaum, Mahwah (2002) 

8. Linden Labs. Simulation training and prototyping in virtual worlds: Northrup Grumman in 
Second Life. (retrieved from 2009),  

  http://secondlifegrid.net/casestudies  
9. Mantovani, F.: VR learning: potential and challenges for the use of 3D environments in 

education and training. In: Riva, G., Galimberti, C. (eds.) Towards cyberpsychology. IOS 
Press, Amsterdam (2001) 

10. Mayhew, D.J.: The usability engineering lifecycle: A practitioner’s handbook for user 
interface design (interactive technologies). Morgan Kaufmann Publishers, San Francisco 
(1999) 



 The Influence of Virtual World Interactions toward Driving Real World Behaviors 109 

11. Nicholson, D., Schmorrow, D., Cohn, J.: The PSI handbook of virtual environments for 
training and education: Developments for military and beyond. VE Components and 
Training Technologies, vol. 2. Praeger Security International, Westport (2009) 

12. Riva, G.: Virtual reality in neuro-psycho-physiology: cognitive, clinical and 
methodological issues in assessment and rehabilitation. IOS Press, Amsterdam (1997) 

13. Salas, E., Oser, R.L., Cannon-Bowers, J.A., Daskarolis-Kring, E.: Team training in virtual 
environments: An event-based approach. In: Quiñones, M.A., Ehrensstein, A. (eds.) 
Training for a Rapidly Changing Workplace: Applications of Psychological Research. 
APA, Washington (2002) 

14. Schmorrow, D., Cohn, J., Nicholson, D.: The PSI handbook of virtual environments for 
training and education: Developments for military and beyond. Learning, requirements, 
and metrics, vol. 1. Praeger Security International, Westport, CT (2009) 

15. Tharanathan, A., Derby, P., Thiruvengada, H. . Training for metacognition in simulated 
environments. In: Rothrock, L., Narayan, S. (eds.) Human-in-the-loop simulation: 
Methods to practice. (in press) 

16. Thiruvengada, H., Tharanathan, A., Derby, P.: PerFECT: An automated framework for 
training on the fly. In: Rothrock, L., Narayan, S. (eds.) Human-in-the-loop simulation: 
Methods to practice,(In Press) 

17. Wankel, C., Kinsley, J.: Higher Education in Virtual Worlds: Teaching and learning in 
Second Life. Emerald Group Publishing Limited, UK (2009) 



R. Shumaker (Ed.): Virtual and Mixed Reality, Part II, HCII 2011, LNCS 6774, pp. 110–118, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Interactive Performance: 
Dramatic Improvisation in a Mixed Reality Environment 

for Learning 

Jeff Wirth1, Anne E. Norris2, Dan Mapes3, Kenneth E. Ingraham4,  
and J. Michael Moshell5 

1 Wirth Creative, Orlando, Florida USA 
2 College of Nursing, University of Central Florida, Orlando, Florida USA 

3 Institute for Simulation & Training, U. of Central Florida, Orlando, FL USA 
4 Interactor Simulation Systems, Inc., Orlando, Florida USA 

5 School of Visual Arts & Design, U. of Central Florida, Orlando, Florida USA 
jwirth@wirthcreative.com, anorris@mail.ucf.edu, 

dmapes@ist.ucf.edu, 
kenneth.ingraham@gmail.com, jm.moshell@cs.ucf.edu 

Abstract. A trained interactive performer uses a combination of head-motion 
capture and a new desktop gesture/posture control system to enact five avatars 
on a screen, as those avatars interact face-to-face with a participant/trainee. The 
inter-actor, assisted by a narrator/operator, provides voices for all five on-screen 
characters and leads the participant through a story-driven improvisational 
experience. This paper focuses on the processes of scenario development, inter-
actor training and production management in the new creative discipline of 
interactive performance in mixed reality environments.  

Keywords: interactive performance, mixed reality, avatar, role-playing, learning, 
training. 

1   Introduction 

1.1   Interactive Performance  

Interactive Performance (IP) is an emerging discipline in which trained inter-actors 
work with an untrained spect-actor ('spect') to improvise a story. Beginning the mid-
1990's, Jeff Wirth has developed a body of theory and practice and a training 
methodology for preparing inter-actors [1].  Five areas of skill and knowledge are 
required for a successful inter-actor: story structure, psychology, improvisation, 
dramatic performance and technology. During the interval between 2000 and 2010, 
Wirth trained a group of inter-actors at the University of Central Florida and 
conducted a series of projects and experiments to apply their skills to tasks related to 
entertainment, learning and training. Wirth's StoryBox was featured at the 2009 
Chicago Improv Festival. 
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In interactive performance,  there is no traditional script. The inter-actors must be 
free to respond as the situation develops. However, the team needs to be able to 
structure the story experience and plan their actions and reactions. To a first-time 
spect-actor (participant) in an interactive performance, the sequence of events may 
seem entirely spontaneous. The 'spect' may say or do things which directly and 
immediately impact the development of the story. However, the trained inter-actors 
are continuously applying a rich mix of psychological skills,  knowledge of story 
structure and experience in improvisation to shape and support the spect's experience. 

1.2   The Latina Empowerment Project  

Anne Norris and Charles Hughes (UCF Computer Science and Institute for 
Simulation & Training) received funding from the National Institutes of Health to 
develop a game using avatars and real-life scenarios to build skills in Latina middle-
schoolers for resisting peer pressure to engage in sexual behavior. They assembled a 
team and set forth to create a system that uses one or more inter-actors to play the 
roles of peers, interacting with the targeted teenage participants. The key idea is to 
create a simulated peer group interaction within a game-like context. The inter-actors 
control  cartoon-like characters on a computer screen. A story-driven dialog with 
several scenes leads the participant to experience peer pressure, and provide  
opportunity to practice peer resistance skills.  

This paper focuses on the issues concerned with interactive performance in mixed 
reality environments. The research objectives, methods and results concerning 
training to resist peer pressure, and the details of the specific scenario will be 
published elsewhere. We describe the characters within the scenario because they are 
particularly germane to the process of interactive performance. 

2   Story Development and Training 

2.1   The Development Process 

Jeff Wirth was engaged to develop the content of the game.  The overall strategy was 
as follows: 

 
• Recruit a team of inter-actors to conduct focus groups and field work, and to 

use these experiences to develop characters and a story through a series of 
improvisation sessions. 

• Use PowerPoint to produce simple visuals for the characters and situations in 
the story, and video projection to test the story with a few typical Latina 
teenagers through a live storyboarding process. 

• Document the results and provide guidance to the programming and art team, 
so as to construct an avatar-based system for formal experiments. 

• Conduct a series of rehearsals using the deliverable version of the game, with 
three dimensional avatars. 

• Test the final version with students in a middle school. 
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2.2   Field Work 

A team of three women with prior inter-actor or theatrical experience were recruited 
to accomplish this work.  In March and April 2010, two focus groups, each involving 
approximately ten Latina middle school girls, were held.  In May 2010, Wirth 
involved the inter-actors in field work at the middle school.  They observed and 
interacted with girls and boys in the after school program, observing interpersonal 
non-verbal and verbal behaviors. 

The team then met with two high school students who were Latina for ten design 
sessions of approximately four hours each, during June and July.  They used 
improvisational techniques to develop middle school characters and a story. This 
process was facilitated by initially providing archetype characters, which the group 
then named and described.  

The game's characters: 
 
Vicki - a friend and companion to the protagonist, also a sixth grader. 
Julissa - the coolest girl in the class; physically the most mature; an antagonist 

and source of temptation 
Margarita - younger, less developed. The 'goat' of the group. 
Javier - the coolest boy in the seventh grade and source of temptation 
Zack - the slightly younger and goofier sidekick to Javier 

 
The protagonist is the participant.  She has no on-screen representation. Rather, she is 
looking at, and being 'seen' by the on-screen characters. (Actually she is being seen by 
the inter-actor(s) controlling the characters, via a video link.) This mixture of real and 
virtual presence has been termed mixed reality [2]. 

2.3   Live Storyboarding  

A PowerPoint presentation was constructed, built around simple flat cartoon-like 
pictures of the five characters listed above.  At this stage, three inter-actors were used, 
although the ultimate plan was to have one inter-actor control all the avatars. The 
three inter-actors, a group of observers and three Latina teen-agers conducted a pilot 
testing process. We describe this process as "live storyboarding", because the 
PowerPoint scenes serve a role similar to that of storyboards in planning a movie. 
They allow experimentation with the layout of scenery, positioning of the characters 
in scenes, and their respective entrances, interactions and exits.  

2.4   Physical Setup  

A conference room at the Institute for Simulation and Training, approximately 20 feet 
wide and 40 feet long, has an airwall that divides it into two rooms. One of these 
rooms was set up with a rear projection screen. Between this screen and the far wall 
was a table and chair, observed by a video camera on a tripod. The airwall was 
partially closed. On a table sitting in the gap in the airwall was a projector, which 
illuminated the back of the rear projection screen. The participant (i.e., middle school 
girl playing the game) sat at the table facing the screen. 
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Fig. 1. Setup for the Live Storyboard Tests  

In the other room, sitting on a table was a control console which contained a video 
monitor (displaying an image of the seated participant), and an audio mixer (not 
shown in diagram). This system was set up so that the show director was sitting at the 
table, facing through the gap in the airwall, and watching the back side of the rear 
projection screen. To his right were three actors, gathered around a microphone. They 
could see the participant's video image and the cartoon characters on the screen of the 
laptop. They could also see the rear projected imagery, but neither they nor the show 
director (Wirth) could directly see the participant. 

The inter-actors spoke into a shared microphone; the sound was reproduced by 
speakers in the participant's room, but she could also hear the actors' voices through 
the open airwall door. Likewise, the participant could hear the actors' voices partially 
through the airwall. There was no delay or other impediment to the audio 'boost' 
system, as there is no Skype or other digitization of the audio being done. 

2.5   Trial Runs 

Two trial runs with participants were staged. The participants and their parents were 
interviewed, and the team then planned revisions to the storyline based on the 
experience. As the personalities of the five characters evolved, the inter-actors gained 
confidence in their ability to portray them. Parts of the scenario that 'worked' were 
expanded. The entrances and exits of the characters were modified. In one case, an 
entire scene was excised and replaced by a different scene, to remove an ambiguity 
about what happened. In the original plan, a 'fade to black' allowed the participant to 
imagine what took place between one scene and the next. This kind of openness to 
spect-actor creativity is common in interactive performance, but it did not serve the 
didactic purposes of the current project. It created too much ambiguity on the part of 
the inter-actor as to what the spect imagined was happening. 
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3   Transition from Live Storyboarding to 3d Avatar System 

3.1   A Novel Control Mechanism 

A novel control mechanism was designed by Dan Mapes for control of the 3d avatars. 
Derived from the TeachMe system [3] for remote avatar control, the new system 
differs in several fundamental ways. TeachMe, like the new system, enables a single 
inter-actor to control five avatars. However, TeachMe is a totally analog system. The 
inter-actor wears a motion-capture shirt and hat, and controls five seated avatars (one 
at a time). The hand, torso and head motions of the inter-actor are directly mapped 
onto the motion of the avatars. A relatively simple system provides plausible 
movements to the other avatars while the inter-actor has control of a specific avatar.  

The new (patent-pending) system  could be described as a "five dimensional" 
control metaphor, representing a blend of discrete and continuous control. The inter-
actor moves a pawn-like control device (with a motion capture ball on its head) across 
a two dimensional map on the desktop to select an avatar and a particular group of 
gestures or behaviors. These behaviors are custom-animated to support the scenario 
being enacted. Figure 2 shows the controls used in the first demonstration/tests. 

 

 

Fig. 2. The control map used in early tests 

 

The inter-actor moves the control away from its neutral position above one of the 
marks, and the corresponding gesture is smoothly carried out.  Associated with each 
mark, up to nine gestures can be mapped onto the four available directions of motion 
parallel to the table-top and directly up from the table (each lateral direction can 
contain up to two gestures). Diagonal motion results in a blend of the corresponding 
discrete gestures. 
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For instance, the dot at Javier: Kitchen controlled four gestures. Moving the marker 
away ("north") caused Javier to lean forward on the kitchen table. Moving to the east 
(right) generated a "chest bump" - an assertive thrusting outward of Javier's chest. 
Moving south caused Javier to cross his arms. Further movement southward produced 
an opening of the arms, in a palms-up gesture. Movement westward caused Javier to 
rotate toward his right, and to look "flirty"; i. e. downward, with eyes upward.  

In each case, the inter-actor's head motions (tracked by means of markers on a 
baseball cap) are added to those based on the pose control system. Thus a gesture 
which turns the head to the left, for instance, can still be modified with additional 
left/right or up/down movement of the inter-actor's head. 

3.2   Scenario-Specific Gestures  

The limitations of this technique are obvious: only those gestures that have been 
prepared for a given scenario are available. However, there are several advantages as 
well. The motion capture suit of TeachMe requires that the inter-actor have a rich 
repertoire of 'body language', with which to express the personalities of all the 
characters in the story. The new technique requires good control of timing but relaxes 
the requirement for specific body movement skills. It also frees up the inter-actors' 
hands for other purposes, when required. 

Two of those purposes are to move the avatar's lips when speaking, and to control 
facial emotions. An Ergodex keyboard [4] or similar device is used to move the lips, 
and to select facial expressions. 

3.3   Designing the 3d Characters   

The team worked with teenage consultants to gather images of prototypes for the 
characters in the story. The inter-actors posed the various postures and gestures that 
would be needed, and photographs were provided to the 3d modelers. 

The team generated a specific list of emotions that the faces of the characters 
would need to convey. These included: 

 
confused 
interested 
excited/flirty 
pleased/happy 
concerned 
disgusted 
'whatever' 
displeased/hurt 
 
An obvious question would be why no expression of anger was included. This 

choice was made because, based on the context of the story, there is no expectation 
that the onscreen characters will need to express anger. The participant may well 
experience that emotion or others, but the available expressions coupled with 
appropriate tone of voice and dialog could adequately deliver such emotions. 
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The acting team produced these facial expressions and then developed consensus 
as to which expression best reflected what they wanted on the characters. Photographs 
of these inter-actor-generated emotional faces were then provided to the artists. 

3.4   Test Configuration 

The next round of in-lab tests were set up as depicted in Figure 3 below.  
 

 

Fig. 3. Setup for Laboratory Tests of 3d System 

During early trials, two inter-actors shared control of the avatars. One (wearing the 
motion capture hat) controlled the head's movement, spoke the lines and selected the 
facial expressions of the avatar. The second controlled the gestures. The show 
director, sitting behind the inter-actors, provided narration and changed the scene 
when appropriate. 

During later trials, one inter-actor performed all the tasks previously handled by 
two. The second inter-actor (now sitting where the director is marked in Figure 3) was 
in charge of narration, scene changes and also with providing feedback to the 
participant. The show director remained close by, but took no active role in the 
scenario while it was running.  
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3.5   A Feedback System 

In the original design of the scenario, it was intended that the participant should be 
given continuous feedback by an on-screen display of some kind. The first version 
was a display with two columns whose height represented 'Strength' and 'Coolness', 
with a horizontal bar across the top. The participant was instructed to try to keep the 
two parameters in balance. 

As pilot experiments continued, it became clear that it was quite difficult for the 
narrator to reliably assign scores to the participant's actions. Also the scoring was not 
providing feedback specific to the two peer resistance skills being targeted by game 
play. The feedback was modified to target two peer resistance skills, resistance and 
avoidance. Consistent with the conceptual framework guiding game design 
('Communication, Competence Model')[5],  the points earned for resistance and 
avoidance can be increased by demonstrating each behavior in a “cool” way. 

It will be part of the research component of the project to determine if the narrator 
will be able to assign scores in a reliable and reproducible manner. In this paper our 
principal concern is with the cognitive loading and overall task performance of the 
inter-actor and narrator.  

4   Interactive Performance Issues 

The inter-actors involved in this project have several years of experience in live 
interactive performance. They were not daunted by the challenge of playing five 
characters in rotation. The new control interface took some getting used to, but the 
inter-actors report that they feel that they have good control over the avatars.  

One of the advantages of the five dimensional interface is that, if an inter-actor is 
unsure what gesture a given control movement will produce, they can make a small 
movement and observe the beginnings of the gesture, then retract if necessary. To the 
participant, the movement looks like natural 'fidgeting' behavior of the avatar 
character. 

A more significant challenge is to make sure that the participant encounters all of 
the experiences planned for in the experimental treatment plan. A paper check-list is 
currently being used. The narrator is responsible for tracking whether the essential 
story points come up, and for prompting the inter-actor if necessary before a scene 
change, to include all the expected experiences. 

We are using an inter-actor as the narrator because the narrator is playing an 
essential role in the dramatic process. For consistency in the evaluation process, this 
person will play the role of narrator/evaluator throughout the school experiment.  

5   Experiments to Be Conducted 

At press time, the actual experiments are scheduled to take place in April 2011 in the 
after-school program held at a public middle school in Orange County, Florida.  The 
inter-actors will be working from the Institute for Simulation and Training at UCF, 
approximately fifteen miles from the school. The outcomes of the experiments with 
respect to interactive performance will be presented at the HCII 2011 conference. The 
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outcomes with respect to the training goals of the project will be presented at 
conferences and published in nursing and interdisciplinary journals that focus on 
health promotion. 
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Abstract. We describe a pilot clinical trial with a flexible telerehabilitation 
platform that allows a therapist to remotely monitor the exercise regimen and 
progress of a patient who previously suffered from a stroke. We developed 
virtual game environments which were host to a progressive set of training 
tasks from precise fine motor movements to reaching movements that involve 
full arm and shoulder activity. Concurrently, the therapist monitored the 
progress of the patient through a video channel.  Assessment of psychosocial 
variables show that negative feelings (confusion, t(13)=2.54, p<.05, depression 
t(13)=2.58, p<.05, and tension, t(13)=2, p<.1) were significantly lessened after 
the game play. Patients’ overall satisfaction with the telerehabilitation system 
was positively correlated with the feeling of co-presence of the therapist, 
r(8)=.770, p<.005. Patients felt less efficacious in continuing therapy after 
participating in the telerehabilitation game compared to their reported 
perseverance self-efficacy before the game, t(5)=2.71, p<.05 and showed 
decreased willingness to persist in therapy regardless of fatigue after the game 
play, t(5)=2.67, p<.05. However, when patients’ pretest mood scores were taken 
into account, this trend was reversed. Patients’ active mood before the game 
was positively correlated with their willingness to persist in the therapy after the 
game, r(14)=.699, p<.005. Telerehabilitation significantly enhanced stroke 
patients’ psychological states. 

Keywords: Virtual reality, stroke rehabilitation, telerehabilitation, haptics. 

1   Introduction/Background 

For a number of years a large interdisciplinary team of researchers at the University 
of Southern California has been engaged in a series of studies of virtual environments 
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and games for recovery of motor function following a stroke. Our goals have been to 
create rehabilitation scenarios and exercises that maximize therapeutic movement 
with cortical reorganization goals in mind; motivate patients to persist in training 
using gaming features; provide immediate feedback; are easy for therapists to 
administer and monitor; provide useful data in repeated-measures designs; and result 
in improved real-world function. Some of our efforts in this regard are reported in [1-
4]. We have also turned our attention to extending this work into distributed 
environments where patient and therapist are not co-located. Well-defined and 
standardized outcomes used in telerehabilitation studies indicate that progress in 
addressing motor deficits may be addressed by remotely delivered therapeutic 
regimens [5] but the emotional and cognitive impact on patients may not be 
addressed. It is well documented that post-stroke patients suffer wide ranging 
psychological and cognitive disorders induced by cognitive impairment from damage 
to one side of their body or other limitations.  

Below we report on a pilot trial investigating some factors influencing the 
satisfaction of therapists and patients with a telerehabilitation system and the impact 
of telerehabilitation game play on patient mood states and willingness to persist in 
therapy. 

The primary argument for using games or game-like exercises for motor 
rehabiitation is that they may be sufficiently enjoyable to motivate patients to persist 
where other less engaging methods result in a substantial loss of interest in continuing 
training. Design choices made in games and the virtual environments in which they 
are played may influence enjoyment through encouraging a sense of presence, the 
feeling of “being there” when the player becomes totally absorbed and awareness of 
the physical place of game play is lost. In telerehabilitation, the critical element may 
be the sense of co-presence. A satisfactory experience will require that both parties 
experience themselves as co-located and mutually aware of, responsive to, and 
responsible to one another. Based on the foregoing we expect that the 
telerehabilitation experience will create elevated mood states and that the extent to 
which patients and therapists experience a sense of co-presence will be associated 
with satisfaction with the telerehabilitation system and willingness to persist in 
therapy. Thus 

 

• H1: Mean scores on negative feelings after playing the telerehabilitation games 
will be lower than the scores before the game play.  

• H1a: Patients’ scores on feeling confused will be lower after playing the 
telerehabilitation games than before the game play  

• H1b: Patients’ scores on feeling depressed will be lower after playing the 
telerehabilitation games than before the game play  

• H1c: Patients’ scores on feeling tension will be lower after playing the 
telerehabilitation games than before the game play 

• H2: Patients' overall satisfaction with the telerehabilitation system is positively 
correlated with the level of presence of therapists during the game play. 

• H3: Patients will demonstrate increased willingness to persist in therapy after the 
game play. 

• H3a: Patients will demonstrate increased willingness to adhere to daily therapy 
regimen after the telerehabilitation game play. 
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• H3b: Patients will demonstrate increased willingness to persist in therapy 
regardless of fatigue after the telerehabilitation game play. 

• H4: Patient's active mood before the game play is positively correlated with their 
willingness to persist in the therapy after the game play. 

2   Materials and Methods 

Approval for the study was obtained from the Institutional Review Board at the 
University of Southern California. All participants were provided with an information 
sheet describing the purposes and requirements of the study and written consent was 
obtained. Participants were recruited for either a patient or a therapist role. Inclusion 
criteria for the patient role were impairment of motor coordination in a upper 
extremity following stroke, traumatic brain injury, spinal cord injury, or amputation.  
Exclusion criteria were sensory, cognitive or linguistic limitations that would be make 
it difficult for them to respond to a computer interface, follow instructions, or 
complete questionnaires orally in response to an English-speaking interviewer. The 
inclusion criterion for the therapist role was that the individual was currently 
practicing occupational or physical therapy in California. 

Patient volunteers were recruited at Precision Rehabilitation, Rancho Los Amigos 
Rehabilitation Clinic and other rehabilitation clinics in Southern California. Clinic 
managers and staff therapists were provided with flyers to raise patient awareness of 
the study and provide potential patient volunteers with the investigators' contact 
information if they were interested in finding out more about the study. Therapist 
volunteers were recruited from Precision Rehabilitation, Rancho Los Amigos 
Rehabilitation Clinic and other rehabilitation clinics in Southern California. 
Recruitment took place through clinic managers who were provided with flyers and a 
form letter email describing the study and the investigators' contact information.  

2.1   Experimental Protocol   

All telerehabilitation sessions were held at the facilities of Precision Rehabilitation in 
Long Beach, California. This outpatient facility is focused primarily on rehabilitation 
of individuals with spinal cord injury, traumatic brain injury, stroke and amputation. 
Therapist/patient pairs were taken into separate rooms. A third room was used for 
administrative tasks and questionnaire administration .Each of these rooms had a door 
which remained closed during the questionnaire administration and computer game 
sessions so that study activities would not be accessible or visible to others at the 
center who were not directly involved.  

Each participant had the study explained to him or her and each was provided with 
the opportunity to ask questions. Following informed consent, the patient and 
therapist separately completed a series of questionnaires (see Measures, below). The 
therapist was provided with an instruction sheet for the technical aspects of the 
telerehabilitation session and a script to engage the patient in the therapeutic tasks. 
Both participants were informed that they would communicate with one another over 
an Internet connection between the rooms.  The therapist’s role was to guide the 
patient through the setup of the systems and then talk him/her through three computer 
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games designed to provide motor rehabilitation exercises for the upper extremity. 
Following completion of the tasks, the patients and therapists were asked to complete 
a usability questionnaire answering a series of open-ended and closed-ended 
questions and a post-test questionnaire about willingness to persist in training.  Study 
personnel able to handle technical issues with the networking components or assist 
the patient with equipment use were available at all times. 

2.2   System Description 

The telerehabilitation system was composed of two subsystems: a motor rehabilitation 
system and a tele-communication system.  

Motor Rehabilitation System 
Task 1: Plane Flying. This task was designed for practice in wrist pronation/ 
supination. In the virtual environment; there was an airplane moving forward with a 
constant speed and participants had to manipulate the airplane up-down or left-right 
and roll the airplane via wrist pronation/supination in order to fly through a sequence 
of hollow rectangular barriers set with different rolling angles. To interact with the 
virtual environment, the user employed an Omni haptic device. The Omni provided 
force feedback as an indication to the participants that the airplane had hit the 
rectangular barrier. To come up with various difficulty levels so that participants were 
able to repeatedly challenge the limits of their current motor capability, several 
parameters were chosen and combined in different ways. First, the size of the 
rectangular barriers (width and height) was a parameter that determined how accurate 
and stable the movement was required to be to position the airplane appropriately 
without hitting the edges of the barrier. The smaller the size of the barrier, the greater 
the accuracy and stability of wrist movement that was required. Second, the “rolling 
angle” of the barrier was set to direct the offset of wrist rotation from a neutral 
position. The larger the rolling angle of the barrier, the more rotation of the wrist was 
required. Third, the “speed” of the moving airplane was a parameter determining how 
soon in the user’s forward motion the airplane approached the next rectangular 
barrier. A higher moving speed of the airplane meant that participants had a shorter 
reaction time to respond. Three difficulty levels were designed with the combination 
of the parameters above. To measure the performance of participants, a rate of passing 
through the barriers was defined as the ratio of the number of successful passing trials 
to the number of total trials.  

Task 2: Water Pouring. This task was designed for the practice of wrist 
pronation/supination. In the virtual environment, participants manipulated a cup via 
wrist pronation/supination in order to fill it with water from a source water tank and 
pour the water into a target water tank. The interaction between participants and the 
virtual environment was achieved by a camera-LED tracking system. To define 
various difficulty levels so that participants were able to repeatedly challenge the 
limits of their current motor capability, several parameters were selected. First, the 
“size” of the source and target water tanks was a parameter to determine how accurate 
and stable the movement would have to be in order to fill or pour water without loss. 
The larger the size of the water tank, the less accuracy of movement required to fill or 
pour water. Second, a threshold with respect to the rolling angle offset from the 



 Emotions and Telerebabilitation 123 

neutral pose of the wrist was set to determine if the water was able to flow into/out of 
the cup. Specifically, the rolling angle made by the wrist should exceed the threshold 
in order to activate the water flow. A higher threshold required a larger rolling angle 
of the wrist to complete the task. With the combination of parameters mentioned 
above, three difficulty levels were designed. The total time to complete each task was 
recorded as a measure to evaluate participants’ performance. Performance score was 
further defined as the summation of the reverse of total time at each level, multiplied 
by a weighting factor for each difficulty level. A higher score meant a better 
performance. 

Task 3: Ball Dropping. This task was designed for the practice of hand opening. In 
the virtual environment, participants manipulated a virtual hand with a ball in it.  
Their task was to reach an object hanging above a grid and drop the ball via hand 
opening as rapidly as possible. A 5-DT data glove and the camera-LED tracking 
system were used to sense the hand opening and hand movement respectively. A 
difficulty level could be determined by the degree of finger extension which defined 
hand opening and taking into account the initial calibration for each participant. 
(However, in this pilot study we set the degree of finger extension as a constant). To 
measure the performance of participants, several measures were defined. First, 
movement efficiency, defined as the length ratio of the actual moving path over the 
shortest possible path was used to evaluate the efficiency of participants’ moving 
paths. A smaller value of moving efficiency represented greater moving efficiency. 
Second, the time (move time) spent in moving the virtual hand from the start position 
to the top of the target object was recorded. A lower value of move time represented 
greater mobility. Third, the time (hand open time) spent in opening the hand was 
recorded as an indication of the dexterity of hand opening. A lower value of hand 
open time represented better performance. 

 
Tele-communication System. The tele-communication system was designed with the 
use of peer-to peer network technology as a flexible platform that can deploy 
applications which require high-speed transmission of delay-sensitive media streams, 
such as audio, video, and miscellaneous data. Beyond the transmission of media 
streams, three functionalities were further developed to satisfy various objectives 
from the perspectives of therapy, usability and human perception. First, SkypeTM 
was embedded into our framework to enable oral and visual communication (with the 
use of webcams) between the patient and the therapist; thus, the therapist was able to 
remotely monitor the exercise regimen and progress of a patient and direct the patient 
through a complete practice session using interactive VR tasks as in clinics. Second, 
while the patient focused on interaction with the game environment, a view-
synchronization mechanism was made so that the view of the game environment as 
seen by the patient was transmitted to the therapist’s screen. Thus, in addition to 
watching the live video stream of the patient’s behavior through a second camera 
focused on the patient’s arm, the therapist could also see exactly what the patient saw 
on screen. The system was designed to enhance the sense of presence in the virtual 
environment and co-presence between the patient and the therapist who were located 
remotely. Finally, a remote database system was constructed to store various 
measures of the patient’s performance, such as motor data, task completion time, task 
completion rate, etc., which were transmitted immediately and continuously via DSL. 
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The therapist was able to retrieve the data of the patient’s performance at a later time 
for further analysis. 

 

   

                       (a)                                            (b)                                                (c) 

Fig. 1. (a) Plane Flying task. (b) Water Pouring task. (c) Ball Dropping task. 

2.3   Measures 

Data collected from patients included a demographic and computer use questionnaire; the 
mood as measured by the POMS-A; experience of “presence” in the telerehabilitation 
environment, willingness to persist with therapy, and a telerehabilitation usability 
questionnaire. To therapists we administered a demographic and computer use 
questionnaire, a presence measure, and a usability questionnaire. 

Mood was operationalzed by modifying the Brunel Mood Scale (POMS-A). 
Composite indices of three mood items, (1) negative, (2) confused and (3) active 
mood, and one item measuring depression were drawn from the relevant POMS-A 
items. Evaluation of negative mood was created combining the eleven 5-point scale 
negative attitude items (Chronbach’s alpha = .953). This includes the following 
individual mood items; feeling downhearted, annoyed, exhausted, bitter, unhappy, 
anxious, worried, miserable, angry, tired and bad tempered. Confusion was a 
composite index combining the following four items from the POMS-A; feeling 
confused, mixed-up, sleepy, and uncertain (Chronbach’s alpha=.819). Evaluation of 
active mood was an index composed of the following four items; feeling lively, 
energetic, active, and alert (Chronbach’s alpha = .952).  

Telerehabilation usability for the patient was an composite index of thirty-seven 7-
point scale items, including “The telerehab system was easy to use;” “I felt comfortable 
using this system;” “The instructions helped me complete this task;” “I learned to do  
the movements quickly with videoconferencing;” and “Overall I am satisfied with  
the amount of time it took to do the exercises” (Chronbach’s alpha = .917). 
Telerehabilitation usability for the therapist was composed of twenty-six 7-point scale 
items (Appendix A) including; “I am satisfied with the feedback system;” “The 
feedback window easily allowed me to see changes in the patient's performance;” “I 
would recommend the telerehabilitation system to other people;” “Overall, I have the 
impression that the telerehabilitation system will increase the scope of patient 
care/treatment;” “Overall, I have the impression that the telerehabilitation system will 
increase patients' accessibility to clinicians” (Chronbach’s alpha = .909). 
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Willingness to persist in therapy was measured by two 7-point scale items; “I 
believe I can do therapy every day that it is scheduled;” and “I believe that I can do 
therapy no matter how tired I may feel.”  

Presence in the telerehabilitation environment for patients was measured with  five 
7-point items; “I felt like I was with the therapist;” “There were times I felt like the 
therapist was with me in the same room;” “I felt like the therapist and I worked well 
together;” “I felt like the exercises using the telerehabilitation system were the same 
as working with the therapist face-to-face”; “I felt that there was another person 
working with me on the exercises” (Chronbach’s alpha=.815).  Presence for therapists 
was similarly measured by five 7-point scale items such as the following; “To what 
extent, if at all, did you have a sense of being with the patient?”; “To what extent 
were you and the patient in harmony during the course of the exercises?”; and 
“Overall, rate the degree to which you have a sense that there was another person 
interacting with you during the exercises” (Chronbach’s alpha = .882). 

3   Results 

Paired-samples t tests were conducted to evaluate whether a patient's negative mood 
states were lessened after playing the telerehabilitation games. The assessment of 
psychosocial variables showed that negative feelings were significantly lessened after 
the game play. The mean score for feeling confused was significantly less after game 
play (M = 4.50, SD = .76) than the scores before the game play (M = 6.58, SD = 
3.07), t (13) = 2.54, p < .05, (Ns for all were 14). Participants reported feeling less 
depressed after game play (M = 5.17, SD = 1.49) than before playing the game as 
well (M = 6.67, SD = 3.15), t (13) = 2.58, p < .05. The mean score on feeling tension 
was also significantly lowered after playing the games (M = 6.00, SD = 2.08) than 
before (M = 7.08, SD = 3.00), t (13) = 2, p < .1. Overall, we found that participants 
felt less confused, less depressed and more relaxed after playing the games, 
supporting hypotheses 1(a)(b)(c).  

A correlation coefficient was computed between the patients’ overall satisfaction 
with the telerehabilitation system and the therapists’ level of co-presence during the 
game play. The result showed that the correlation of the participant’s overall 
satisfaction and the therapists’ feeling of presence was statistically significant, r (8) = 
.770, p<.05, N=8. Overall, therapists whose patients rated the telerehabilitation 
system more useful and satisfactory were more likely to feel higher co-presence 
during the game play and vice versa, supporting H2. 

Paired sample t tests compared the pre- and post-test scores of patients' willingness 
to persist in therapy. The result of the mean comparison between pre- and post-test 
data did not provide support for the hypotheses on the positive impact of the game 
play on patients' level of perseverance. Patients reported that they felt significantly 
less capable of following through daily therapy regimen after the telerehabilitation 
game play, t(5)=2.71, p<.05, N=6 (M=6.83, SD=.41 in the pre-test, M=6, SD=.63 in 
the post-test). Similarly, they felt significantly less capable of persevering in the 
therapy regardless of fatigue after the telerehabilitation game compared to before the 
game play, t(5)=2.67, p<.05, N=6 (M=6.16, SD=.75 in the pretest, M=5.35, SD=.50 in 
the post test). The results show that patients felt less efficacious in continuing therapy 
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after participating in the telerehabilitation game compared to their normal level of 
perseverance. 

A correlation analysis supported hypothesis 3. An active mood before the 
experiment was positively correlated with patients’ willingness to persist in the 
therapy after the game, r (14) =.699, p < .005, N=14. The results suggest that if 
patients report that they feel active and motivated, they tend to state that they are 
willing to continue in the therapy after the game play regardless of their experience 
with the telerehabilitation games.  

4   Discussion 

This pilot clinical trial examined whether a telerehabilitation platform with a built-in 
video communication component between a therapist and a post-stroke patient would 
be effective in improving patients’ psychological states and motivation to persist in 
training. The telerehabilitation system was host to a set of virtual games and a video 
communication module that ran concurrently with the game platform. The three 
virtual rehabilitation games contained full arm and shoulder training activities with a 
focus on pronation and supination and hand opening and closing. The difficulty levels 
and the progress in gameplay was monitored and manipulated through a live video 
chat during the exercise. Post-stroke patient volunteers with impairment of motor 
coordination in the upper body and staff therapists who monitored and guided the 
patients through virtual game play participated in the pre-post design experiment. The 
task involved completing three virtual tasks: 1) The plane flying task involved 
manipulating a virtual airplane to fly through a sequence of rectangular barriers by 
pronating and supinating the wrist using an Omni haptic device; 2) The water pouring 
task was designed for improving motor capability by filling a virtual water cup from 
the source and pouring it into the target tank. A camera-LED tracking device tracked 
the wrist pronation and supination mapped onto the virtual objects; 3) The ball 
dropping task involved a hand opening and closing motion. Patients reached a virtual 
object above a grid and dropped it at the target by opening their hands. A 5-DT data 
glove with the camera-LED tracking system traced the hand opening and closing 
motion. 

The results showed that the telerehabilitation games for recovery of motor function 
were effective in producing psychological gains and a sense of co-presence. However, 
these advantages in changing emotions and mood were closely related to their 
psychosocial states before the game play. The therapist’s feelings and level of co-
presence was shown to affect the patient’s overall satisfaction with the telerehabilitation 
system.  

Patients’ negative mood states were significantly lowered after playing the 
telerehabilitation virtual games. All three aspects of negative emotions including 
confusion, depression and tension, assessed by related psychosocial variables, were 
lessened after completing three virtual telerehabilitation tasks. Our previous work has 
reported functional advantages of the telerehabilitation platform in improving 
therapeutic movement with cortical reorganization and regaining motor function of an 
upper extremity among post-stroke patients. This finding demonstrates that 
telerehabilitation exercises using video game features such as an immediate reward 
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and encouragement can positively impact the patient’s psychological states as well. 
Mood disorders such as anxiety and depression followed by physical disability and 
intellectual impairment from stroke are prevalent among post-stroke patients [6]. 
Neuropsychological studies show that the prevalence of negative emotions after the 
stroke are often associated with negative impact on motor, cognitive and intellectual 
recovery such as lack of motivation in participating in therapy, slow progress in 
recovery, longer stays in the hospital, less engagement with leisurely activities and 
even lower survival rate [7]. Given a strong association between less positive moods 
and the negative impact on recovery from stroke, it is important to address how the 
telerehabilitation system can enhance emotional states and sense of wellbeing of 
patients.  

The study also showed that participants whose therapists felt a higher sense of co-
presence during the game play reported higher overall satisfaction with the 
telerehabilitation game play experience. When therapists felt more immersed in the 
telerehabilitation experience and fully engaged with the presence of the patients, 
patients’ general sense of acceptance of the remote rehabilitation session and positive 
evaluation of the overall experience were higher. The quality and experience of 
participating in the telerehabilitation exercise should be comparable to the clinic-
based therapy where physical therapists are physically present with the patient [8]. An 
experience of spatial co-location, mutual comprehension, and emotional closeness in 
a virtual environment is crucial in creating a higher sense of co-presence [9]. The 
telerehabilitation platform with a built-in system design that allows patients and 
therapists to see and communicate with each other in real-time enhanced the level of 
engagement and communication between patients and therapists. Therapists could 
closely evaluate the patient’s movement progress, performance updates and emotional 
states and manipulate the difficulty levels and pace of the game play accordingly. It is 
important to recreate a comparable sense of co-presence between therapist and patient 
in a remote telerehabilitation session as in onsite training since it plays a large role in 
the patient’s immediate sense of satisfaction upon completing tasks. Despite the 
technological advancement and sophisticated telerehabilitation platform, a good 
relationship between the patient and the therapist and their sense of working together 
still contributes significantly to the rehabilitation process.  

5   Conclusions 

We hypothesized that patients would demonstrate increased willingness to persist in 
therapy after the telerehabilitation game play. However, patients felt significantly less 
willing to adhere to their daily therapy after the telerehabilitation game play. They also 
reported decreased willingness to persist in therapy regardless of fatigue after the 
participation. The telerehabilitation training seemed to have a negative impact on 
patient’s level of perseverance and motivation from the initial analysis. However, the 
trend was reversed when the patient’s baseline mood was considered in the 
interpretation. When patients felt active and motivated in the pretest, their willingness to 
persist in therapy was more likely to increase after the game play. Many studies have 
documented a variety of health consequences resulting from lower health efficacy levels 
and lack of motivation [10]. However, it has not been widely investigated whether level 
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of stimulation and elated mood in a virtual telerehabilitation setting is related to 
patient’s willingness to persist in therapy afterward. This result confirms the previously 
mentioned relationship between mood states and their potential impact on the 
effectiveness of telerehabilitation training. The finding demonstrates that lack of 
motivation and negative moods could be related to a failure to adapt to the exercise 
regimen in a virtual telerehabilitation training session.  
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Abstract. This paper describes a novel real-time Multimedia Rehabilitation 
Environment for the rehabilitation of patients with Parkinson’s Disease (PD). 
The system integrates two well known physical therapy techniques, multimodal 
sensory cueing and BIG protocol, with visual and auditory feedback to created 
an engaging mediated environment. The environment has been designed to 
fulfill the both the needs of the physical therapist and the patient.  
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1   Introduction 

Parkinson’s disease (PD) is a progressive neurodegenerative disease that affects 
nearly 1% of the elderly population [11]. It is characterized by akineisa (impaired 
initiation of movement), bradykinesia (reduced amplitude and velocity of movement), 
tremor, rigidity, and postural instability [6][18].The symptom are believed to be 
caused by the degeneration of the dopaminergic nigrostriatal pathway, a major 
pathway supplying dopamine to the striatum [6]. 

Currently, the standard treatment is L-3, 4-dihydroxyphenylalanine (Levodopa or 
L-DOPA) therapy. L-Dopa has been shown to improve the motor symptoms and life 
expectancy after the onset of PD. However, these benefits are not permanent; 
typically, within five years the gains begin to wear off and produce negative side 
effects [5]. Neurosurgery, which destroys a small portion of the brain, and deep brain 
stimulation are both treatment possibilities if L-Dopa becomes ineffective; but these 
are expensive and contain significant risk [6].  

Given the side affects of the medication, physical therapy can be utilized to delay 
the need for drug interventions or used simultaneously to reduce the side effects. Our 
team has designed and developed a Parkinson’s Multimedia Rehabilitation System 
that combines physical therapy techniques, sensory cueing [2][3][9][12][21][20][21] 
and the BIG protocol [3][7][8], with visual and auditory feedback to create an 
engaging mediated environment.   
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2   Background 

Sensory cueing, generally in reference to visual and auditory cues, is the use of 
external stimuli to facilitate movement. For example, of visual cues can be markers or 
lines on the floor to encourage PD patients to take bigger steps. This has been shown 
to increase stride length and stride length regulation in PD patients [2][19][20][21]. 
Auditory cues, such as music or a metronome, has been shown to increase cadence 
(rhythm) and velocity in PD patients [10][17][19].  

The BIG protocol is the use of large amplitude movements to encourage patients to 
move “bigger” [3][7][8]. Although this technique encourages larger than normal 
movement it is believed to have carryover effects that increase the amplitude of 
general movement in PD patients’. 

Multimedia rehabilitation systems have started to become more widespread with 
examples in stroke, cognitive rehabilitation, balance and, telerehabiliation 
[13][14][16]. One approach has been through the use of traditional Virtual Reality 
(VR) and Virtual Environments (VE) for motor training [13][16][23]. Similar 
approaches have long been suggested for PD and some earlier studies were promising 
[1][4]; however, recent literature points to some unforeseen problems. In recent 
literature, while using VE that replicates activities of daily (i.e. walking in a kitchen, 
supermarket, or classroom), using a full head mounted display, PD patients 
experienced hallucinations (i.e. children sitting in the desks when there were no 
children in VE) during the “off” phase of L-Dopa therapy. None of the hallucinations 
were the same and not all PD patients experienced it. This should not present an issue 
as we are not replicating activities of daily living or using a full head view display. 

In this paper we will describe the design and development of a real-time 
Parkinson’s Multimedia Rehabilitation System. We will describe the integration of 
sensory cueing techniques and the BIG protocol with visual and auditory feedback 
used to create an engaging environment for rehabilitation.  

3   User Needs and Strategies 

In order to create a system that meets both the needs of the physical therapist and of 
the PD patients we have identified a series of needs which are described below. 

3.1   Physical Therapist Needs 

After discussion with a PD occupational physical therapist and literature review, we 
have broken the requirements into three main categories that we believe fulfill the 
needs of the therapist:  

3.1.1   Usable in a Clinical Space 
Our current system works within our laboratory setting, however, we hope that future 
revisions of our system can be implemented in a clinical setting. We are trying to 
implement a system that is cost effective and space efficient. We therefore be limited 
the number of computers, projectors, projection screens, and active space in our 
environment with this need in mind. 
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Treats the Symptoms of PD. In the development of the system, we targeted the 
symptoms associated with akinesia (impaired initiation of movement) and bradykinesia 
(reduced amplitude and velocity of movement). These symptoms not only result in 
hypokinetic (reduced movement) movement characteristic to PD but also contribute gait 
irregularities such as difficulty in stride length regulation, regular cadence (rhythm), and 
low velocity [6][19].  As a result the following need were identified: 

• BIG and Faster: The system was designed to ameliorate the symptoms related to 
bradykinesia by encouraging larger and faster movements. The system tasks 
integrates the amplitude-based whole body exercise tasks and speed to promote the 
patient’s ability to reach and step as far and fast as possible.  

• Accuracy and Timing: The system was designed to alleviate the kinetic symptoms 
associated with akinesia and bradykinesia by increasing accuracy and timing of a 
patients’ reaching and stepping. To do this the accuracy measurements were made 
flexible and reasonably tolerant to meet the needs of the patient. Focus was placed 
on timing, faster reaction and fluidity of movement.  

• Repetitive and Variable: The tasks presented to patients in the system were 
designed to be either repetitive or variable. Repetitive tasks (a single task repeated 
over and over) can help patients learn new movement patterns. Variable tasks 
(multiple task mixed together) can allow patients to learn how to transition from 
one movement pattern to another and provide variation in the task. 

3.2   Patient Needs 

The needs of patients were also taken into consideration. To meet the needs of the 
patient the system was designed to be engaging, immersive, and adaptable. 

Engaging and Immersive. The effectiveness of the environment is based upon the 
active participation of the patient. During a long-term repetitive exercise session, 
patients can easily become physically tired and mentally bored. Thus, it is necessary 
to design an engaging and immersive environment, which can help patients remain 
attentive and motivated. 

Adaptable. Given that patients may get frustrated when failing to reach/step the 
target the system must be adaptable. It must be able to push the patients limits, but 
adaptable so that patients do not become frustrated with the task. 

4   System Design 

In this system, the location of the patient’s hands, feet, and torso are mapped directly 
to an avatar. Patients are asked to control this avatar to complete movement tasks in 
the game, projected on the screen. The environment integrates sensory cueing into 
game-like mediated instruction. Patients are given feedback based on accuracy and 
timing of movement performance.  
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Fig. 1. Displaying the sky scenario, in which the avatar stands on the cloud to reach falling 
stars.  This environment provides several different scenarios, with different scenes (i.e. galaxy, 
sky, spaceship), sets of falling object objects (stars, rain, alien), and avatars, to engage patients. 

This environment include 11 different simultaneous reaching/stepping patterns the 
patient can perform. They include: 1) RH, 2) LH, 3) RF, 4) LF, 5) RH/LH, 6) RH/RF, 
7) LH/LF, 8) RH/LF, 9) LH/RF, 10) RH/LH/RF, 11) RH/LH/LF; where RH stands for 
right hand reach, LH for left hand reach, RF for right foot step and LF for left foot 
step. These patterns can either be performed individually (i.e. patient does 20 RH 
reaches) or in some combination (i.e. patient does 20 random RH, LH, RF, or LF 
reaches/steps). This flexibility, in determining the movement patterns, will allow the 
physical therapist to modify the tasks to either be repetitive or variable and adaptable 
(see Section 3.1.3 and Section 3.2.2) depending on the physical therapy needs of the 
patient. 

The aim of the system is to motivate patients to follow these visual cues to reach or 
step on the expected positions in sync with music. In following sections we will 
describe the structure of the system, including: the composition, the integration of 
sensory cueing, feedback, and the BIG protocol, and how it addresses the needs of the 
physical therapist and the needs of the patient. 

4.1   System Structure 

The system is composed of an active space and the application. The active space is 
the physical space in which the patient interacts with the game. The application, is the 
software responsible for creating the virtual interactions between game and the 
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patient. The application receives input data through a motion capture system and 
provides output through either sensory cueing or feedback via projector and speakers 
in the active space. 

 
 

 

Fig. 2. High Level Design of the Environment 

4.2   Data Capture 

The system uses a 10 near-infrared camera Motion Analysis System to capture the 
location of the patient’s hand, feet and torso. The data from the cameras are processed 
using EVaRT software (Motion Analysis Corp, Santa Rosa, CA) . The systems 
capture patient movement by tracking retro-reflective markers attached to the patient; 
each marker corresponds to anatomical labels in the EVaRT software. The overall 
system is run at a rate of 100 motion capture frames per second.  

4.3   Sensory Cueing 

In this subsection, we will detail how visual and auditory cueing are used to facilitate 
movement, particularly larger or BIG movement. 

Visual Cueing. In the system, patients reach or step toward visual cues (as described 
in introduction to the section). The location of the visual cues are relative patients’ 
arm/leg length with respect to the center of the screen. 

There are several cues in this environment, which are divided into two categories: 
task and body cues. The first set of cues, task cues, help inform the patients of their 
task within the environment, this can be seen in Figure 3. These cues include: 1) 
starting cues,  2) target cues, 3) return cues and 4) moving cues. 

The task cues are used as follows for each reach/step. A starting cue appears at the 
top of the screen, which informs the patient that the moving cue will appear there. 
Moving cues scroll downward from the top of the screen and pass over stationary 
semi-transparent target cues. The patient must reach (or step on) the target cue when 
the moving and target cue overlap. The moving cue attaches to the avatar and the 
avatar must return the moving the cue to the return cue. Once the avatar has reach the 
return cue, the moving cue disappears; thus completing the moving task. 

This environment can be adapted to encourage larger movement by adjusting the 
location of the target cue, while the speed of the moving cue can be used to encourage 
faster movement. 
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Fig. 3. Visual Task Cues for the Environment. In A, the Avatar is reaching toward the target 
cue (2).  In B, the avatar has reached the target cue (2) and is now returning to the return cue 
(3). The cues in this figure are: (1) starting cue, identifies the horizontal location the target cue 
will appear, (2) target cue, the location the avatar is to reach, (3) return cue, the location the 
avatar is to return after reaching the target cue and (4) moving cue. At first, the moving cue 
scrolls down from the starting cue to the target cue. If avatar reaches the moving cue at the 
target cue position successfully then, the moving cue attaches to the hand/foot of the avatar. 
The moving cue will disappear once the avatar reaches the return cue. For clarity, the 
visualization in this figure have been reduce to a stick figure; an example of the actual 
visualization can be seen in Figure 1.  

The second set of cues are body cues. Body cues are attached to each appendage 
and informs the patient which limb must or can move to reach/step on the target cue; 
this can be seen in Figure 4. This will be implemented using a traffic light color 
scheme. Green means the limb is involved in the reach and therefore must move to 
reach the target. Yellow means to reach the target the limb may move as a result of 
the reach. Red mean that this limb is not involved in the reach and therefore should 
not be moved; this will prevent patients from walking back and forth to reach targets. 

 

 

Fig. 4. Visual Body Cues for the Environment. In this example, the patient is asked to reach 
with the right hand to the falling star. To perform this task the patient has to move his/her right 
hand (in green). The patient should not move his/her left foot (in red). The movement of the left 
hand and right foot is not relevant to the task, thus it is also in yellow. For clarity, the 
visualization in this figure have been reduce to a stick figure; an example of the actual 
visualization can be seen in Figure 1.  
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Auditory Cueing. In this system, music with a strong tempo is played in the 
background to improve cadence and timing. The tempo of the music can be increased or 
decreased to encourage faster or slower movement.  The slower tempo can be used if 
movement difficulty or fatigue arises; it can be also used to vary the movement task. 

4.4   Sensory Feedback 

In this system, feedback is given based on the successful completion of movement 
task (Knowledge of Results, KR) and on whether the movement is being performed 
correctly (Knowledge of Performance, KP).  

As stated in Section 4.3.1, the task is to: 1) reach the moving cue as it passes over 
the target cue and 2) then to return the moving cue to the return cue. For both part 1 
and 2 of the task, feedback is given based on whether the participant successfully 
completed the task or KR. In part 1, if the participant successfully reaches the moving 
cue as it passes over the target cue (within a given timing tolerance level), the moving 
cue shimmers, a happy melody is played, and the moving cue attaches to the limb of 
the avatar. Now, the shimmering moving cue can only be removed by returning it to 
the return cue, or second part of the task. In part 2, when the participant returns the 
shimmering moving cue to the return cue, the moving cue disappears. The timing 
tolerance level can be adjusted to improve timing, accuracy, or alleviate frustration. 

In addition, patients are be given feedback based on whether they are performing 
the task correctly; this feedback has been integrated into the body cues (using the 
traffic light system). For example, if they are asked to reach with the right hand, they 
are not to move their left foot. The right hand will be green, the left foot will be red, 
and the right foot and left hand will be yellow, see Figure 4. If during this task, the 
patient moved the a red limb (or in this case, the left foot) the limb will start flashing; 
until the movement is stopped. The feedback also works in the opposite direction, if a 
patient does not move the green limb (or in this case, the right hand) the limb will 
start flashing. This feedback is designed to stop the participant from walking back-
and-forth across the space to reach the target and to prevent the participant from 
forgetting to reach/step for a target currently on the screen.  

5   Conclusion 

In this paper we described the design and development of a novel real-time 
Parkinson’s Mediated Rehabilitation Environment that integrates sensory cueing 
techniques and the BIG protocol with visual and auditory feedback to create an 
engaging environment. Sensory cueing, informed by the BIG protocol, was used to 
encourage bigger and faster movement. 

We believe the system has been designed to meet most of the user needs. In the 
coming months, we would like to perform a preliminary pilot study on able-bodied 
and PD participants. We plan to collect and analyze low-level movement data to 
further classify and analyze the movement dysfunction of PD.  

The advantage of the current system is we can collect highly accurate movement 
data which we can used to analyze the effectiveness of the system. However, for 
future iterations and clinical implementation, this system should be simplified. We 
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believe this setup can be simplified to use a single infrared camera instead of a 
Motion Capture System. The camera can be setup to capture the patient’s silhouette, 
which can be used in place of the avatar in our system.  

The system, as described, only provides rehabilitation in a single plane. To extend 
the system to a 3D environment, we have begun to explore the possibility of creating 
a floor based system; we believe two systems can be combined to create a 3D 
environment. This system can also be simplified to use a minimal number of cameras 
to capture movement from two different planes of movement, as an alternate solution. 

Current literature has shown the high rate of success with visual and auditory cues 
in the lower extremities, particularly with respect to gait. However, it has not 
described the usefulness in the upper extremities. Therefore, future research should 
explore whether visual cues can increase the amplitude of movement in the upper and 
lower extremities in PD patients over the course of the physical therapy.  We believe 
the usage of sensory cueing and the BIG protocol within a mediated environment has 
endless possibilities that we plan to explore.  
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Abstract. VClav 2.0 system presented in the paper enables user to interact 
with a digital 3D reconstruction of the historical clavichord in a manner similar 
to lifelike using Virtual Reality gloves to “play” music. The real clavichord was 
constructed by the famous maker in 18th century, Johann Adolph Hass from 
Hamburg, and is at the exposition in the Museum of Musical Instruments in 
Poznan, Poland (department of the National Museum). This is a system 
powered by the NeoAxis game engine and equipped with 5DT Data Glove 14 
and Polhemus Patriot tracker. It is an exemplary solution for museums to 
actively present musical instruments. 

Keywords: cultural heritage, Virtual Reality, 3D modeling, clavichord, gesture 
driven HCI. 

1   Introduction 

Musical instruments represent very specific art objects in museum collections. Apart 
from being attractive as historical items of visual art, they are sources of sound. Their 
full appreciation is possible while listening to their music played live. Also an 
observation how the sound is produced is interesting for visitors. Musical instruments 
are interactive, but their interactivity may be hardly ever experienced in museums or 
because of their protection, or because their old mechanisms are entirely or partly 
damaged and the sound cannot be demonstrated. Most musical instruments at the 
exhibitions are mute. Replacing real objects by virtual ones – located in the natural 
scenery – constitutes an interesting solution opposing museum labels “do not touch”. 
Advances in Virtual and Mixed Reality technologies give rise to new ventures 
devoted to the digitization and access to museum objects [8]. 

Mixed Reality (MR) is a term concerning visualization technique based on both real 
and virtual objects. It superimposes graphics, audio and other sense enhancements over 
a real-world environment in real-time. In general Mixed Reality  requires three-
dimensional interaction in which users’ tasks are performed directly in a 3D spatial 
context [1]. It is possible to achieve using 2D input devices, but more desirable is using 
3D technology. Typical 3D devices are 3D mouse, data gloves, pointer or gesture 
devices and other multiple DOF sensors or trackers available in the market or in the 
research labs. Unfortunately they come with a heavy price tag [3].  
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Using Mixed Reality for presenting musical instruments is a challenge. Visual 
animated representations should be combined with sound and should enable real time 
interaction, so that the user has the impression of playing an authentic instrument. The 
research papers in the domain of digital reproduction of musical instruments concern 
rather the reproduction of their elements, as e.g. the two plates (top and back) of the 
soundboard of a historical violin [7] or an organization of virtual musical instruments 
exposition [6]. 

VClav 2.0 system presented in the paper is devoted to the precise visual 
reconstruction of the historical  clavichord in the Virtual Reality with  Virtual Reality 
data gloves to “play” music. The real clavichord was constructed by the famous 18th 
century maker, J.A. Hass, from Hamburg. The instrument was accidentally found, in 
a very bad condition, with many parts destroyed, and brought to the Museum of 
Musical Instruments in Poznan, Poland, for restoration. In order to make the audience 
acquainted with all interesting design solutions and decorative facets of the  
instrument and to show, how to play it, it was decided to perform a virtual 
reconstruction with new HCI interfaces. 

A clavichord is a European stringed keyboard instrument known from the late 
Medieval to Classical eras [2]. It is still used in performances and recordings of 
renaissance and baroque music. It produces sound by striking brass or iron strings 
with small metal blades called tangents. Vibrations are transmitted through the 
bridge(s) to the soundboard. The action is simple, with the keys being levers with 
a small brass tangent at the far end.  

The paper is structured as follows: Section 2 recapitulates the works on the 3D 
model of Hass clavichord undertaken within VClav and VClav 2.0 projects, Section 3 
presents Virtual Reality hardware and software used in VClav 2.0, Section 4 desribes 
the system for playing a 3D virtual copy of Hass clavichord and Section 5 concludes 
the paper. 

2   From VClav to VClav 2.0 

The main objectives of the VClav 2.0 project were to create the faithful 3D model of 
the J.A. Hass clavichord with sound generating mechanism in operation and  to 
introduce a realistic interaction between a user and an on-screen virtual instrument. 
The project is an extended version of VClav system (described in [5]), written in Java, 
where the 3D model of the clavichord was embedded. A great effort has been put to 
the photorealistic 3D modeling of the clavichord and to activate its movable parts.  
The process of virtual reconstruction of the instrument was thoroughly planned and 
followed part by part in the manner similar to the real one. The 3D model of the 
clavichord  was based on the blueprint scheme, photographic documentation and on 
the actual instrument inspection. It was built part-by-part by the University team and 
covered with faithful textures, including valuable paintings on the soundboard. The 
3D digital model was embedded in a standalone Java application written from scratch 
by the team. It enables a user to manipulate instrument’s parts and uncover its certain 
layers. The interaction with the digital model is possible using a 3D mouse -  a space 
navigator, together with a traditional mouse. Although the functionality of VClav was 
simplified, several of its stages, mainly modeling in Autodesk 3ds Max constituted 
the base for VClav 2.0 tasks. 
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The whole reconstruction process  included the following steps:  
 

− analysis of the construction of the instrument and planning the digital 
reconstruction steps, 

− modeling the exact copy of the parts of the instrument in 3D software environment, 
− digitally reproducing historical textures, 
− reconstructing missing parts and digitally “repairing” destroyed parts, 
− choosing the VR tools necessary to provide the assumed functionality and 

interface, 
− creating the digital environment to manipulate and to play the digital clavichord, 
− creating or adapting the physics engine, i.e. computer software that provides an 

approximate simulation of certain physical systems, such as rigid and soft object 
dynamics in real-time and equipping objects with basic physical features.  

VClav 2.0 significantly extends the functionality of the first version. All operations 
are executed in a realistic manner – a player, wearing a data glove, has his/her hand 
virtually reproduced on the screen and plays the virtual instrument, as a real one.  

The extended functionality and real-time operation demanded using an advanced 
software tools that would simulate the performance, actions and physical phenomena 
while operating various parts of the virtual instrument. An existing systems have been 
considered, including physics and game engines [4]. 

A physics engine is computer software that provides an approximate simulation of 
certain simple physical systems, such as rigid body dynamics (including collision 
detection), soft body dynamics, and fluid dynamics, of use in the domains of 
computer graphics, video games and film. Their main uses are in video games 
(typically as middleware), in which case the simulations are in real-time. 

A physics engine often constitutes a core part of a more advanced system – a game 
engine. A game engine is a software system designed for the creation and 
development of video games. The core functionality typically provided by a game 
engine includes a rendering engine (“renderer”) for 2D or 3D graphics, a physics 
engine, i.e. a module simulating physical phenomena or collision detection (and 
collision response), a control module receiving signals from input devices 
(a keyboard, a mouse, a joystick, etc.) and a sound controlling module. The above-
mentioned features of the game engine may be applied using the Application 
Programming Interface provided by the engine, however some of them are so 
advanced that they make available a complete set of tools for producing games via the  
software development kit (SDK) including all the indispensable libraries for scripting, 
animation, artificial intelligence, networking, streaming, memory management, 
threading, localization support, and a scene graph. Some engines are equipped with 
converters that allow the programmer to rewrite data from external programs to make 
them compatible with the modules of the engine.  

The following requirements have been imposed on the game engine to be used 
within the VClav 2.0 project: 

 

− programming language and IDE: C #, MS Visual Studio 2008, 
− independence from the graphics driver: OpenGL and DirectX 9, 
− built-in physics and sound system. 
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Searching for the  engine was carried out using DevMaster.Net website, which 
contains a database of game engines with advanced search engine [10]. After 
a thorough analysis of the available game development software, the NeoAxis engine 
in its non-commercial version (described in the Section 3) was chosen in the form of 
the middleware software. The engine was responsible for displaying three-
dimensional graphics, playing sounds, and simulating the software environment for 
the realization of physics laws provided  by a physics simulation engine NVIDIA 
PhysX.  

3D models of the clavichord parts, the scenes, and the virtual hand were  exported 
as models compatible with the NeoAxis engine where  motion was added to various 
parts of the clavichord and a hand.  

VClav 2.0 system operates in two modes:  
 

− a 3D clavichord model manipulation and  
− playing the instrument.  

The manipulation mode allows the user to control moving parts of the instrument 
(e.g. opening and closing the covers) and using his/her own  hand represented as the 
model on the screen. In  the game mode a player wearing the glove can “hit” the keys 
of the clavichord by the virtual hand fingers, activate the key levers with tangents and 
generate the sound. The WAVE samples of a real clavichord [9] sound are used to 
play music. 

3   Virtual Reality Hardware and Software 

The project VClav 2.0 uses two Virtual Reality input devices: 5DT Data Glove 
Ultra 14 and Polhemus Patriot tracker. As a display 3D options have been considered, 
but finally a full HD 2D monitor was used as most available at the time of finalizing 
the project. Fig. 1 presents the development environment for VClav 2.0. 

The target operating system of the project is Microsoft Windows XP/Vista/7 
installed along with Microsoft. NET Framework 3.5 [11]. The project was written in 
C# and prepared in Microsoft Visual Studio 2008 integrated development 
environment. Its implementation was based on the NeoAxis Engine(Non-Commercial 
SDK 0.8.4.2 [14]) and libraries and controllers of the VR tools used in the system. For 
designing 3D elements Autodesk 3ds Max 2010 was used. 

3.1   5DT Data Glove Ultra 14 

5DT Data Glove 14 Ultra is a 14-sensor data glove, equipped in two sensors per 
finger, that measure finger flexure as well as the abduction between fingers [17]. 
There are USB and wireless version of gloves. Sensors output value is in the range 0-
4095. The glove was tested by static and dynamic tests. Static tests were performed 
on motionless hand. The stability of sensors output was different for each of them, but 
acceptable for assumed fingers motions. Dynamic tests were executed for flexures of 
individual fingers and have also shown certain amount of variability (acceptable).   
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3.2   Polhemus Patriot Tracker 

Polhemus Patriot tracker [16] utilizes AC tracking technology. The source and sensor 
contain electromagnetic coils enclosed in plastic shells. The source emits magnetic 
fields, which are detected by the sensor. The sensor's position and orientation are 
measured as it is moved. It provides dynamic, real-time measurements of position (X, 
Y and Z Cartesian coordinates). Update rate is 60Hz per sensor., latency - less than 
18.5ms. The tracker was tested while moving along the three coordinates and showed  
the greatest error along Z-coordinate. However playing the keyboard instrument 
hardly involves movement along Z-coordinate, therefore the results were considered 
as acceptable. 

3.3   The Display  

The digital reconstruction of the clavichord was devoted for the exploitation in the 
Museum of Musical Instruments, so it had to offer a full HD image quality to present 
the details of construction and ornamentation. Although a 3D display has been 
considered as a presentation device [1], including a the Head Mounted Displays, it 
was finally decided to use traditional  full HD two-dimensional 40” monitor, as best 
suited to the existing setting in the Museum and most available at the time of 
finalizing the project. 

 

 

Fig. 1. VClav 2.0 development environment: Samsung LED 40’ display, laptop Toshiba U500 
Series, Patriot Polhemus Tracker and 5DT Data Glove 14 Ultra 
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3.4   NeoAxis Engine 

NeoAxis Engine is a complete integrated development environment for creating 
interactive 3D graphics including 3D virtual worlds, AAA games, and realistic 
simulations [14]. The system comprises  a real-time 3D engine and a suite of full 
featured tools. It uses OpenGL graphics and MS. Direct3D drivers to display 
graphics. It is  integrated with PhysX technology and ODE Physics, which allow the 
designer to simulate physical phenomena for the displayed scenes. To play the sound 
DirectX Sound System or OpenAL can be used. Non commercial version with limited 
functionality has been used in the project. From a numerous tools of the engine, the 
following have been used: 

 
− Resource Editor - a tool for viewing and editing partial resources used in the 

project, i.e.: 3D objects, states of system physics, sound or special effects.  
− Map Editor - the integrated object placement toolkit for the easy building of game 

scenes. 
− NeoAxis Engine Exporter - model exporters, supporting popular 3D packages, 

including Autodesk 3ds Max. 

NeoAxis Engine Exporter is a tool to convert models from Autodesk 3ds Max to 
the form compatible with OGRE standard used within the NeoAxis Engine. This tool 
is able to create a mesh with the material and then apply it to the model. Exporter 
recognizes the backbone of the model together with the animation, which can be used 
in the project. 

4   System for Playing a 3D Virtual Copy of a Historical Clavichord 

The work related to the project implementation was carried out in several consecutive 
stages and in a particular order. The first stage consisted of modifying three-
dimensional VClav models of clavichord, scenes, and virtual hand for the new 
environment of NeoAxis engine. Second and third stages were associated with the 
creation of physics model of the clavichord and the virtual hand. In the last stage of 
the project the application code has been written. 

4.1   Modifying the 3ds Max Models to the NeoAxis Engine Format 

Model of the Clavichord and a Scene. Every functional element of the virtual 
clavichord had to be the individual 3D object (drawer, key, lid). A great deal of 
modifications was performed to the VClav model elements, as some of them were 
composed of several parts, e.g. the key consisted of five separate shapes: white and black 
part, and three wooden components and a tangent. All of them had to be merged into one 
object.  
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Fig. 2. Dynamic objects in VClav 2.0: keys, the lid, the drawer 

 

Fig. 3. Static objects in VClav 2.0: the casing and the rack 

Before exporting the objects to NeoAxis engine,  they were also equipped with the 
additional features: texture format, animation switching on/off, switching on shadows, 
gravitation and collision between the objects. At this stage the names of objects were 
adapted to the new environment. Particularly important was assigning numbers to the 
keys, because depending on their number, a sound of a specific pitch is played. These 
elements are only presentation parts  used by the engine. Apart from them every 
object has its shape, which is taken into account during detection of collision or 
simulation of the physical environment. Fig. 2 and Fig. 3 present examples of 
dynamic (movable) and static objects in VClav 2.0.  

 
Model of the Virtual Hand. The 3D model of a hand comes from the free TurboSquid 
service [15]. Its modification consisted in its equipment with the skeleton system of 
fingers. In the 3ds Max it may be realized using the tool “Bones”  (Create->System-
>Standard). It is necessary to point out the beginning and the end of the bone. Program 
merges bones situated close one to the other. Some difficulty was related to adjusting 
bones system to the shape of the hand, which in this case is in an unusual  arrangement 
of fingers – while playing the keyboard. It had also to be rescaled to match the size of 
the clavichord. 
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4.2   Definition of Physical Mechanisms of the Clavichord and a Hand  

In NeoAxis Engine there exists systematic and hierarchic structure of resources. The 
highest in the hierarchy of resources is a Map. First the designer has to create a map, 
which is the starting point to display a scene. The Map consists of units called 
Entities. The Entity can be shaped as a mesh and imposed on its Material. Other 
Entities are: light, camera, particle effects or sound. The important Entity is the type 
instance (Type). The Type combines a mesh covered with Material, Sound and 
Physics Model. 

To be able to create a virtual environment in which physical dependencies between 
objects, similar to the real ones exist, the set of rules has to be defined. These rules 
form the Physics Model. The Physics Model is composed of Bodies, joints between 
the bodies (Joints), and the engines and motors (Motors). Each body defines a shape 
(Shape) and describes its physical properties such as static friction, dynamic friction, 
center of gravity, the material (based on the calculated mass). The shape of the body 
consists of several basic shapes (Shape). Basic shape may be one of the structures 
such as rectangular, capsule, sphere, and mesh (Mesh Triangle) - which in a non-
commercial version of the engine have been blocked. It is an important limitation, as 
it was impossible to construct  clavichord physics using the mesh of the instrument 
model. Instead the model of the instrument (casing, keys, cover, drawer and others) 
was constructed in the 3d studio Max using exclusively cuboids. Some additional 
objects contained information concerning rotation axis of keys and places, in which 
lid hinges were placed. The NeoAxis engine  is not equipped in the tool that would 
enable the export of physics models from the 3ds Max, that is why a special script, 
MaxScript, describing cuboid data in the text file, was created. Then the “raw” data 
representing shapes were  re-writen to the file with the notation concordant with the 
description of the model in the NeoAxis engine.  

NeoAxis engine is equipped in a system simulating physics phenomena. Initially 
the hand and fingers models constituted a complex system of bones joints, and motion 
engines of ServoMotor type. However  due to some unacceptably long reaction times 
the function of bending had to be created from scratch. The following operations were 
created: moving and rotating a hand and fingers as well as bending fingers. These 
operations demanded from the system co-sharing additional information describing 
the intermediate states of the elements of the object. 

4.3   Implementation of the Mechanism Controlling the Glove and the Tracker 

The control mechanism of input devices converts data coming from the tracker and 
from the glove in such a way as to allow visual mapping of the location, slope and 
a state of the user hand. Received data are subject to transformation according to the 
calibration data. 

All glove sensor data are standardized in such a way that the value equal to 0 
responds for the natural flexion of the finger. Maximum flexion of the finger  
responds to the sensor value equal to 100%. 
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4.4   VClav2.0 in Use 

The main interface to the system is composed of the Data Glove and the Tracker. The 
keyboard is used for some basic commands. Moving  a virtual hand is accomplished 
by moving the user's hand, on which the tracker sensor is placed. Bending virtual 
fingers is realized by bending the fingers of the user hand wearing 5DT Data Glove. 

Navigating  in the virtual world  is via a virtual white hand in two modes: 
 

− a 3D clavichord model manipulation, 
− playing the instrument.  

In the first mode the virtual hand opens the lids of the instrument. To enter into the 
playing mode the user has to press [SPACE] on the computer keyboard. The camera 
is moved over the keys and fingers may push the keys to play the instrument. (Fig. 4). 
Consecutive pressing [SPACE] will restore the view of the whole instrument. 

Pressing the key by the finger of the virtual hand in playing mode causes its rear 
part to rise so the tangent hits  the string. In real instrument the string is set into 
vibration and the sound is produced. In the virtual version the sound is played from 
samples when the rear part of the virtual key reaches the appropriate height.   

 

 

Fig. 4. The scene view in a play mode 

5   Conclusions 

The goal of the project presented in this paper was to popularize the valuable 18th 
century clavichord of Johann Adolph Hass, that will never be playing in a reality due to 
its severe damage. In the search of the method to virtually present the clavichord, its 
construction and the way to generate sound, the idea was realized, to make the virtual 
3D copy of the instrument and to equip the user with the virtual data glove to enable 
him/her to virtually play the instrument. VClav 2.0 system has been built powered by 
the NeoAxis game engine and equipped with 5DT Data Glove 14 and Polhemus Patriot 
tracker. Since the NeoAxis engine was applied in its non-commercial version, several 



150 K. Gardo and E. Lukasik 

functions were programmed from scratch. A series of user tests were accomplished 
including public active demonstrations. VClav 2.0 found appreciation of both – users 
and the staff of the Museum of Musical Instruments. However the data glove appeared 
not enough sensible and precise to make the user feel comfortable while touching keys. 
The results seem promising for further development of the project which will go 
towards more robust solution.  
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Abstract. This paper reports on the current progress in a project to develop a 
multi-sensory theater. The project is focused not only on the development of 
hardware devices for multi-sensory presentations but also on an investigation 
into the framework and method of expression for creating the content. 
Olfactory, wind, and pneumatic devices that present the sensation of odor, wind 
and gusts, respectively, were developed and integrated into an audio-visual 
theater environment. All the devices, including the video device, are controlled 
through a MIDI interface. Also, a framework for creating the multi-sensory 
content by programming the sequence of device operations was proposed and 
implemented.  

Keywords: multi-sensory theater, odor, sensation of wind, multi-sensory 
content. 

1   Introduction 

Television networks have effectively served as the framework for distributing audio-
visual content. Penetration by the Internet and the spread of personal computers are 
expected to enable the delivery of multi-sensory content (e.g. including force, tactile, 
and olfactory sensations), in addition to audio-visual content, because more 
complicated processing of multi-sensory information is possible at the end of a 
communication line. With this background, the authors have been carrying out a 
project aimed at developing a multi-sensory theater and the technology needed to 
exploit it. 

Multi-sensory theater, in our definition, is an expansion of home theater, and is an 
environment that provides tactile, force, olfactory, and vestibular sensations (see 
Figure 1). The theater is expected to serve as an environment for viewing passive 
content, experiencing interactive content, and communication. 

The project is also investigating a framework for creating multi-sensory content 
and technology to support the process of creation. Just as video editing software has 
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simplified the creation of video content, a standard framework to deal with multi-
sensory materials is expected to stimulate the creation and distribution of multi-
sensory content. It should be noted that the multi-sensory theater in this case serves as 
an environment for monitoring the creative content. For this purpose, the theater must 
be simple and easy to use, and a systematic approach towards the effective expression 
and integration of multi-sensory information needs to be found. 

 

(Visual Display)

Visual

Auditory
Tactile

Force

Vestibular

Vibration

Balance

Manipulation

Olfactory

Wind

Motion

Aspiration  

Fig. 1. Complete image of multi-sensory theater in our project. The theater is intended to be 
used not only for presentation of passive content but also for interactive content and 
communication. This is the reason why it is planned to integrate some input devices into the 
theater. 

2   Related Research 

Pioneering work on multi-sensory theater was done by Heilig[1] who developed a 
system known as the Sensorama Machine, which provides the complex experience of 
riding a motorcycle by presenting wind, odor, and vibration in addition to the visual 
and audio sensations. It is expected that the concept of multi-sensory presentation will 
be expanded for general-purpose use by using modern computers and sensory device 
technologies.  

Recently, various attractions in amusement parks have taken advantage of multi-
sensory presentation in addition to audio-visual sensations [2]. Especially, vestibular 
sensations have been effectively used for ride-type attractions to provide the sensation 
of riding a vehicle. Although not reported in this paper, our project is also planning to 
integrate a device for vestibular sensation into the theater. 

The presentation of olfactory sensations is considered to be still in the research 
stage rather than in practical use. Although, ultimately the presentation of odor is 
likely to be through the real-time synthesis of different chemical substances, most 
current research is focused on just mixing odorants[3-7]. Even in the mixing 
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approach, if a sufficient variety of odorants is prepared, it becomes viable for practical 
applications. For our project we decided to use a device based on the mixing 
approach[8]. 

From the view point of relatedness to the visual scene, the sensation of wind is 
expected to have the effect of adding reality. This is considered to be the reason why 
the sensation of wind was integrated in the Sensorama Machine. The precise 
reproduction of air flow is considered to be an inverse problem of fluid dynamics that 
seeks the boundary conditions of a space when the flow inside the space is given. 
Most research on wind devices in human-computer interactions, however, are aimed 
at presenting an approximation to the air flow, such as the direction and intensity of 
the wind[9-11]. Our research also employs this approximation approach.  

The goal of multi-sensory interfaces is frequently understood to be an accurate 
reproduction of real sensations using high-fidelity display devices. This approach is 
considered to be focused on reality at the physical level in Figure 2. However, the 
actual goal of the interface is usually transmission of higher level information. Also, 
since the progress in developing devices is not very fast, the attainment of a high 
sense of reality at the physical level is considered to be improbable in the near future. 
Moreover, there is some content that has less of a relationship with reality, such as 
surreal or fictional content. Hence our project is aimed at investigating presentation 
and expression at the levels of sensation and scene in Figure 2. 

This paper reports on the progress of the project including the implementation of a 
prototype theater environment and the development of a framework for editing multi-
sensory content. 

 

Scene/context

Sensation/actuation

Device

Cognition/emotion

Perception/motion

Receptor/muscle

Viewer
Scene
level

Sensation
level

Physical
level

Theater

 

Fig. 2. Schematic of information transmission between the theater and the viewer. The contact 
point between the theater and the viewer is at the physical level of the hierarchy. However, the 
purpose of content creation is usually the transmission of information at the sensation or scene 
level. 

3   Multi-sensory Theater and Content Editing System 

Our prototype theater environment is currently composed of audio-visual, wind, 
olfactory, and pneumatic devices (Figure 3). Since there are no commercially 
available standard devices that present sensations other than auditory and visual 
sensations, it is necessary to develop new devices and to design a system into which 
the devices can be integrated.  
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Fig. 3. Arrangement of devices in the prototype theater. Each device has been implemented as a 
MIDI device and is controlled by a sequencer.  

3.1   Devices and Theater Environment 

Olfactory devices present odors by emitting an odorant vaporized in a chamber by 
injecting compressed air into the chamber. By controlling the volume of injected air, 
the intensity of the odor in the theater environment can be changed. Although the 
device has 16 output channels, in our preliminary experiment only 4 channels, which 
present rose, peppermint, hay, and grapefruit aromas, were used. 

The wind device is a type of electric fan whose rotational speed can be controlled 
by a computer; the maximum velocity of the wind is approximately 3 m/s at 3000 
rpm. The current theater uses 4 channels out of a maximum of 8. The changes in wind 
intensity vary depending on the generation mechanism. In the current implementation, 
control of the intensity (i.e., rotational speed) is based on a trapezoidal velocity 
pattern whose acceleration and deceleration times are given as control parameters. 
Changing the acceleration and deceleration times empirically gives quite different 
impressions of the nature of the wind. 

The pneumatic device presents wind by ejecting compressed air from nozzles. It 
controls the intensity of the air flow by controlling the pressure of the compressed air. 
This device is capable of presenting a forceful wind and gusts although a quantitative 
assessment of the wind velocity has not yet been done. The device has 16 output 
channels whose nozzles are, in the current installation, arranged in an array and 
directed toward the user’s face. 

The audio-visual system consists of a projector and a screen (80 inch diagonal) and 
a set of stereo loudspeakers. The theater environment has been constructed by 
integrating all the devices described above into the audio-visual environment. An 
approximate layout of the environment is shown in Figure 4. The distance from the 
screen to the user is relatively long compared with usual theaters because some space 
has been left to facilitate maintenance. In a future revision, the distance will be 
reduced to provide a wider field of view to the user. 
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Fig. 4. Layout of the prototype theater environment. Olfactory, wind, and pneumatic devices 
are arranged in front of the viewer. 

3.2   Content Editing Framework 

There is no standard format or framework for transmitting and distributing multi-
sensory content. Even in the experimental creation of multi-sensory content in our 
project, a framework for describing and playing back content is required. Installation 
of the hardware devices only is not sufficient for it to serve as a theater. 

In our study, a MIDI-based control system was implemented, where all the devices 
have a MIDI interface, and commands and parameters are transmitted to those devices 
by a MIDI sequencer. The sequencer also provides the interface for editing the 
sequence program including real-time recording using MIDI instruments (e.g. a 
musical keyboard), inputting and adjusting on a timeline, and balance control between 
multiple tracks. 

As was mentioned at the beginning of this paper, the multi-sensory theater is an 
environment for editing and monitoring content as well as an environment for 
viewing. An advantage of the implementation described above is that, because of the 
nature of the MIDI system, the results of all editing operations can be immediately 
reflected back from the devices to the editor. 

4   Editing Process 

In a preliminary experiment towards a case study, some simple multi-sensory 
sequences were created. This is described in the following steps. An example of the 
resulting sequence in piano roll representation is shown in Figure 5. 
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Fig. 5. Sequence data from a simple program. The program consists of four scenes. The 
sensations of odor, wind, and gusts have been added depending on what is depicted in each 
scene. 

1. Audio-Visual Tracks. First, audio material (i.e. MIDI music data in this example) 
was loaded to the sequencer software to create audio tracks; in the figure only one 
track is shown although the entire music data was composed of 6 tracks; the bar 
chart below the piano roll shows information on velocity (i.e. intensity of sound). 
Also, video material (i.e. short movies) was loaded into the VJ software of the 
video device, which enabled playback of those video images and producing effects 
among them in real-time according to the control from the sequencer software. 
Then the video sequence was determined by trial and error by punching in in real 
time to the music. As shown in the video track, four scenes were produced in 
sequence.  

2. Olfactory and Wind Tracks. The odor and wind sequence was then embedded into 
the audio-visual scenes. Also in this process, the function of recording events in 
real time was used effectively. In scenes 2 and 4 in Figure 5, the odors of hay and 
rose, respectively, were emitted to add atmosphere to those scenes. Since the odor 
must last through the scene, the odorant was emitted intermittently during the 
scene. Wind was presented to add reality to the images in scenes 1, 2, and 4. Gusts 
generated by a pneumatic device were used only with scene 1 to simulate the 
sensation of splashes from waves; temporally changing the channels meant that the 
direction of the wind that the user felt changed quickly from one side to another. 

3. Fine Adjustment. Finally, adjustment of all the input data on timing and intensity 
was performed. Mistakes in real-time recording were corrected and subtle 
variations in intensity were fixed on the time-line (i.e. the piano roll). Although not 
used in this example, it is also possible to copy and paste a part of sequence to 
another part to reuse common expressions. 
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5   Conclusion 

This paper reports on our study on the implementation of a multi-sensory theater and 
a framework for creating multi-sensory content. Through experimental editing of 
short sequence programs, it was shown that the proposed framework can provide a 
minimum set of functions required for content creation. To achieve the goal of the 
project, some devices still need to be integrated into the theater. Also, improvement 
and evaluation of the framework for content creation is required to make the 
framework available for practical use.  
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Abstract. In recent years, most of traditional craftsmanship is declining 
because of aging skilled craftspeople and fewer successors. Therefore, methods 
for digital archiving of such traditional craftsmanship are needed. We have 
constructed a wearable skill handing down system focused on first-person 
visual and audio information and biological information of a craftsman. We 
used instrumental information associated with the usage of the tools for 
evaluating the effect of proposed wearable display system of intangible cultural 
heritage. In this paper, we show the result of archiving and training on the skills 
of Kamisuki, Japanese traditional papermaking.  

Keywords: Intangible cultural heritage, Skill transfer, Tacit Knowledge, Wearable 
computer. 

1   Introduction 

These days most of traditional craftsmanship has declined to the brink of extinction, 
mainly due to shrinking number of successors and aging experts. Even though there 
are urgent needs for preservation of declining traditional craftsmanship, it takes quite 
a long time to transfer skills from experts to learners with conventional methods. 
Traditionally, these skill-transfers have been carried out by word-of-mouth between a 
master and apprentices, relying heavily on the existence of the master as a teacher. 
Within this teaching framework, only limited number of apprentices can learn the 
craftsmanship. 

Therefore, new methods for archiving and transferring of skills that do not entirely 
depend on the existence of experts are required. Although it is possible to record these 
skills in a form of videos or textbooks with pictures, those visual information do not 
contain enough information to master these skills. In order to achieve a better 
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understanding of the skills, it is necessary to have invisible information that is not 
observable from outside.  

So far, little research has been done on digital preservation of traditional craftwork 
skills. There is plenty of research on digital preservation of static cultural heritage 
such as paintings, craftworks and buildings [1, 2, 3]. Some researches focus on the 
artistic movements such as dance [4]. However, focus of these studies is on the 
existing art objects or artistic movements themselves, not on the artisanship to create 
those art objects. Saga et al. developed a unique system to transmit calligraphic skills 
using haptic feedback [5]. Our approach takes a similar attitude toward preservation 
and transmission of skills, but in a more integrated way with various sensors, taking 
deeper look at the tacit knowledge of experts numerically. 

We have created an integrated framework for the digital preservation of artisanship 
[6, 7]. In this paper, we explain our framework for digital archiving of craftwork 
skills, and show a verification experiments in which we applied the system to a 
Japanese traditional craftworks, Kamisuki. 

2   Kamisuki, Japanese Traditional Paper-Making 

As the research object, we chose Kamisuki, Japanese traditional papermaking. We 
conducted pilot survey for preservation of this craftsmanship. 

Traditional papermaking has more than 1,300 years of history. After the industry 
reached its peak with 68,562 production sites in the beginning of the 20th century, it 
followed a course of decline and the number of production sites decreased to 392 [8]. 
Even though traditional Japanese paper gains attention again in recent years, 
acceptance of new apprentices is difficult for most of the production sites which are 
family-owned small factories. Therefore, new framework for digital archiving and 
transferring of skills are needed. 

The whole process of papermaking starts with the preparation of materials. Raw 
materials such as kozo, gampi and mitsumata go through boiling, bleaching and 
cleaning. Then those materials are crashed into a collection of fiber and put to water 
with Neri, viscosity improver made of grass roots. The papermaking part follows. 
This part consists of three main movements: scooping, swinging and draining. Figure 
1 shows those three main movements. 

 

   

Fig. 1. Three main movements in Japanese papermaking; scooping, swinging and draining (from 
the left) 
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We chose the papermaking part as a research object, because it determines the 
quality of the final product as well as it is a combination of dynamic movement and 
subtle control of the body. In order to capture such dynamic movement and subtlety at 
the same time, our approach seemed suitable. 

3   Methodology 

We focused on the development of the system to capture integrated information  
of the working environment, including visual information of the workspace, 
biological information of a craftsman, and instrumental information on the physical 
quantities of tools. The biological information includes the artisan’s myoelectric 
signals, breathing and the eye-gaze during creation. On the other hand, the 
instrumental information of the tools is their physical quantities such as their 
position and load on them. It is important to record such invisible information 
numerically, because even experts are not consciously aware of how they moves 
their body and how they handle their tools, thus they do not have precise words to 
describe their movement. 

The aim of this framework is summarized into three parts. First of all, we want to 
archive the knowledge as a whole. We want to capture as much information as 
possible, so that we can hand down enough information on the craftworks for future 
generations. Secondly, we want to find cause-and-effect relationships among those 
data. Those relationships among data considered as tacit knowledge that has never 
been clearly analyzed. Finally, we want to develop new skill-transfer methods for 
traditional craftworks with the help of digital technology. 

We constructed HD camera (Canon XH-G1s). Camera captures the movement of 
the master and his way of handling tools through several viewpoints. 

As a key tool for capturing biological data, myoelectric potential was measured 
with Nihon Koden WEB-100. Sensors on the artisan send information remotely, so 
that they do not bother craftspeople with cables. 

Instrumental information is captured through various ways depending on the types 
of tools the craftwork adopts. Physical quantities are mainly measured, such as 
position, acceleration and distribution of load. 

4   Measuring Kamisuki Skills 

We conducted pilot servey with two subjects. Subject A has about thirty years of 
experience in this field. Subject B has about ten years of experience. We captured the 
data while both subjects make 10 pieces of paper. Sensors were set at the position 
shown in Figure 2. 
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Fig. 2. Allocation of sensors 

First of all, movies, CoG, sounds, EMG, acceleration are aligned on the viewer for 
analysis (Figure 3). As a result, acceleration of the tool showed significant periodicity 
(Figure 4). We further analyzed the data based on the periodicity of the movement. 

 

Fig. 3. Sensor data viewer for analysis 

The periodicity of the movement of the tool was observed for both subjects. The 
periodicity is also associated with the movement of the body, which is shown in the 
EMG. 

The result of subject A showed especially high periodicity. In addition, there were 
a sign of external force in the data of Z-axis acceleration. It is suggested that subject 
A uses the power of string of bamboo which support the tool (Figure 5). 
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Fig. 4. Acceleration during X-axis swinging movement 

 

Fig. 5. Acceleration during X-Y combined swinging movement 

5   Wearable Display System 

From the result of measuring Kamisuki skills, remarkable periodicity have found in 
motion of tool and myoelectric signals. In traditional Japanese paper making, it is 
important to entwine paper fiber uniformly. Stable periodic motion will be one of the 
significant elements of its skills. According to previous researches result in induction 
of periodic motion by using motor-sense synchronization of human body in sound and 
vibration stimuli [9, 10]. We developed first-person wearable display system that 
induces periodic motion in Kamisuki by visual, audio and vibration stimuli. Figure 6 
describes overall system. Vibration motors are placed on exact position where we 
measured myoelectric signals. Vibration stimuli are produced according to smoothed 
myoelectric potential data recorded in measuring experiment. 
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Fig. 6. Wearable recording system and displaying system 

6   Experiment of Handing Down Kamisuki Skill 

We conducted training experiment of developed wearable display system to 10 male 
subjects. One of the subjects is working as Kamisuki craftsman for ten years (subject 
B in skill measuring survey) and other subjects are all beginners. We asked subjects to 
observe subject A's (same subject in skill measuring survey) recorded first-person 
data through three different types of medium (wearable system with vibration stimuli, 
wearable system without vibration stimuli and video) and try to follow his motion in 
paper making process. Experiment procedure is shown in Figure 7. 

Figure 8 indicates that each subject's paper making motion has similar and stable 
periodic motion to subject A if the data is plotted near the origin. Data in practicing 
period are not plotted since all the beginner subjects were not able to make stable 
periodic motion. Subject B could already perform similar motion cycle to subject A, 
therefore, there are no remarkable changes in subject B's data (see B1-B3 in Fig. 8). 
On the contrary, beginner subjects are more likely to produce similar periodic motion 
of subject A in the following order, wearable display with vibration stimuli (see F1-
F2, D2 and C1 in Fig. 8), wearable display without vibration stimuli (see H1-H2, D1 
and E3 in Fig. 6) and video (see J1-J2, C2 and E2 in Fig. 8). However, subjects who 
were not able to make periodic motion said that they could not figure out what to  
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Fig. 7. Training experiment procedure 

 

Fig. 8. Training experiment results 
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observe when experiencing wearable display systems (see K1-K2 and E1-E2 in  
Fig. 8). From the after experiment interview subjects who were able to make progress 
in producing periodic motion said that wearable display system can provide high 
immersive experience. Subject B said that he could observe the difference of his style 
of papermaking and subject A's style that is difficult to describe in words. 

7   Conclusion 

In this research, we measured craftsman’s motion of Japanese traditional papermaking 
and found the stable periodic motion in trained craftsman. In order to handing down 
this basic periodic motion, we developed wearable display systems that provides first-
person experience and induces learner of craftsman's motion in Japanese traditional 
papermaking. From the result of evaluation experiment, proposing wearable display 
system had the best performance in inducing craftsman's periodic motion. Wearable 
display with vibration stimuli has stronger effect in inducing periodic motion. Video 
observation can be helpful for leaner who could not catch up with multi modal 
information displayed through wearable display. Combination of using wearable 
display and video according to learner's level is suggested to be effective in learning 
of basic motion of papermaking. 
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Abstract. In the case of illumination and view direction changes, the ability to 
accurately detect the Regions of Interest (ROI) is important for robust 
recognition. In this paper, we propose a stroke-based semi-automatic ROI 
detection algorithm using adaptive thresholding and a Hough-transform method 
for in-situ painting recognition. The proposed algorithm handles both simple 
and complicated texture painting cases by adaptively finding the threshold. It 
provides dominant edges by using the determined threshold, thereby enabling 
the Hough-transform method to succeed. Next, the proposed algorithm is easy 
to learn, as it only requires minimal participation from the user to draw a 
diagonal line from one end of the ROI to the other. Even though it requires a 
stroke to specify two vertex searching regions, it detects unspecified vertices by 
estimating probable vertex positions calculated by selecting appropriate lines 
comprising the predetected vertices. In this way, it accurately (1.16 error pixels) 
detects the painting region, even though a user sees the painting from the flank 
and gives inaccurate (4.53 error pixels) input points. Finally, the proposed 
algorithm provides for a fast processing time on mobile devices by adopting the 
Local Binary Pattern (LBP) method and normalizing the size of the detected 
ROI; the ROI image becomes smaller in terms of general code format for 
recognition, while preserving a high recognition accuracy (99.51%). As such, it 
is expected that this work can be used for a mobile gallery viewing system.1 

Keywords: Semi-automatic ROI Detection, Hough-transform, Planar Object 
Recognition, Local Binary Pattern. 

1   Introduction 

Recent applications of mobile augmented reality (AR), such as ‘Layar’ [1] and 
‘Wikitude’ [2], were based on points of interest (POI) focusing on ‘where’, when 
considering 5W1H. However, it does not provide specific information for an object 
instead of providing information of the area. Thus, recent research interests are now 
focusing on object-based recognition for mobile AR focusing ‘what’ inside of the 
‘where’ as a specific type of context [3-5]. One recent application, ‘Google Goggles’, 
recognizes different kinds of objects including artwork and books [6]. However, it 
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does not work properly in the case of altered illumination and severely skewed view 
directions for a less textured painting. A gallery, where many artworks are displayed, 
usually has similar challenging situations. 

In order to recognize paintings inside of a gallery, Andreatta proposed appearance-
based painting recognition for a mobile museum guide [7]. It uses a predefined center 
region of the captured image for the recognition. The method normalizes the image 
with the description grid of the region in order to overcome illumination changes of 
the environment. After the normalization, it detects overexposed areas (specular 
reflection) and uses the region with no noise. However, it does not support robust 
recognition when there are view direction changes, because it does not provide an 
ROI detection method. To overcome the challenge of skewed views and direction 
changes, the latest mobile guide was based on fast SIFT (Scale-Invariant Feature 
Transform) proposed by Ruf [8]. This approach utilizes currently available object 
recognition and network technologies. It captures an image from a mobile phone and 
sends it to the server. Then, the main procedure - feature extraction and matching - is 
done on server side. The feature-based approach generally provides accurate detection 
and recognition. However, it needs a great deal of processing time if it needs to 
recognize a painting’s data due to severely a skewed view direction changes because 
it requires more training and comparison processes. Furthermore, the feature-based 
recognition does not provide accurate recognition results in terms of a less textured 
painting. 

In order to overcome all the discussed problems and environment challenges of 
painting recognition, we propose stroke-based semi-automatic ROI detection 
algorithm for in-situ painting recognition. The proposed algorithm needs minimal 
participation by the user for specifying the initial search area of the painting’s ROI by 
dragging a line from one corner of the painting to the other corner. Then, the proposed 
algorithm detects dominant edges by adaptively finding and using the threshold. 
Because the proposed algorithm adaptively finds the threshold, it handles both simple 
and complicated textured paintings and also detects dominant candidate lines of the 
ROI with Hough-transform method. Next, it estimates and detects unspecified 
vertices by selecting appropriate lines comprising the predetected vertices, even 
though it requires a stroke to specify two vertex searching regions (from one end of 
the ROI and the other diagonally) to begin. By taking the proposed semi-automatic 
(but simple) algorithm, it accurately detects the painting region, even if there is a 
severe view direction change and a user gives inaccurate input points. Moreover, the 
proposed algorithm normalizes the size of the detected ROI as smaller as the pre-
determined size in order to make a general code format for recognition. Thus, the 
proposed algorithm provides robust recognition which is not affected by the various 
sizes of the paintings. Adopting the LBP [9] method has many advantages such as 
robust recognition to global illumination changes, fast processing time with binary 
code matching, and minimal storage size for saving codes. Experimental results of the 
proposed algorithm show high recognition accuracy (99.51%) with an accurate 
detection results (1.16 error pixels) for both view direction and illumination changes. 

The rest of this paper is organized as follows. Section 2 introduces the general 
procedure of the proposed semi-automatic ROI detection algorithm, and a detailed 
description of the algorithm is presented in Section 3. Section 4 describes the 
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implementation and experimental results of the proposed algorithm, and conclusions 
and future works are discussed in Section 5. 

2   Overview of the Proposed Algorithm 

An overview of the proposed algorithm can be seen in Figure 1. In order to initiate the 
algorithm, a user is required to capture a painting image from a mobile phone and 
drag a line specifying two initial search regions (red rectangular boxes in Figure 2(a)) 
on the touch screen of the phone like the yellow line of Figure 2(a). Then, the 
proposed algorithm determines the adaptive threshold corresponding to the captured 
painting and detects edges with the determined threshold in the specified regions. 
Next, it detects two vertices in both specified regions using the Hough transform. In 
this step, the algorithm gives line parameters in order to comprise the detected 
vertices. By taking one of two lines comprising one vertex, it finds the other line, 
which crosses inside an image. Then, it detects the ROI by estimating unspecified 
vertices (blue circle points in Figure 2(a)) and detecting accurate vertices (black blank 
circle points in Figure 2(a)) again inside of the estimated vertex regions.  

 

 

Fig. 1. Proposed algorithm flow 

 

The detected ROI image is normalized by calculating perspective transformations, 
which affects the resultant general code size irrespective of the real size of the 
painting as shown in Figure 2(b). Figure 2(b) shows examples of the procedure for the 
binary code extraction and matching using the LBP method. By using the normalized 
ROI image, the proposed algorithm then extracts binary code via the LBP method [9], 
as shown in Figure 6. Next, the proposed algorithm enrolls or matches the extracted 
LBP code and preloaded LBP codes by calculating the Hamming Distance (HD) 
value. When the measured HD value is lower than the experimentally determined 
threshold (0.42), indicating a high level of similarity, the algorithm determines that 
the detected ROI image is a real painting, and vice versa. This proposed algorithm is 
suitable for mobile application and it provides fast and robust recognition in a 
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challenging environment irrespective of view direction and illumination changes, 
even though the algorithm requires a user’s minimal participation. 

 

 
(a) 

 
(b) 

Fig. 2. Examples of the procedure for the proposed algorithm: (a) a stroke-based ROI detection 
(b) code extraction and matching 

3   Proposed ROI Detection Algorithm for Robust Recognition 

Because of the different texture amounts among paintings, the proposed algorithm 
needs to be able to extract dominant edges irrespective of the strength of the edges. 
Moreover, because the algorithm requires a user’s participation (while preserving 
high detection and recognition accuracies despite view direction changes), it needs to 
be simple and to reduce the interaction process. To this end, we propose a stroke-
based semi-automatic ROI detection algorithm using adaptively extracted edges and a 
vertex estimation process. Detailed explanations are provided as follows. 

3.1   A Stroke-Based Semi-automatic ROI Detection with Vertex Estimation 

To reduce the noise of the image in paintings with a large amount of texture, the 
general approach applies the Gaussian kernel to the captured image and extracts 
dominant edges. However, the approach does not extract weak edges such as blurred 
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images or indistinct borders of the image, because it removes the weak edges from the 
borders by only using a predetermined threshold. 

In order to overcome the problem, we first apply a global adaptive thresholding 
method only for the Intensity element of the captured image after converting the pixel 
format from RGB to HSV. Through the thresholding, we can extract dominant edges 
for the borders by using Canny edge detector as shown in Figure 3, because the 
adaptive thresholding method separates two regions. Even though the two regions 
have similar intensities (the paintings edges are not clearly defined) it automatically 
finds an appropriate threshold value. Therefore, it properly works for both simple and 
complicated textured paintings. 
 

 

 

Fig. 3. Procedure of dominant edge detection 

 
By using the detected dominant edges as an input, the Hough-transform detects 

dominant candidate lines by searching a limited range of parameters. Then, we select 
the two lines comprising one vertex. We do by examining the angle between two lines 
and the distance between the initially specified point and the cross point of the two 
lines. If both conditions are satisfied, as Equation (1), we detect the vertex as a result, 
as shown in Figure 4. 
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where (ρb, θb) are the parameters representing a base line, and (ρc, θc) are for a 
compared candidate line. We calculate intersection position Pd by using a Pt() 
function with the four parameters. Then we check whether the distance Dd, between 
the detected point Pd and the specified point Ps is minimal compared with Dt. Shorter 
distance value is saved as Dt. Then, we also check that the angle, calculated by the 
function Ang() with the parameters representing two lines, is larger than the pre-
determined threshold Ta. If the two conditions are satisfied, function F() returns true, 
meaning it was detected, and vice versa. 

Like the procedure mentioned above, the algorithm detects two initial vertices 
inside of the user-specified searching regions. On the other hand, the other two 
vertices of the painting are estimated by using the two rho and theta values of the 
lines comprising the two detected vertices. For detecting the initial two vertices, we 
know the parameter values, rho and theta, of the detected lines through Hough 
transform. By taking one of those two lines comprising the detected one of those 
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vertices, we can find the other line which crosses inside of an image, as shown in 
Figure 5 ①. Therefore, we detect object ROI by estimating the two other intersection 
points (pink dot in Figure 5 ②) as another two inputs for detecting vertices (white dot 
in Figure 5 ②). By comprising all the detected four vertices, we accurately detect 
ROI of a painting. 

 

 

Fig. 4. Procedure of initial vertex detection 

 

 

Fig. 5. Procedure of estimation (pink circle points) for detecting vertices at the unspecified 
position and its detection results (white circle points) 

3.2   In-Situ Painting Recognition Based on Local Binary Pattern 

To recognize both simple and complicated textured paintings in a challenging 
environment where the global illumination changes, it is important to extract 
illumination-invariant codes for the painting. For user’s satisfaction the algorithm 
requires fast processing time even on mobile phones; however, the previous feature-
based recognition [8] takes too much processing time on mobile phones. Furthermore, 
with less textured paintings, the previous method decreases the discrimination ability 
among the several less textured paintings because it does not extract enough numbers 
of the feature-points for the painting. 

In order to overcome the problem, we simplified the LBP method [9] which 
considers the pattern of image intensity in the localized area. The original LBP 
method [9] considers rotation-invariant features. However, because the proposed 
algorithm has already detected the accurate ROI of the painting, the proposed 
algorithm only extracts the binary codes inside of down-sampled image (15×15) of 
the detected ROI. This is done by only adopting the idea of LBP code extraction. The  
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LBP can be defined as an ordered set of binary values determined by comparing the 
gray values of a center pixel and the eight neighborhood pixels around the center, as 
shown in Fig. 6. By using this simplified LBP method, we extract 225 bytes (8 * 15 * 
15) of LBP codes representing a painting. Even though a user takes a painting image 
from the flank, the proposed algorithm corrects perspective distortion by applying the 
perspective transform. Then, it provides same size of the painting code and a simple 
matching algorithm with an Exclusive OR (XOR) binary operator as shown in 
Equation (2). 

 

 

Fig. 6. LBP codes extraction 

The currently extracted codes can be practically matched with the filtered set 
(number of the filtered image: 50) of codes among the code DB, because we assume 
that we know the direction and location of the user using sensors within the mobile 
phone. For matching, we use the Hamming distance measuring the dissimilarity 
between the current extracted code and the filtered set of codes, as represented in 
Equation (2). A smaller HD (Hamming distance) closer to 0 means the two codes are 
similar, and vice versa. We determined that the two codes are identical when the HD 
is less than the pre-determined threshold Th. According to experimental results, we 
determined that Th is 0.42, which shows the high recognition accuracy result. 
 

( )
CodeBits

codeBcodeANum
HD
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where CodeBits means the number of LBP code bits. In this paper, we extract 1800  
(8 * 15 * 15) bits for LBP codes. ⊗  represents XOR operator. Num() function returns 
the number of 1’s of the codes after the XOR operation. As it only uses the binary 
pattern for code matching, the proposed system using LBP-based recognition shows a 
fast processing time. Furthermore, the system could recognize less textured objects 
even in the case of illumination changes, because the pattern is extracted inside of the 
accurately detected ROI and it is globally illumination-invariant. Therefore, the 
proposed algorithm recognizes both less textured and more textured paintings in a 
challenging environment such as gallery even though the image is captured from the 
flank. 
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4   Implementation and Experimental Results 

4.1   Implementation 

In this work, we implemented a mobile painting recognition system prototype using 
the proposed a stroke-based ROI detection and LBP-based painting recognition 
algorithm. We used a DirectShow for capturing images from a camera of a mobile 
phone and an OpenCV library [10] for implementing basic image processing 
algorithms. We implemented our proposed algorithm on a mobile phone based on the 
Windows Mobile 6.3 platform. The phone had a 1 GHz ARMv7 processor and built-
in (4.1 inch) touch-screen display. 

We implemented the ROI detection algorithm as shown in Figure 7(b). The stroke 
interaction process is needed to specify the search areas as shown in Figure 7(a). The 
black line of Figure 7(b) shows an ROI comprised by the initially specified and 
estimated points. And the green line shows the detected ROI by using the proposed 
algorithm.  

 

    
                                                  (a)                                              (b) 

    
(c) 

Fig. 7. Examples of the proposed algorithm’s output: (a) user’s dragging as an initial input; (b) 
ROI detection (black line: ROI consist of the initially specified and estimated points, green line: 
ROI comprised by the detected vertices); (c) results in the case of challenging environment 
(view distance, direction and illumination changes) 

After the ROI is detected, it is normalized as shown in Figure 2(b). Then, the 
proposed algorithm extracts and matches the binary code. The recognized ID number 
corresponding to the painting and the artist’s last name is on the left and right side of 
the screen. 

As shown in Figure 7(b), the proposed algorithm detects an accurate ROI even 
though there was an inaccurate input. Moreover, the proposed algorithm is robust to 
the challenging environment (view distance, direction and illumination changes). 
Figure 7(c) presents the accurate detection and recognition results when the painting 
is captured from far distance (left), from the flank (middle) and in a dark environment 
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(right). As such, it is expected that this work can be used for a mobile gallery viewing 
system. 

4.2   Experimental Results 

In this paper, we evaluated the performance of our proposed algorithm by using a 
database of captured gallery painting images. The database is comprised of 250 
images acquired using a mobile phone images from 5 different angle under 
uncontrolled illumination conditions for 50 paintings. Each image in the database has 
a 24-bit color value and a pixel size of 320×240. This DB set is for experiments. In 
practice we only store LBP binary codes as a DB set for recognition. 

First, we measured the processing time for the proposed algorithm. As a result, our 
proposed algorithm required 38.97 ms to run in our experimental environment. 
Specifically, ROI detection required 37.81 ms, the majority of the processing time, 
while the recognition required 1.16 ms including code extraction and matching, as 
shown in Table 1. Even without optimization of the source code, this speed is fast 
enough to get results in real-time on a mobile phone. With optimization, we could 
therefore expect even faster results during ROI detection. 

Table 1. Processing time of the proposed algorithm 

Processing time (ms) Algorithm 
Minimum Maximum Average 

ROI detection 27.15 45.83 37.81 
LBP code recognition 0.83 1.37 1.16 
Entire processing time 27.98 47.20 38.97 

 
In the second set of tests, we measured the detection accuracies of the corners of 

the painting ROI, shown in Table 2. The accuracies were measured based on the Root 
Mean Square (RMS) pixel error between the detected points, and those chosen 
manually. As can be seen in Table 2, the average RMS pixel error indicates that the 
proposed algorithm detects accurate (1.16 error pixels) vertices comprising the ROI, 
even when users give an inaccurate input (4.53 error pixels, on average). 

Table 2. Detection accuracies of the corners of painting ROI 

RMS pixel errors  Detection method 
Minimum Maximum Average Standard. deviation 

Manual selection 1.00 7.07 4.53 1.68 
Proposed algorithm 0.00 3.53 1.16 0.78 

 
Finally, we measured the recognition accuracy. For that we measured the Equal 

Error Rate (EER), which represents the minimum error rate for recognition by taking 
an exact threshold of the given test set. As experimental results, the proposed 
detection algorithm supports accurate recognition (EER: 0.48%), whereas the EER 
was 3.02% without the algorithm (manual selection), as shown in Figure 8. 
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Thus, we could confirm that the proposed algorithm guarantees robust painting 
recognition, even though a user may specify inaccurate inputs and in cases in which 
there are view direction angle and illumination changes. 

 

  
                                     (a)                                                                       (b) 

Fig. 8. Experimental results for recognition: (a) with the proposed detection algorithm, and (b) 
without the proposed detection algorithm 

5   Conclusions and Future Works 

This paper proposed a stroke-based ROI detection algorithm for in-situ painting 
recognition. We plan to develop an automatic detection algorithm for convenient 
recognition, while maintaining high recognition rates. 
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Abstract. The paper describes voice assignment techniques for synchronized 
scenario speech output in an instant casting movie system that enables anyone 
to be a movie star using his or her own voice and face. Two prototype systems 
were implemented, and both systems worked well for various participants, 
ranging from children to the elderly.  

Keywords: Instant casting movie system, post-recording, speaker similarity, 
voice morphing, synchronized speech output. 

1   Introduction 

Instant casting movie system (ICS) is an entertainment system that allows participants 
to instantly appear in a movie as a CG character [1]. In ICS, all processes are performed 
automatically (Fig. 1): scanning of the face shape and image, reconstruction of the 3D 
face model, and generation of onscreen appearance and movement. However, assigned 
voices of the participants’ CG characters were only switched pre-recorded male or 
female voices, depending on the gender of the participant. Our goal is to extend the 
functionality of voice assignment for the ICS. The participant’s CG character should be 
assigned a voice that is matched and similar to the participant’s own voice. In addition, 
the voice quality should be better matched to the CG movie quality. Since the CG 
character has various facial expressions, the voice should communicate various 
expressions of emotions. Various speech synthesis techniques have been proposed [2-5]. 
However, it is difficult to generate high quality voices that match the various scenes. 
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Excessive deformation of the speech waveform is especially difficult without degrading 
voice quality. 

In this paper, we introduce three approaches to extend the voice assignment 
function: quick post-recording, similar speaker selection and voice morphing. For 
short scenarios, participants can record scenario speeches directly using our post-
recording tool. For long scenarios, participants can participate in the movie easily 
using the combined approaches of similar speaker selection and voice morphing. We 
have developed prototype speech synchronization systems. Scenario speeches can be 
output synchronously along with the CG character using our systems. 

 

 

Fig. 1. Instant casting movie system (ICS) 

2   Quick Post-recording Tool 

If the most significant feature of voice casting is that the CG character acts as the 
participant with the participant’s voice, one of the best solutions is to directly record 
the scenario voice from the participants. However, it is difficult for participants to 
record their own voices for synchronization with the movie. This recording task, 
called post-recording, is widely used in movie and animation production. The 
accuracy of synchronization between voice and acting depends on the skill of voice 
actors. Adjusting the timing of the scenario speech takes a long time for non-
professional voice actors. In addition, these post-recording environments for 
professional use are expensive and complicated, and must be manually operated by 
skillful sound engineers. Considering the cooperative work of ICS, the following 
system requirements of the post-recording tool must be provided: 1) various timings 
of post-recording information; 2) automatic post-processing function of recorded 
voices. 

2.1   Designing the Timing Information of Post-recordings 

An important system requirement of a post-recording system is to produce scenario 
speech synchronously with the character’s action in the movie. To fulfill this 
requirement, our tool provides users six types of timing information: movie, 
BGM/SE, time code, reference voice for voice-over acting, colored text like karaoke, 
and rhythmic information. Rhythmic information is generated by repetitively  
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displaying the target scene over a constant period. Our tool can also be selected 
with/without a reference voice for voice-over acting, since the reference voice 
sometimes influences the user’s acting. 

2.2   Automatic Post-processing 

To use our post-recording tool in ICS, participant’s voices should be inserted into a 
movie soon after they are recorded. However the post-processing of recorded voices 
is time-consuming, especially for sound engineers who manually extract the essential 
parts of recorded voices to be synchronized with the corresponding movie shots. Thus 
an automatic post-processing mechanism for recorded voices should be implemented 
to eliminate such time-consuming work. 

2.3   Prototype of Post-recording Tool 

We developed a post-recording tool that fulfills the requirements. Fig. 2 shows a 
screenshot of our tool. Participants operate this tool with a touch-screen. The user 
speaks the script, which is synchronized with the video images. This tool has the 
following functions for supporting voice and lip synchronization: displaying the time 
code and the transcript text, and voice-over enable/disable buttons. The voice volume 
of user utterances can be checked using a meter. The video images for the post 
recording are repeatedly played by pushing the "OK" button to send a signal that the 
user felt a sentence recorded correctly. In our tool for ICS, manual post-processing is 
not needed, since our tool automatically extracts and saves the user voices that fit the 
length of the target scenes. 

 

 

Fig. 2. Screenshot of post-recording tool 

2.4   Evaluation of Post-recording Tool 

In this section, we evaluate our prototype system in terms of three points: stability of 
real world use, ease of operation, and shortening of voice acquisition time. 
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Stability. We exhibited our system from February 10th to 11th, 2008 at the Miraikan 
Museum in Tokyo. The system worked well with 162 participants (including 79 
children) for post-recording. While the children needed the support of a parent or an 
attendant to use our system, many participants could easily understand and operate it.  

Ease of operation. We ran a subjective test to evaluate our system. 99 subjects 
between the ages of 18 and 63 tested it and answered some questions. To evaluate 
ease of operation, we asked the following question: “Was the operation of this post-
recording system easy?” As a result. 64% of the subjects responded that our system’s 
interface could be operated easily (Very Easy=13%, Easy=51%, Neither=11%, 
Difficult=11%, Very Difficult=23%). 

Acquisition time. To evaluate the efficiency of data acquisition, we measured 
operation time using our system. For comparison, we measured the manual recording 
operation time using popular sound recording equipment with an operator. In manual 
recording, the subject speaks the lines of the script while watching the movie and the 
scenario text, and listening to the BGM/SE and the reference voice. After this manual 
recording, the operator must manually split the recorded voice using sound editing 
software. In manual recording, the average recording and splitting operation times of 
the eleven subjects were 64 minutes and 69 minutes, respectively. On the other hand, 
using our system, the recording operation time averaged 77 minutes with 91 subjects. 
In our system, the voice splitting operation time includes the recording time. Our 
system reduced the total recording time by 42% in comparison with manual 
recording. In addition, the number of professional operators can also be reduced using 
our system, since the subjects themselves operated our system in this evaluation of 
operating time.  

3   Selecting Similar Speakers 

The similar speaker selection process selects from the voice actor DB an actor with a 
voice similar to that of the participant, and assigns the selected voice to the character. 
In this approach, the voice quality does not undergo any degradation. However,  
the possibilities with regard to the extent of voice similarity that can be achieved  
are limited to the size of the voice actor DB. Various acoustic features related to  
the perception of speaker similarity were reported independently [6-9]. However the 
personality of a speaker is evinced not only in the voice quality but also in the 
prosodic intonation. Therefore, we need to consider multiple acoustic features for 
various voice characteristics. The key technology of our method is to combine 
multiple acoustic features that are used to calculate perceptual similarity into our 
system implementation so as to realize within the ICS, a closely-matched voice for 
each participant's character. 

3.1   Estimation Method 

We estimate the perceived similarity of speakers by participants using a combination 
of multiple acoustic features for greater accuracy. The perceptual similarity estimate s 
is calculated using Equation 1. 
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In this equation, n is the number of acoustic features, xi is the distance of the ith 
acoustic feature between the voices, and α  is the weighting coefficient for each such 
distance between acoustic features. 

We use 8 acoustic features related to voice personality. These are the Mel 
Frequency Cepstral Coefficient (Static: 12 + Dynamic: 13 = 25 dimensions)[6], the 
STRAIGHT Cepstrum of over 35 dimensions and 1st dimension [7], the Spectrum of 
over 2.6 kHz, the STRAIGHT-Ap under 2 kHz [8] that is a parameter of STRAIGHT 
[10], the fundamental frequency, the formants (F1 - F4), and the spectrum slope 
between 0 kHz - 3 kHz [9]. To extract these acoustic features, we use a window 
length of 25 ms and the shift rate of 10ms. 

We calculate the distance between the acoustic features with Dynamic Time 
Warping (DTW). DTW distance is commonly used in a wide range of pattern 
recognition systems. It can estimate perceptual similarities accurately because it 
represents the temporal structure of acoustic features. 

3.2   Optimization of Weighting Coefficients 

To increase the correlation between the perceived similarity as reported by the 
subjects and that estimated using our method, we optimize the weighting coefficient 
α  in Equation 1. To select a target speaker from a speaker DB, we represent the 
perceived similarities of the other speakers to the target by ranking the speakers in a 
permutation. The ranking is determined by quick sort based on subjective judgment. 
A subject judges similarity considering various speech features. Then the weighting 
coefficients α  are optimized using the steepest descent method to increase the 
Spearman's rank correlation coefficient between the ranking of perceived similarity 
and that of acoustic similarity. Acoustic similarity is calculated using Equation 1. 
Spearman's rank correlation is shown in Equation 2. 
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In this equation, β  is the ranking with respect to perceived similarity ascribed by 

the subject. γ  is the acoustic similarity ranking derived by using our method. N is the 

number of units of speech data. For this optimization, we used speech data uttered by 
36 speakers. 

4   Voice Morphing 

The Voice morphing approach is based on blending a few voices to generate a voice 
similar to that of the participant. Our approach is based on STRAIGHT [10] voice 
morphing, which is an extra-high-quality voice morphing technique [11]. The key 
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technology in our approach enables the automatic estimation of the optimal blending 
weights required to generate a voice similar to that of the participant. 

4.1   Two Speakers’ Voice Morphing 

The basic idea of voice morphing is to generate an intermediate voice from two 
source voices by using an arbitrary blending ratio [12]. STRAIGHT-based morphing 
[11] handles the feature vectors of time-frequency representation derived by 
STRAIGHT [10], STRAIGHT spectrogram, Aperiodicity Map and F0. Time-
frequency transformation of each feature vector is represented as a simple piecewise 
bilinear transformation with the same blending ratio. 

4.2   Multiple Speakers’ Voice Morphing 

Takahashi et al. extended a conventional STRAIGHT-based morphing system to a 
multiple-speaker morphing mechanism [13]. The procedure is almost the same as that 
of conventional STRAIGHT-based morphing; it involves 1) anchor points, 
characteristic corresponding points in the time-frequency domain that are manually 
assigned on each reference spectrogram; 2) time-frequency transformation, which is 
derived from target and reference feature vectors based on the anchor points; and 3) 
reference feature vectors, which are morphed to mapped target feature vectors xmrp 
based on Equation 3 with a blending ratio vector r. 

∑
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where rs is the blending ratio for speaker s, and xs are the feature vectors for speaker s. 

4.3   Voice Morphing for Generating Specific Speakers 

We introduce our technique which can estimate a blending ratio vector to generate a 
specific speaker's voice based on multiple-speaker morphing. In this paper, we 
estimate a blending ratio vector that satisfies the following formula. 
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where y is the feature vector of target speaker, and r̂  is the estimated blending ratio 
vector. In this method, the blending ratio vector is minimized to yield the following 
formula. 
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Since the STRAIGHT-based voice morphing process controls various features by 
the same blending ratio vector in the time-frequency domain, it is difficult to solve 
Equation 6 analytically. Therefore, we use an iterative approach to solve for a 
blending ratio vector using the following formulae. 
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where )ˆ(re′  is an approximation formula of Equation 6 that assumes the blending 

ratio nr̂  is constant. [ ]TT
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In this paper, we adopt α  as 1, the number of iterations as 20, and the number of 
reference speakers as 8. 
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5   Implementation of Synchronized Speech Output 

Fig. 3 shows our prototype system for ICS. Participants record their own speech using 
recording PCs. Input is a voice speaking a sentence which was recorded by each 
participant. Similar Voice Selection Servers and Voice Morphing Servers calculate 
the results of scenario speeches that are intended to be similar to the participants' 
voices. We have recorded 60 different kinds of voices to construct the voice DB of 
this system. This DB covers a wide range of participants, in terms of age (subjective 
ages: 6-63). In addition, this DB has a balanced male-female ratio (subjective gender: 
male=29, female=31). These scenario speeches are played based on a Longitudinal 
Time Code (LTC) that represents time synchronization with video images. The 
Display PC outputs video images and stereo audio, which consists of the LTC and the 
recorded sound (a mixture of BGM and SE). The audio composite PC sends speech 
data to the mixer based on the LTC. The mixture of speech data and sound is sent to 
the audio speakers. The image composite PC also sends video data to the display 
based on the LTC. As for the prototype system's movie content, we used “Grand 
Odyssey,” which was exhibited at the 2005 World Exposition in Aichi, Japan. Our 
system can be used easily and quickly by various participants-ranging from children 
to the elderly-because it is based on participants having to record one specific 
sentence only. We exhibited our system on March 20-22, 2009, at the Miraikan 
Museum in Tokyo. The system was tested by over 100 participants, including 
children and elderly people, and was found to work well. 
 

 
Fig. 3. Overview of prototype system 
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6   Discussion and Conclusion 

In this paper, we described two types of scenario speech assignment systems to 
extend the casting functions of ICS. Our system worked well for various participants. 
Since synchronization of these scenario speeches was based on LTC, all three 
approaches can be combined into the same system. 

The voice post-recording tool can be operated intuitively with various timing 
information. In this system, participants feel that they participate directly in the movie 
production, since participants uttered their scenario speech directly. However, the 
post-recording task is time-consuming, if the scenario speech is too long. In our post-
recording strategy, scenario speech should be kept short to avoid overload of 
participants’ tasks. In addition, it is difficult for most people to utter exaggerated 
expressions matched to the target scenes. Thus, the quality of movie output depends 
on participants. One of our future target projects is to modify the expression style of 
recorded voices automatically to match the target scenes. 

The combined approach of similar voice selection and voice morphing also worked 
well by recording an input sentence for each participant. In this approach, workload of 
participants is less than in the post-recording approach, since participants only 
recorded a read speech, without exaggerated expression. Quality of output movie is 
stable, since scenario speech is based on voice DB, which was recorded by 
professional voice actors preliminarily. However, similarity of output voice depends 
on the size of voice DB. It is important to establish an archetype for the design 
strategy for the construction of a voice actor DB. Constructing a voice actor DB is a 
time- and money-intensive task. In voice morphing, assigning anchor points is also 
time-consuming. In order to improve the efficiency of these tasks, our system needs to 
incorporate other features. In addition, the use of the voice morphing technique leads 
to a slight degeneration in the speech quality of output voices. At present, we check 
the voice quality of outputs manually. One important course of future work is to 
develop an automatic speech quality evaluation technique. This technology will 
reduce operational costs of our system. 
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Abstract. “Dive into the Movie (DIM)” is a name of project to aim to realize a 
world innovative entertainment system which can provide an immersion 
experience into the story by giving a chance to audience to share an impression 
with his family or friends by watching a movie in which all audience can 
participate in the story as movie casts. To realize this system, we are trying to 
model and capture the personal characteristics instantly and precisely in face, 
body, gait, hair and voice. All of the modeling, character synthesis, rendering 
and compositing processes have to be performed on real-time without any 
manual operation. In this paper, a novel entertainment system, Future Cast 
System (FCS), is introduced as a prototype of DIM. The first experimental trial 
demonstration of FCS was performed at the  World Exposition 2005 in which 
1,630,000 people have experienced this event during 6 months. And finally up-
to-date DIM system to realize more realistic sensation is introduced.  

Keywords: Personality Modeling, Gait Motion, Entertainment, Face Capture. 

1   Introduction 

The purpose of DIM project is to aim to realize an innovative entertainment system in 
which especially all of the audience can become a movie cast instantly and can enjoy 
an immersive feeling and excited impression in the story. Future Cast System is one 
of a prototype of DIM which first was exhibited at the 2005 World Exposition in 
Aichi Japan. The Future Cast System offers two key features. First, it provides each 
member of the audience with the amazing experience of participating in a movie in 
real time. Second, the system can automatically perform all of the processes required 
to make this happen: from capturing the shape of each audience member's face, to 
generating a corresponding CG face in the movie. To create a CG character which 
closely resembles the visitor's face with FCS system, an original 3D range scanner 
first acquires the 3D geometry and texture of the visitor's face. Second, facial feature 
points, such as eyes, eyebrows, nose, mouth, and the outline of the face are extracted 
from the frontal face image. Next, a generic facial mesh is adjusted to smoothly fit 
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over the feature points of the visitor's face.  Scanned depth of the visitor's face which 
corresponds to vertices on the deformed generic facial mesh is acquired and then the 
visitor's frontal face image is attached to the mesh. The entire process, from the face 
scanning stage to the CG character generation stage, is performed automatically as 
soon as possible before the show starts. Then, scanned data, including the face model, 
estimated age and gender information are transferred to a file server.  

At the time of the show, we call up the visitor's character information, such as 
facial geometry, texture, and so on, from the file server and control the face using 
Cast/Environment Scenario Data which is defined for each individual cast member 
and scene of the movie. Then, the face, which is produced by facial expression 
synthesis and re-lighting, is rendered into the face region in the scene image. 
Therefore animation in which the CG character speaks and expresses his or her 
feelings as if it were the visitor itself can be generated.  

2   Related Works  

Face Geometry Acquisition. A variety of 3D range scanners [1] are already 
commercially available. However, it is difficult to capture the 3D geometry of areas 
which absorb lasers or sine-wave patterns such as the eyes, the inside of the mouth, 
and hair. In addition, these scanners are too expensive to use for our work. So we 
propose an original face scanning system which captures and reconstructs range data 
in a very short time maintaining high degree of accuracy. 

 
Face Recognition. Wiskott et al developed elastic bunch graph matching using Gabor 
wavelets [2]. Kawade and Lee also developed techniques to improve this method 
[3],[4], and have been able to perform facial feature point extraction. This method can 
reliably extract facial features from frontal face images. Li et al have evaluated this 
technique using their facial database and, as a result, 77% of automatically extracted 
feature points were within 5 pixels of the ground truth. Baback and Lian have 
developed age and gender estimation techniques [5],[6] that are able to estimate age 
and gender with more than 80% accuracy. FCS system introduces 89 feature points 
extraction from frontal face image based on [2] with 94% accuracy of face modeling. 
In FCS, estimated age information is used for casting order and gender information is 
used to choose pre-scored voice track.   

 
Facial Animation. Since the earliest work in facial modeling and animation [7], 
generating realistic faces has been the central goal. A technique to automatically 
generate realistic avatars has been developed using facial images [8]. The CG face 
model is generated by adjusting a generic face model to target facial feature points, 
which are then extracted from the image. There are many researches which can 
construct facial geometry directly from images using morphable facial models [9]-
[11]. In FCS system, by fitting generic model onto one frontal face image and then get 
a model depth from range scanning data at the same time to simplify total face 
modeling process within 15 seconds now. 

Current major facial synthesis techniques include: image-based, photo-realistic 
speech animation synthesis using morphed visemes [12], a muscle-based face model 
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has been developed [13]-[15], as has a blend shape technique where facial expressions 
are synthesized using linear combinations of several basic sets of pre-created faces for 
blending [11],[16]-[19]. Additionally, a facial expression cloning technique has also 
been developed [20].  

The blend shape-based approach applicable to individuals is introduced in FCS to 
reduce the calculation cost of real-time process and also the labor cost of production 
process. Basic shape patterns are prepared in generic face model to represent the 
target facial expression in advance. After fitting process, personalized basic shapes 
are automatically created and prepared for blend shape process in the story. 

 
Face Relighting. To achieve photorealistic face rendering, human skin's Bi-
directional Reflectance Distribution Function (BRDF) and subsurface scattering of 
light by human skin need to be measured for a personal skin reflectance model. A 
uniform analytic BRDF is measured from photographs[10]. A Bi-directional Sub-
surface Scattering Reflectance Distribution Function (BSSRDF) is developed with 
parameters based on biophysically-based spectral models of human skin[21]. The 
method which generates a photorealistic re-lightable 3D facial model is proposed by 
mapping image-based skin reflectance features onto the scanned 3D geometry of a 
face[22]. An image-based model, an analytic surface BRDF, and an image-space 
approximation for subsurface scattering are combined to create highly-realistic facial 
models for the movie industry[23]. A variant based on this method for real-time 
rendering on recent graphics hardware is proposed[24]. 3D facial geometry, skin 
reflectance characteristics and subsurface scattering are measured using custom-built 
devices[25].    

To render faces in FCS, only a face texture (diffuse texture) captured by a range 
scanner can be used. Furthermore, in "Grand Odyssey" the movie title specially 
arranged for FCS,  there are scenes where a maximum of five characters appear 
simultaneously. Thus, the rendering time for each character's face is restricted. An 
important role of our face renderer is to generate images that reduce the differences 
between visitors' faces and the pre-rendered story images. For skin rendering, first the 
texture of the scanned face together is used with uniformly specular lighting as a 
diffuse albedo. Then a hand-generated specular map is used on which speculars on the 
forehead, cheeks, and tip of the nose become more non-uniformly pronounced than on 
other parts of the face. Thereby efficiently an image similar in quality to that of the 
pre-rendered background CG image can be generated. 

 
Immersive Entertainment. The last decade has witnessed a growing interest in 
employing immersive interfaces, as well as technologies such as augmented/virtual 
reality (AR/VR) to achieve a more immersive and interactive theater experience. For 
example, several significant academic research have focused on developing research 
prototypes for interactive drama [26]-[28]. One technical feature of the current 
immersive dramatic experience systems is characterized by a reliance on VR/AR 
devices and environments that create the immersive experience. Typically, players 
need to wear video-see-through head-mounted displays (HMD) to enter the virtual 
world.  

DIM system is world first an immersive entertainment system commercially 
implemented as FCS system in Aichi Expo.2005. In DIM movie is generated by 
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replacing the faces of the original roles in the pre-created background movie with 
audience’s own high-realism 3D CG faces. DIM movie is in some sense a hybrid 
entertainment form, somewhere between a game and storytelling, and its goal is to 
enable audience easily to participate in a movie as its roles and enjoy an immersive, 
first-person theater experience.  

3   Summary of FCS 

Future Cast System (FCS) has two key features:  first, it can automatically create a 
CG character in a few minutes from capturing the facial information of a participant 
and generating her/his corresponding CG face, to inserting the CG face into the 
movie; second, FCS makes it possible for multiple people easily to take part in a 
movie at the same time in different roles, such as a family and a circle of friends. This 
study is not limited to academic research; 1,630,000 people enjoyed the DIM Movie 
experience at the Mitsui-Toshiba pavilion at the 2005 World Exposition in Aichi, 
Japan.  

And now it is extended to new entertainment event at HUIS TEN BOSCH, 
Nagasaki, Japan from March 2007 and also becoming to the most popular attraction 
there. In this HUIS TEN BOSCH version, the face capturing process is performed 
only less than 15 seconds. So in case modeling failure is detected by attendant, it is 
possible to capture face again and again. Fig. 1 shows the processing flow of bringing 
audience into the pre-created movie.  

Processing flow of FCS is as follows. 
 

1. Under the attendant’s guidance, participants put their faces to a 3D range-scanner. 
2. The captured facial images are transmitted to Face Modeling PCs.  
3. The frontal face images are transferred from Face Modeling PCs to Storage Server.  
4. 2D thumbnail images are created and sent to Attendant PC to check to see if the 

captured images are suitable to undergo modeling. If OK, the decision on face 
modeling is sent back to Face Modeling PCs.  

5. In Face Modeling PCs, 3D facial geometry is first generated which make the 
personal CG face with texture. Personal key shapes are generated for blend shape.  

6. The personal face model, age and gender information used for assigning movie 
roles and the personal key shapes are transmitted to Storage Server.  

7. Thumbnail images of participants’ face model and information about age and 
gender is transmitted to Attendant PC from Storage Server. The attendant judges if 
the participant’s face model is suitable to be appeared on the movie. If Yes, 
Attendant PC automatically assigns a movie role for each participant based on the 
gender and age estimation.  When an attendant found the modeling error happened, 
it goes back to the process No.1 to capture the guest face again with careful 
instruction. 

8. The decisions on assigning roles to participants are transmitted to Storage Server. 
A voice track is selected based on the gender information.  

9. The information required for rendering movie, including casting information, 
participant’s CG face model, frontal face texture, and customized key shapes for 
facial expression synthesis, are transmitted to the Rendering Cluster System from 

Storage Server. 
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10. Finally, Rendering Cluster System embeds participant’s face into the pre-created 
background movie images using the received information and the completed 
movie images are projected onto a screen. 

 

 
 

Fig. 1. Processing Flow of FCS 

 

 
 

          (a)                 (b)                  (c) 

Fig. 2. Face Modeling Result. (a) frontal image. 
(b) (c) constructed geometry. 

 

  (a)                   (b)                  (c) 

  Fig. 3.  Personal Face Model. (a) 89 feature 
points. (b) 128 feature points. (c) face model 
with personality. 

 
 

Face Capturing System. A non-contact, robust and inexpensive 3D range-scanner is 
developed to generate participant facial geometry and textural information. This 
scanner consists of a few CCD digital cameras and two slide projectors which are able 
to project stripe patterns. They are placed in a half circle and can instantly capture 
face images in few seconds. The central camera captures the frontal face image to 
generate texture mapping (Fig. 2.a). The hybrid method with an Active-Stereo 
technique and a Shape-from-Silhouette technique [1] are used to reconstruct 3D 
geometry. Fig. 2 shows a frontal face image and its corresponding 3D face geometry 
constructed by a scanner system.  
 

Face Modeling. Face modeling is completed in approximately  2 minutes in Aichi 
Expo. version, 15 seconds in HUIS TEN BOSCH version of FCS system and now 
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up-to-date scanner can complete it less than 10 seconds with the highest accuracy. 
Overall this process includes four aspects: facial feature point extraction, face fitting, 
face normalization and gender and age estimation. Currently, we proposed “Active 
Snap Shot” which can generate a texture mapped personal head model in about 2 
seconds only with 1 single 2D snap shot and 2mm vertex accuracy. 
 
Face Fitting. In the face fitting phase, a generic face model is deformed using the 
scattered data interpolation method (Radial Basis Functions transformation, [32]-[34]) 
which employs extracted feature points as targets. This technique enables us to 
deform the model smoothly. However, we found that deformed vertices on the model 
do not always correspond to the outlines of facial areas other than the target points. 
According to our own experience, it is important that the vertex of the model conform 
closely to the outline of the eyes and the lip-contact line on the facial image because 
these locations tend to move a lot when the model performs an action such as 
speaking or blinking. We therefore must accurately adjust the model for the feature 
points corresponding to the outline of the eyes, lips, and especially, the lip-contact 
line. Consequently, we interpolate these areas among the 89 feature points (Fig.3.a) 
using a cubic spline curve and then resample 128 points (Fig.3.b) on an approximated 
curve to achieve correspondence between the feature points. This process is 
performed for eyes, eyebrows, and the outline of the lip.  

 
Real-time Facial Expression Synthesis. We selected the blend shape approach to 
synthesize facial expression, since it can operate in real-time and it’s easy to prepare 
suitable basic expression patterns with which animators can produce and edit specific 
facial expressions in each movie scene. Also, the parameters for facial expression are 
very simple because they are only expressed with the blending ratio of each basic 
face. We first create universal 34 facial expression key-shapes based on generic face 
mesh, and then calculate the displacement vectors between the neutral mesh (generic 
face mesh) and the specific expressions’ mesh (one of 34 key shapes) such as mouth 
opening.  In the current DIM system, basic face is constructed by physics based facial 
muscle control adjusted to each audience’s estimated facial muscle structure. 

 
Relighting Face. The goal of relighting faces is to generate a matching image between 
the participant’s face and the pre-created movie frames. Considering the requirement for 
real-time rendering, we implemented a pseudo-specular map for creating facial texture. 
Specifically, we chose to use only the reflectional characteristic of participants’ skin 
which is acquired from the scanned frontal face images; however, the images still 
contain a combination of ambient, diffuse and specular refection. We therefore devised 
a lighting method to ensure a uniform specular reflection for the whole face by installing 
an alignment of florescent lights fitted with white diffusion filters. To represent skin 
gloss, we developed a hand-generated specular map on which speculars on the forehead, 
cheeks, and tip of the nose become more non-uniformly pronounced than other parts of 
the face. The intensity and sharpness of the speculars were generated by white Gaussian 
noise. The map can be applied to all participants’ faces. Additionally, we approximated 
subsurface scattering and hair lighting effects by varying intensity on the outlines of the 
characters’ faces. 
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Currently, personal specular feature is customized to each individual by the 
captured data from custom made skin sensor. 

 
Automatic Casting and Voice Selection. FCS can automatically select a role from 
the background movie for each participant according to age and gender estimation. In 
addition, we pre-recorded a male and female voice track for each character, and 
voices were automatically assigned to characters according to the gender estimation 
results.  

In current DIM, an individualized voice is generated by huge voice actor database. 
 

Real-time Movie Rendering. The rendering cluster system consists of 8 PCs tasked 
for image generation of movie frames (Image Generator PC, IGPC) and a PC for 
sending the image to a projector (Projection PC, PPC). The PPC first receives the 
control commands, time codes, and participants’ CG character information from Data 
Storage Server, and then sends them to each IGPC. The IGPCs render the movie 
frame images using a time division method and send them back to the PPC. 

The performance of graphics hardware is advanced drastically, current DIM 
system can generate and render multiple characters with  whole body motion and 
rendered hair as well as facial expression on real-time process. 
 
Evaluation. FCS has been successfully exhibited from 3/25 to 9/25 at the 2005 World 
Expo. in Aichi, Japan, and showed a high success rate (94%) of bringing audience 
into the movie. However, evaluation result shows self-awareness rate is only 65%.  
Now up-to-date DIM movie can make self-awareness rate to 86% by introducing new 
technology described next. 

4   Up-to-Date DIM Movie 

In the former FCS system, 3D geometry and texture of audience face without glasses 
can be reproduced precisely and instantly in a character model. However, facial 
expression is controlled only by a blend shape animation, so personality of smile is 
not reflected in animation at all. Also the head of character is covered by a helmet in 
the story “Grand Odyssey” because of the huge calculation cost of hair animation and 
body motion, which are treated as a back ground image with fixed size and fixed 
costume assigned to the casting. So sometimes a few of audience cannot identify 
himself on the screen even if his family or friends can identify him. The progress in 
GPU performance is so high that real-time rendering and motion control of full body 
and hair become possible now.    

 
Head Modeling. To emphasize personality feature on character facial animation, a 
head and hair modeling are inevitable. After scanning face, we tried to fit generic skin 
head model to captured face geometry and then a pre-designed wisp model of hair is 
generated automatically on this head model. To reduce the calculation cost, each wisp 
of hair is modeled by a flat transparent sheet with hair texture and an extended cloth 
simulation algorithm is applied to make hair animation. 
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Figure 4 shows the generated hair variation from an automatically constructed head 
model. The technical detail is described in [29]. To change hair style makes each 
character more attractive and impressive. 

 
 

 
 
 
 
 

 
Fig. 4. Head Model with Hair Style Variation 

 
Face Modeling. Blend shape facial animation is so simple that it is very convenient 
for creator to direct a specific expression and it takes very low CPU cost to synthesize 
on real-time process. However, to reflect personal characteristics on facial animation, 
physics based face model is effective because it is easy to give variation in motion by 
changing the location and stiffness of each facial muscle.  

In the most recent DIM system, after fitting a face wireframe to scanned face range 
data, the location of each standard muscle can be decided automatically. By 
modifying the location of muscles, a variety of personal individuality can be 
generated in a same face model. This optimization of the location and physical 
character of each muscle is performed based on a captured face video appearing smile 
without any landmarks on face. The detail is expressed in [29].  

Individual skin feature is captured by custom made skin sensor and reflected to the 
rendering of personalized characters [32]. 

 
Body and Gait Modeling. Character model with a variety of body size is pre-
constructed and optimum size is decided according to the captured silhouette image. 
By fitting the size of neck, head, face and hair to the body size, a full body character 
model is assembled by morphing of these basic body shapes. Also personality in gait 
is modeled automatically by combination of key motions according to the silhouette 
estimation captured by 2 cameras. This technique is expressed in [30].  

 
Voice Modeling. In former FCS system, a prerecorded voice of an actor or actress is 
used as a substitute for that of each participant. The substitute voice is selected by only 
each participant’s gender information which is estimated based on the scanned face 
shape without consideration of other information such as age and voice quality. This 
caused some sense of discomfort for those who perceive the voice of the character to be 
different from their own or the people they know. Therefore we tried to choose or 
synthesize voice with personality based on the similarity measurement [31]. 

 
Immersive Experience with First Person Perspective. DIM project also produces 
both visual and audible immersive environment with first person perspectives. 
Prototype for high fidelity 3D audio recording and play-back [34] and omnidirectional 
panoramic video recording and screen system [33]  have been constructed. 
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5   Conclusions  

In this paper, an innovative visual entertainment system DIM is presented. The face 
modeling process, the core technology of our system, can automatically generate 
visitors' CG faces with an accuracy of 
93.5%. So the former Future Cast 
System provides audiences with a 
movie in which only their faces are 
embedded.  

In current DIM system, how to 
improve the audience's sense of 
personal identification while watching 
the movie is considered. The key lies in 
generating CG characters which share 
the visitors' physical characteristics, 
such as hairstyle, body shape, gait 
motion, and voice personality. By 
introducing these factors, self-awareness rate is improved to 86% from 65% of former 
FCS system. 

The detail of DIM project is as follows. 
 

http://www.mlab.phys.waseda.ac.jp/DIM/home_e.html 
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Abstract. We propose a realtime and direct-touch interaction system for 3D 
cultural artifact exhibition based on a texture-based haptic rendering technique. 
In the field of digital archive, it is important to archive and exhibit the cultural 
artifact at the high-definition. To archive the shape, color and texture of the 
cultural artifact, it is important to archive and represent not only visual effect 
but haptic impression. Therefore, multimodal digital archiving, realtime 
multisensory rendering, and intuitive and immersive exhibition system are 
necessary. Therefore, we develop a realtime and direct-touch interaction system 
for the 3D cultural artifact exhibition based on a texture-based haptic rendering 
technique. In our system, the viewer can directly touch a stereoscopic vision of 
3D digital archived cultural artifact with the string-based and scalable haptic 
interface device "SPIDAR" and vibration motor. 

Keywords: Digital Museum, Virtual Reality, Computer Graphics, Haptics. 

1   Introduction 

We are working on a digital museum project of the "Gion Festival in Kyoto" [1], [2]. 
The floats in the "Gion Festival in Kyoto" are decorated with various accessories. 
Therefore, the floats are described as a "Moving Museum". In this digital museum 
project, in particular, we are working on a digital archiving of the "Gion Festival in 
Kyoto" by multisensory information such as the visual sense and the haptic sense. 

In the field of digital archive, it is important to archive and exhibit the cultural 
artifact at the high-definition. To archive the shape, color and texture of the cultural 
artifact, it is important to archive and represent not only visual effect but haptic 
impression. To exhibit the digital archived 3D model naturally, multisensory digital 
archiving and interactive, intuitive and immersive exhibition system is necessary. 
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Moreover, to reduce the graphic and haptic rendering cost, a realtime rendering is 
necessary. Generally, to achieve the realtime rendering in graphic process, at least 30-
60 Hz update rate is necessary. In haptic process, to represent the soft objects, at least 
300 Hz update rate is necessary, and to represent the hard objects, at least 10 kHz 
update rate is necessary while considering the graphic rendering cost. 

Therefore, we develop a realtime and direct-touch interaction system for the 3D 
cultural artifact exhibition with the string-based and scalable haptic interface device 
"SPIDAR" [3] and vibration motors. 

2   Related Work 

Recently, various haptic rendering devices have been developed, and various haptic 
rendering techniques to touch the virtual object have been proposed. The penalty-
based haptic rendering method [4], [5] is a basic approaches to represent the polygon 
wall, has several problems such as passing through, discontinuous force and vibration. 
To solve these problems, Zilles et al. proposed a constraints-based God-object method 
[6]. However, their method has the same problems such as passing through, 
discontinuous force and vibration in haptic rendering for the high-definition virtual 
object. On the other hand, several texture-based haptic rendering techniques have 
proposed to represent the asperity of the interior of the polygon according to the 2D 
image [7], [8], [9], [10]. In our previous work, we proposed a texture-based haptic 
rendering technique for the pseudo-roughness on the surface of the low-polygon 
virtual object using height map and normal map, and we developed a material system 
under haptic rendering for pseudo-roughness on the low-polygon object surface [9]. 
In this system, a difference of the haptic impression is represented by changing 
magnitude and/or direction of the reaction force dynamically according to the pixel 
value of the object surface which mapped the haptic texture which converted surface 
height, stiffness and friction into the 2D image. Moreover, we have proposed a 
realtime haptic rendering technique for representation of the high-definition model 
surface using the low-polygon model, distance map and normal map [10]. In this 
approach, the reaction force is calculated according to the pixel value of the low 
polygon model surface which mapped the haptic texture which converted the 
geometric difference of the high-polygon model and the low-polygon model into the 
2D image. However, these techniques are not based on the measurement. To represent 
the high-definition virtual object, it is necessary to model the virtual object based on 
the measurement. The same can be said for digital archive. Therefore, in our previous 
work, we captured the surface structure of the materials in the real world with OGM 
(Optical Gyro Measuring Machine) and generated the normal map [11] which has 
surface asperity information. Then we modeled the tactile sense by vibration signals 
based on normal map, and we developed a haptic rendering system for a 3D noh-cloth 
model based on the measurement with the string-based haptic interface device 
SPIDAR and vibration speakers [12]. 
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2.1   Multisensory System of the Cultural Heritage  

As related work of the cultural heritage, Christou et al. [13] proposed a versatile 
large-scale multimodal VR system for cultural heritage visualization. Their exhibition 
system is the Cave-like multimodal system, and their system enables haptic 
interaction with two haptic arm. On the other hand, Carrozzino et al. [14] proposed a 
large-scale multimodal and immersive VR system. Their exhibition system is the 
Cave-like multimodal system, and their system enables haptic interaction with 
exoskeleton haptic arm. These works enables to represent the shape, color, and texture 
of the cultural artifact with the haptic device. However, these systems are impossible 
to directly touch to the digital archived model. To exhibit the digital archived 3D 
model naturally, a direct touchable immersive exhibition system is necessary. 

2.2   Direct-Touchable Multisensory System  

As related work of the direct-touchable multisensory system, Inami et al. [15] and 
Arsenault et al. [16], [17] proposed a system with half mirror and haptic arm device. 
Vallino et al. [18], Bianchi et al. [19], and Sandor et al. [20], [21] proposed a AR/MR 
system with HMD and haptic arm device. Brederson et al. [22] and Ikits et al. [23], 
[24] proposed a system with 3D projector and haptic arm device. These system 
enables direct-touch for the graphic models with the haptic arm device. However, it is 
difficult to touch the large-scale cultural artifact because there is a limitation over the 
range of arm movement. On the other hand, Yoshida et al. [25] proposed RePro3D 
with vibration motor and retro-reflective projection technology. However, it is 
impossible to represent the kinematic sense. 

To exhibit the cultural artifact naturally, a direct-touchable exhibition interface 
corresponding to the size of the cultural artifacts is necessary (see Figure 1). 
Therefore, in our work, we use the string-based and scalable haptic interface device 
"SPIDAR" [3] and vibration motors. 

 

Fig. 1. Direct-touchable multisensory exhibition interface corresponding to the size of the 
cultural artifacts with scalable haptic interface device SPIDAR 
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3   Direct-Touchable Multisensory Exhibition System 

Figure 2 shows a direct-touch able multisensory exhibition system with SPIDAR. 
SPIDAR is on top of a screen. SPIDAR has ability to control the 3DOF position and 
to present the 3DOF forces. A grip part is attached to 4 strings from 4 motors with an 
encoder. The strings length got from each encoder's data is used to measure the grip's 
position. The strings tension from each motor is displayed the feedback forces. 
 

 

Fig. 2. Direct-touchable multisensory exhibition system with SPIDAR 

Users attach the vibration motors on fingers, users can feel kinematic sense and 
tactile sense moving the fingar tip and tracing the stereoscopic 3D virtual objects on 
the screen. Reaction force and vibration signal is calculated with the finger's move 
direction vector and surface asperity of collision point. A vibration signal is converted 
to voltage by D/A converter. 

3.1   Direct-Touch Interaction for the Stereoscopic Vision 

To touch the stereoscopic objects naturally with a SPIDAR, a grip position in the 
device space is required to match the virtual space according to the camera space. 

To represent the 3D shape with SPIDAR, firstly, the intersection is detected 
between the finger tip and 3D model surface on the screen. Secondly, if they are 
crossed in the intersection detection and have the possibility of contact, the polygon 
height is changed according to the pixel value of the height map in relation to 
intersection point and the polygon is replicated [9], [10] (see Figure 3). 
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Fig. 3. Direct-touch interaction for the 3D model based on our texture-based haptc rendering 
technique 

Finally, the intersection is detected again between the finger tip and a copy 
polygon, and the reaction force is calculated according to the penetration depth and 
the pixel value of the friction map and stiffness map [10]. Our haptic rendering 
technique is based on a constraint-based God-object method [6]. 

In our system, we display the vibration signal transform to voltage and input to 
vibration motors. The signal is calculated by the inner product finger tracing direction 
and the normal vector in the contact point of normal map. 

4   Digital Archive 

4.1   Graphic Modeling 

We used the laser range scanner "VIVID" for the measurement of the shape, and we 
used a high-resolution multiband imaging camera for measurement of the color and 
spectral reflectance. 

Figure 4, 5 shows measurement data of the woven cultural artifact "Hirashaji 
Houou Monyou Shishu" of "Fune-hoko" of "Gion Festival in Kyoto". Figure 4 shows 
a height image data (height map) that was generated from measured range data by the 
laser range scanner, and Figure 5 shows a color image data (color map) by the 
multiband camera. 

 

Fig. 4. Measured height image data of the "Hirashaji Houou Monyou Shishu" 
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Fig. 5. Measured color image data of the "Hirashaji Houou Monyou Shishu" 

The measured range data have 612,522 (1193x512) vertices, and measured color 
image data have 73,300,500 (13650x5370) pixels. To reduce the graphic rendering 
cost, we reduced a 3D polygon model and we mapped a measured 2D color map to a 
reduced 3D polygon model (see Figure 6). 

 

 

Fig. 6. 3D Digital Archived Model of the "Hirashaji Houou Monyou Shishu" 

4.2   Haptic Modeling 

To reduce the haptic rendering cost, we used our texture-based haptic modeling and 
rendering technique [26]. Firstly, we created a normal map from height map (see 
Figure 7). 
 

  

Fig. 7. Height map (left) and Normal map(right) of the "Hirashaji Houou Monyou Shishu" 

This normal map is used to represent the surface gradient, where the RGB values 
correspond to the XYZ coordinates of the normal vector. The height map is used to 
represent the surface height, where the surface height is changed according to the 
grayscale value (white is high and black is low elevation). We mapped these maps to 
low-polygon model which is used for the haptic rendering, and is not used for the 
graphic rendering. 
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5   Results 

We developed a direct-touch interaction system for the digital archived 3D cultural 
artifact exhibition (see Figure 8). Our system is composed of a display system and an 
3D application. A display system consists of a graphic part and haptic part. In graphic 
part, we used a rear projector screen (1000x750 mm) and the stereoscopic projector 
"DepthQ HD". The stereoscopic vision is projected to the bottom projector screen 
with a mirror. A haptic part is on top of a projector screen, and at one with a graphic 
part. In haptic part, we used SPIDAR and vibration motors. We used two 2.33 GHz 
Intel(R) Xeon(R) CPU E5410, NVIDIA Quadro FX 580 graphics card with 512MB 
video memory, 16GB RAM, Windows VISTA 64bit, and NVIDIA 3D Vision. The 
graphic process is 120 Hz update rate, and haptic process is 1 kHz update rate. 

 

 
 

  

Fig. 8. Realtime and direct-touch interaction system for the digital archived 3D cultural artifact 
exhibition 
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6   Conclusion and Future Work 

We developed a realtime and direct-touch interaction system for the 3D cultural 
artifact exhibition with the string-based and scalable haptic interface device 
"SPIDAR" and vibration motors. Specifically, firstly we archived the cultural artifact 
"Tenmizuhiki" tapestries "Hirashaji Houou Monyou Shishu" of "Fune-hoko" of "Gion 
Festival in Kyoto". Secondly, we developed a exhibition system with the stereoscopic 
projector, SPIDAR and vibration motors based on our texture-based technique. 
However, in our system, the stiffness properties are not based on the measurement 
data. Therefore, we plan to measure various materials in the real world. 
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Abstract. This paper describes our proposed virtual transportation system. Our 
proposed system is a display case for use at art museums, which is based on 
computer graphics and image-based rendering (IBR) techniques. Using this 
system, anyone can simply create and realistically represent virtual cultural 
assets. This system consists of two main components: a display unit and a 
capture unit. The display unit is in the shape of a conventional display case in 
order to represent virtual cultural assets. The capture unit, which is created by 
attaching cameras to a conventional display case, reconstructs cultural assets 
using IBR techniques. In our experiment, we implemented a basic system using 
View Morphing as the IBR technique. The results show that this system can 
represent virtual cultural assets as 3D objects on the display unit by using 
arbitrary view images that are interpolated by View Morphing. 

Keywords: digital display case, digital museum, image based rendering, virtual 
reality. 

1   Introduction 

In conventional art museums, visitors are not supplied with sufficient information to 
understand the background of heritage and cultural assets without learning about them 
in advance. For example, it is difficult for visitors to understand the background of 
cultural assets, such as the purpose of use, the excavation site, and historical events 
that took place at the same time. Therefore, new techniques for teaching background 
information have been researched in recent years. A “digital museum” is a new 
concept for teaching the background information of heritage and cultural assets.  

As an example of a digital museum, the Tokyo National Museum in Japan and the 
Palace Museum in China have installed a Virtual Reality Theater to present virtual 
heritage and cultural assets reconstructed by digital archive technologies [1] [2].  

We have been researching on a digital museum project based on augmented reality 
techniques. Our project investigates effective techniques for use in exhibitions of 
digital museums. These techniques will give more background information to visitors 
by overlapping the information with real heritage and cultural assets with the use of 
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augmented reality techniques. In this paper, as one of our projects, we propose a new 
exhibition system for a display case. 

2   Outline of the Digital Display Case 

We previously proposed a digital display case [3] in response to the following 
requirements of an art museum: 
 

1. The external appearance should resemble a display case in order to create a 
seamless arrangement with the conventional display cases in the gallery, and also 
to easily engage the visitors with the system. 

2. The images displayed on the digital display case must be accurately correlated with 
the viewer’s eye gaze in real time, in order for the viewer to perceive the complete 
illusion as real, that is, as if there are real objects in the case. 

3. To enable the presentation of the internal structure or long-term changes in the 
cultural assets, rich digital content must be produced. 

4. Visitors should manipulate the virtual cultural assets with a force feedback 
mechanism. 

Figure 1 shows the design of the digital display case. It consists of four 3D displays 
on each side, a manipulating device to manipulate the position of a virtual cultural 
asset, and 3D glasses with a motion tracking device. The virtual cultural assets in the 
digital display case are represented as a 3D model that is produced by measuring the 
shape using a 3D scanner. The motion tracking device measures the position of  
the viewer’s eyes, and the view on the digital display case is changed in accordance 
with the viewer’s position. Using the digital display case, the visitors can experience 
the same views as with cultural assets in conventional display cases, because it 
appears that the virtual cultural assets have been placed in the display case. 
Furthermore, visitors can move and rotate objects by using the manipulating device. 
The digital display case can easily display various cultural assets by switching the 3D 
objects at the user’s discretion. 

 

Fig. 1. The design of the digital display case 
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The digital display case is an important advance compared to conventional display 
cases from the viewpoint of simply displaying and manipulating various cultural 
assets. However, we need to prepare a 3D model to create the digital display, which is 
generally very time consuming even with the use of a 3D scanner, and we also need 
special techniques and tools to create high-quality content. This makes it difficult to 
place new objects in the digital display case at the museum, when there is no special 
operator to produce digital content. The curators of the art museum have high 
expectations for the digital display case, because they want to display a large number 
of cultural assets. This is possible with a digital display case; however, each art 
museum owns tens of thousands of cultural assets, and it is very difficult to prepare 
3D models of all of them. 

3   Virtual Transportation System 

To solve the problem described in Section 2, we propose our virtual transportation 
system. Figure 2 shows the design of this system. This system consists of a display 
unit and a capture unit.  

The display unit is used to exhibit virtual cultural assets. The basic functions and 
shapes of the display unit are identical to the previous digital display case.  

The capture unit views real cultural assets and captures images of them. The shape 
of the capture unit resembles a conventional display case and can exhibit real cultural 
assets in a manner similar to conventional display cases. The capture unit has a 
function that can automatically generate images of arbitrary views by using image-
based rendering (IBR) techniques. IBR techniques are image processing techniques  
 

 
Fig. 2. The design of our virtual transportation system 
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that can generate the viewpoints of virtual cameras from the pictures of one or more 
real cameras. To capture input images for use of IBR techniques, multiple cameras 
surrounding the cultural assets are attached to the inside of the capture unit. Each unit 
is connected to a PC, and the two PCs are connected via network. 

Following are the processes required to run this system: 
 

1. The cultural assets are placed in the capture unit. 
2. The capture unit captures multiple input images of the cultural assets. 
3. The capture unit’s PC sends the input images to the display unit’s PC via network. 
4. The display unit’s PC computes the arbitrary view images from the received 

original images by using IBR techniques. 
5. The images are displayed on the display unit. 

The advantages of our system are it takes only a short time to reconstruct images of 
the assets, the processes are simple, and the output images are highly realistic. In 
terms of the reconstruction of the cultural assets, it takes only a few minutes to 
compute the arbitrary view images from the multiple input images taken by the 
cameras. Because process 1 entails only placing the cultural assets in the capture unit 
and processes 2–5 are computed automatically, the steps are simple to perform. The 
images of the virtual cultural assets in this system approximate the state of a real view 
better than that obtained by using a 3D scanner, because this system directly generates 
the images from the pictures of real cultural assets, in contrast with the view created 
by 3D scanners, which only approximately simulates the shape and lighting. 

4   Experimental Result of the Prototype System 

To indicate that the concept of our virtual transportation system is effective, we 
constructed a prototype system. By evaluating the prototype system, we verify that 
the capture unit can generate arbitrary view images in the same way as if 3D cultural 
assets were placed in the display unit. 

In the prototype system, we selected View Morphing as the IBR technique [4]. View 
Morphing is an image morphing technique that can generate interpolated images of 
virtual cameras arranged on a line segment between the two cameras. One advantage of 
View Morphing is that it requires the use of fewer cameras than that required by other 
IBR techniques. Therefore, the number of cameras in the capture unit can be decreased, 
and the cameras can be arranged inconspicuously. However, because View Morphing 
can only generate the images of virtual cameras on the line segment, our experiment 
limits the transformation areas of the view on the display unit to horizontal directions. If 
we need to generate arbitrary viewpoints that include both horizontal and vertical 
directions, tri-view morphing [5] or trifocal transfer [6] may be required. 

Figure 3 shows a replica of the cultural asset utilized in our experiment. The 
cultural asset, which is called DOGU, is a traditional ceramic figure in Japan. Figure 4 
shows the setup for photographs of the DOGU. In these photographs, the DOGU was 
put on a turntable, and light was placed over the DOGU. The camera was set in a 
horizontal direction and aimed at the center of the DOGU. We captured the DOGU 
while the turntable was rotated by 30 degrees. View Morphing generated interpolation 
images that were each rotated by 3 degrees for the input images that were each rotated 
by 30 degrees. Figure 5 shows the pictures and the interpolation images. 
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Fig. 3. A replica of the cultural asset (DOGU) 

 
Fig. 4. The setup for photographs of the DOGU 

 

Fig. 5. Pictures of the DOGU and the images interpolated by View Morphing 



 Digital Display Case: A Study on the Realization of a Virtual Transportation System 211 

In our experiment, the pictures of the DOGU were prepared as input images 
beforehand, and the interpolation images were pre-computed by View Morphing. The 
computation time was approximately 2 min to interpolate nine images from two input 
images at a resolution of 10 megapixels. 

Figure 6 shows a demonstration of the prototype system. Figure 7 shows a mock-up of 
the capture unit, and Figure 8 shows the display unit. As a result of the demonstration, we 
obtained opinions that the virtual cultural asset was viewed similar to a 3D object, even 
though these images were interpolated by View Morphing by a two dimensional image 
processing technique. Therefore, we conclude that our proposed system can obtain views 
that are the same as those obtained using the previous digital display case, and that we 
can simply reconstruct virtual cultural assets by using IBR techniques. 

 

 

Fig. 6. The demonstration of our prototype system 

             

Fig. 7. A mock-up of the capture unit 

                        

Fig. 8. The virtual DOGU in the display unit 
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On the other hand, we encountered the following problem. The images interpolated 
by View Morphing included outlier which has a negative impact on the perceptual 
quality as shown in Figure 9. This is derived from the failure of scanline matching. 
Because visitors at art museums will pay close attention to the details of cultural 
assets, these outliers can be a serious problem. When we adopted IBR techniques 
other than View Morphing, broken points were also observed that were derived from 
the failure of scanline matching. 
 

 

 

Fig. 9. An enlarged view of an interpolation image of the DOGU 

5   Future Applications 

This section introduces two future applications that our proposed system will achieve. 
The first application is a remote exhibition system (Figure 10). This system aims to 

create an experience that reproduces the effect as if the visitors of an art museum were 
viewing the actual cultural assets in real time. This system can be achieved by 
displaying the cultural assets along with views of the actual surroundings in the 
display unit. 

 
Fig. 10. A remote sightseeing system 
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The second application is a remote education system (Figure 11). This system 
predicates that anyone in the world can be educated by specialists without the 
physical transportation of cultural assets and specialists. This system can be achieved 
by techniques in which the specialists explain by manipulating real cultural assets in 
the capture unit, and where the display unit reconstructs the virtual cultural assets 
being manipulated. 

 

 
Fig. 11. A remote education system 

6   Conclusion 

This paper proposed a display case for art museums that utilizes computer graphics 
and IBR techniques. Our virtual transportation system consists of a display unit and a 
capture unit. The display unit can exhibit the virtual cultural assets as real, as if there 
are real cultural assets in the display case. The capture unit can automatically 
reconstruct the cultural assets in a short time by using IBR techniques. This system 
requires only the placement of the cultural assets into the capture unit. The 
experimental result of the prototype system shows that the images of the cultural asset 
interpolated by View Morphing were viewed as 3D objects. 

As a future work, to solve the problem that the interpolation images created by IBR 
techniques cause outliers derived from the failure of scanline matching, we will 
further investigate the IBR technique used in this system. In addition, in order to 
achieve the remote sightseeing system and the remote education system, we will 
investigate techniques for acquiring surroundings and lighting and for performing 
real-time computations. 
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Abstract. Therapies for cognitive stimulation must be developed when some of 
the cognitive functions are not working properly. In many applications there is a 
strong dependence on therapist's intervention to control the patient’s navigation 
in the environment and to change the difficulty level of a task. In general, these 
interventions, cause distractions, reducing the level of user immersion in the 
activities. As an alternative, the inclusion of intelligent agents can help to 
alleviate this problem by reducing the need of therapist involvement. This paper 
presents a serious game that combines the technologies of Virtual Reality and 
Multi-Agent Systems designed to improve the cognitive functions in patients 
with neuropsychiatric disorders. The integration of different technologies and 
the modelling methodology are described and open new software development 
perspectives for 3D environments construction. 

Keywords: Virtual reality, Multi-Agents Systems, Serious Games, Cognitive 
Stimulation. 

1   Introduction 

The cognitive functions are crucial for human life development. Therapies for 
cognitive stimulation must be developed when some of the cognitive functions are not 
working properly. These therapies can allow the recovery of basic functions such as 
attention and memory. Several strategies and technologies are being explored in this 
area and Virtual Reality (VR) applications is one that can be specially nominated. 
Virtual Reality includes advanced interface technologies, immersing the user in 
environments that can be actively interacted with and explored [10].  

A wide range of everyday situations can be specifically developed through 
software designed for stimulation of the cognitive functions. Reasoning exercises can 
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be repeated extensively and have their level of difficulty changed according to the 
patients’ results.  

Currently, these applications can be considered as "Serious Games" which are 
computer games with the goal of education and/or construction of concepts [9]. These 
games allow the simulation of real-world situations, providing training activities that 
stimulate cognitive functions and psychomotor skills.   

Recently, several experiments in this area have had positive results, which are 
stimulating new research [8]. However, in many applications there is a strong 
dependence on therapist's intervention to control the patient’s navigation, to change 
the level of difficulty of a task, to go back to an earlier stage, or to control the order of 
activities in the synthetic environment. These interventions, however needed, cause 
distractions, reducing the level of user immersion in the activities. As an alternative, 
the inclusion of intelligent agents can help to alleviate this problem by reducing the 
need of therapist involvement. 

This paper aims at presenting a serious game that combines the technologies of 
Virtual Reality and Multi-Agent Systems designed to improve the cognitive functions 
in patients with neuropsychiatric disorders. The agents control user’s actions register  
in the system and propose tasks according to his level of performance.  

The game integrates a group of agents which will be responsible for managing and 
monitoring the performance of individuals in the tasks. The game’s levels of difficulty 
will be controlled by agents. Agents respond to user action and build a personal 
trajectory of activities. The game is composed by two different rooms: one aimed to 
stimulate attention and concentration and the other related to memory. These rooms 
contain furniture and decorations similar to those used in family homes. The first 
game shows a room with three shelves, one beside the other, with different objects on 
the shelves. Some objects similar to those in the bookshelf will be randomly shown on 
a frame and the patient must walk to one of the shelves and click on the 
corresponding object. The second one presents an object associated with a number 
and the user must click on as many objects as were requested.  

People with different disabilities can use this game, especially those who must 
receive stimuli of spatial attention, such as people with unilateral spatial neglect.    

The game development process explored specific methodologies for agent 
modelling and implementation.  

This work is organized into 5 sections. Section 2 gives an overview of the main 
themes related to this work, and Section 3 describes the adopted methodology for the 
game development. Section 4 presents the game prototype.  Section 5 concludes the 
work and presents future research directions. 

2   General Concepts 

After an injury the brain is able to rearrange its connections and consequently, the 
functional recovery [7]. Based on the brain plasticity ability, the cognitive rehabilitation 
emerges as a strong ally for cognitive function recovering of individuals who suffered 
some brain damage. In general, the exercises produce a specific reorganization in  
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various levels of neural connections, increasing the recovery process of cognitive and 
motor functions. 

The cognitive rehabilitation functions such as visual perception, attention and 
memory, the motor skills explore the 3D virtual environments potential supported by 
different theoretical and practical approaches [8]. In general, these applications are 
developed in game format to motivate the patient to do the tasks. Another possibility 
that has been considered in this area is the use of commercial games that are used for 
specific purposes. In this case, the games are known as “Serious Games”. The 
"Serious Games" offers activities that help users in absorbing concepts and 
psychomotor skills. Generally this term is used to highlight games that aim to provide, 
besides entertainment, experiences related to education and training [3], [9]. 

The Virtual Reality technology has been widely used in these games, providing 
opportunities to offer some situations closer to the real world. Burdea and Coiffet [10] 
defines the applications of Virtual Reality as a three-dimensional virtual environments 
that presents real-time graphics rendered by a computer, in which the user, via body 
position sensors or user-input devices, controls the viewpoint or the orientation of 
displayed objects.  

In the area of cognitive rehabilitation through 3D environments, several research 
groups have developed and tested products for different level of disabilities. Gamito 
et al. [11] created a virtual environment consisting of a small town with digital robots, 
several buildings and a mini market where the user can move freely. The tasks 
stimulate the executive functions associated with activities of daily living such as 
personal care and identification of routes, among others. Meijer et al. [4] present a 
virtual environment composed of a supermarket with several groceries sections with 
the objective to verify the user's spatial learning by assessing the degree of accuracy 
that he learns the route and layout of the environment. Attree et al. [5] describe an 
environment where the user should observe the objects arranged around the room and 
try to find a specific toy car among them, stimulating memory and attention. 

Despite the many research efforts addressing the development of these 
environments, it does not have control over the users' navigation, nor propose the 
tasks in an automated way. In many applications there is a strong dependence on the 
therapist's intervention to control the patient’s navigation, to change the level of 
difficulty of a task, to go back to an earlier stage, or to control the order of activities 
in the synthetic environment. These therapists’ interventions can reduce the level of 
user immersion in the simulation. As an alternative, the inclusion of intelligent agents 
could help to alleviate this problem, by reducing the need of therapists’ involvement. 

2.1   Agents 

Multi-agents systems applications have been increasing in different areas. An agent can 
be considered an autonomous system seeking different ways to reach pre-established 
goals in a real or virtual environment [12]. Another definition describes an agent as a 
system capable of perceiving the information from their environment through sensors 
and acting through actuators [13]. Every agent must have autonomy, which means that 
an agent has the ability to manage its internal state and its actions to achieve their goals 
without human intervention. An agent may have other characteristics, which have a 
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degree of importance depending on the area in question, reactivity, adaptability, 
communication, mobility, etc. 

Agents are classified regarding intelligence [12] into Reactive Agents, Deliberative 
and Cognitive Agents or Hybrid Agents.  

Reactive Agents are simple agents based on simple event-response model, reacting 
to environmental changes. These agents have no memory and thus are unable to plan 
future actions [14]. The idea of this architecture is that a global intelligent behavior is 
achieved by the interaction of several simple behaviors. 

Deliberative and Cognitive Agents are based on models of human organization 
such as communities and hierarchies. These agents can interact with other agents 
using complex languages and messaging protocols. They have explicit representation 
of the environment, community members and can reason about actions taken in the 
past and plan future actions. In general, have high computational complexity. Among 
the architectures developed for the creation of these agents, there is the architecture 
Belief, Desire and Intention (BDI) which is based on mental states: beliefs, desires 
and intentions [13].  

Hybrid Agents have reactive and cognitive architectures components. They are not 
purely reactive or cognitive [13]. 

A multi-agent system is composed of two or more agents who have a set of skills 
and plans in order to achieve their goals [15]. 

2.2   Agents in 3D Environments 

In the area of Virtual Reality (VR) the use of MAS is still new however we can find 
some applications in areas of education and training. Some of these applications are 
described below. 

STEVE (Soar Training Expert for Virtual Environment) is an animated 
pedagogical agent embedded in a 3D simulation system designed to assist students in 
naval training [16]. STEVE is considered an intelligent tutoring system that integrates 
methods from three research areas: computer graphics, intelligent tutoring systems 
and agent architecture [17].  

Active Worlds is a business and personal applications platform for online 
distribution of interactive 3D content in real time. Personal applications can build 
personal learning environments, as the River City project, a virtual environment for 
science classes in high school. In this virtual world, students travel in time bringing 
their skills and technologies of the XXI century to solve problems of the nineteenth 
century. The students work with research teams to help a city to understand what the 
causes of the residents’ sickness are. The students, who are represented by avatars, 
interact through a chat with the locals, which are software agents that respond to 
questions from students [18]. 

3   Game Development Methodology 

The game development methodology was organized into four phases: (i) study of 
rehabilitation process using Virtual Reality, (ii) study of the technology of virtual 
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environments and multi-agent systems, (iii) modelling and developing the game, (iv) 
evaluation the game for the rehabilitation process. 

In the first phase we studied the levels of cognitive development of an individual, 
the consequences of brain injuries, the cognitive rehabilitation process and the 
experiences with the use of VR as a tool to support the rehabilitation process. A 
physician gave the initial software requirements, discussing the tasks and the 
difficulty levels.  

At the second phase we studied and analyzed the technologies adopted for 
development of virtual environments and multi-agent systems. For this, we conducted 
a survey of these tools prioritizing those that were free. From that, the tools were 
chosen and tested. A development of a prototype involving the integration of these 
tools was also performed.  We did not find in the literature works that describe how to 
make this integration. 

Then in the third phase the system was modelled and the first prototype was 
implemented. After that we had a meeting with a physician to assess the tasks, the 
level of difficulties and the game interface.  

In the last phase some experiments will be made with a small group of patients to 
evaluate the game usability. Then a new evaluation will be conducted with experts. 

3.1   Game Modelling 

For modelling the game we conducted an interview with an expert in the application 
area to get the initial software requirements. Then a lexical catalogue using LAL 
(Language Extended Lexicon) [26] was specified to register and document the 
requirements [25].  

The goal oriented framework i* (i-star) [24] was adopted for modelling the game 
and it models the contexts based on the dependency relationships among actors. 
Actors depend on each other for goals to be achieved, for resources to be provided, 
for tasks to be performed, and for softgoals (non-functional requirements) to be 
satisfied. This framework defines two kinds of models: the Strategic Dependency 
(SD) model and the Strategic Rationale (SR) model.  

The Strategic Dependency SD model consists of a set of nodes and links defining 
dependency between two actors. One actor (called depender) depends on one or more 
actors (called dependees) through a dependency (either an end node or a component 
node called dependum). A dependum may be one of four types: a softgoal, a task, a 
resource or a goal [24]. 

The Strategic Rationale (SR) model expresses an actor’s reasoning. Rationales are 
modelled through means-ends relationships, task decompositions, and softgoal 
contributions. The means-ends relationship represent relationships like a goal to be 
achieved, a task to be done, a resource to be produced, or a softgoal to be satisfied 
named as the "end" and the "means" alternative to achieve them.  The tasks 
decomposition are associated with 'how to do something' and can be modelled in 
terms of its subcomponents decomposition which can be: goals, tasks, resources 
and/or soft goals [24]. 

We defined four agents that are responsible for planning patient care, controlling 
the interactions in games, analyzing the performance of the patient and setting up the 
environment. The SD diagram in Figure 1 helped to identify these agents and users 
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and their relationships. For example the planner depends on the analyser to change the 
protocol and the analyzer on the other hand depends on the controller to provide the 
patient game interaction history.  

 

Fig. 1. Strategic Dependency (SD) model 

The i* framework in the SR Diagram details the rational of each agent by 
describing how the goals are archived, the task performed, the softgoal satisfied and 
the resources obtained. The Figure 2 is the SR game for the agent Analyser which is 
responsible to archive the goal “performance evaluation of the patient”. This goal is 
satisfied by the task “assess patient performance” that is decomposed into three tasks 
(capturing treatment protocol, capturing game history and comparing the expected 
performance) and the goals “rated performance”. The task “capturing game history” 
depends on the Control Agent to provide the information “patient game interaction 
history”. The goal “rated performance” is satisfied by performing one of the tasks 
“continue in the same plane” or “suggest change of plan”. This last task will provide 
the resource “change protocol”. 

4   The Game Prototype 

A first prototype was implemented to validate the requirements and verify the game 
usability with an expert in the CR area. It was built based on i* models defined 
before. 

The game environment integrates the technologies of Virtual Reality and Multi-
agent Systems and aims to stimulate the cognitive functions such as attention, 
concentration and memory. The levels of difficulty of the proposed activities are 
controlled by agents. 

For the implementation of the agents and 3D environment we studied several 
languages and frameworks, verifying the technological compatibility among them. 
Thus, various combinations were tested to achieve this goal [19]. Among the 
technologies studied, we adopted the following languages: X3D (eXtensible 3D) [20], 
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JAVA [21] and the framework JADE (Java Agent Development Framework) [22]. To 
integrate these three applications we used the NetBeans Platform [23]. The agents’ 
behavior is based on the Cognitive Model [12]. The agents have goals and desires that 
are combined to control the difficulty level of the game. 

 

 

Fig. 2. SR Model of Analyser Agent 

The games are distributed into two rooms. The first game has bookshelves, with 
different objects on them. Randomly objects are shown on a table and the patient must 
walk to one shelve and click on the similar one. An agent will monitor the time and 
the user interactions with the environment, controlling the rights and wrongs answers, 
changing the difficulty level of the tasks according to their performance. 

Another game will occur in another room (a kitchen) and will comprise several 
objects that are part of day by day life of an individual. In this activity, the degree of 
difficulty is greater than the initial exercise described above, because the patient will 
deal with two variables: an object and a number ‘n’, which will be presented at the 
scene. The user must click on ‘n’ similar objects. The game's difficulty level will rise 
by increasing the number of objects to be selected and by the introduction of 
distracters in the scene as a sound or a blinking object. The second game scene is in 
the Figure 3. 

Aiming at analyzing some aspects of the prototype we made an evaluation with a 
psychiatrist, based on a script that follows the concepts of consolidated 
methodologies.  The psychiatrist evaluated this first prototype by analyzing those 
aspects: Navigation facility, Learning facility, Response time, Realism of scenes, 
Pleasantness of the scenes, Adequacy of the objects in the tasks, Matching Colours 
and Adequacy of the difficulty level of the game. 
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Fig. 3. The kitchen where the second level game will be developed 

5   Conclusions 

Democratizing access to new treatment practices for neuropsychological disorders has 
been the target of several research groups. In Brazil, we observe a growing interest in 
this area. In this sense, we need new software and new models of treatment, where 
patients may have more unrestricted access to the exercises and the therapist can 
monitor the result at distance, reducing the need for constant face-to-face contacts. 
Some types of exercises could be done at home, expanding the possibilities of 
rehabilitation. Thus, in this case, the virtual environment must have some mechanisms 
to control user navigation and generate automatic reports to the therapist. The Virtual 
Reality technology is widely used to give cognitive and motor stimulus for patients 
with different impairments. 

However, the development of such software depends on knowledge of different 
fields of expertise. The modelling, the design, the implementation, the programming 
of intelligence and the assessment are examples of tasks present in the development 
process. 

This paper presented the initial results of a project that has two objectives. The first 
one is associated with the technical questions related to the intelligent agents 
modelling that will be in the 3-D virtual environment. The other aims at finding the 
combination of technologies to support the integration of intelligent agents within the 
3-D environments.  

To develop this environment we adopted a methodology composed by 4 steps 
supported by a multidisciplinary team. We considered that we found a good solution 
for this problem. The integration of X3D, JAVA, JADE and NetBeans created a new 
combination of technologies that worked efficiently in our initial tests. 
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Abstract. This paper describes an automatic 3-D facial fitting technique for a 
Second Life avatar. It is often difficult to create an original avatar by yourself 
that resembles a real person. In Second Life, the combinations of system-
defined parameters deform the shape of the avatar, and we can’t control each 
vertex directly. It needs to encode the deformation information into many 
parameters. As a reference target, we make use of MRI data that scans the real 
face. It is stable and not affected by lighting and diffused reflection. In our 
experiments, we picked up 428 vertices on the base model for facial fitting. 
Using the iteration technique, more than 50% of vertices are just on the 
reference targets, and more than 85 % are within +/- 3mm of errors. 

1   Introduction 

A 3-D virtual environment is expected as one of post-WWW media interface. Many 
users share the 3-D world, and interact with each other through their avatars. 

The avatar is a digital persona in a 3-D virtual world. There are two types of 
avatars. One is the avatar that has alternate identity and another is the avatar that 
resembles a real character. The former is the “anonymous” avatar. It can hide real 
name and protect user’s privacy in real life. And the latter, “identity” may have 
special meaning to others. The avatar is associated with the person in real life. 

It has been discussed for a long time about the avatar that resembles a famous 
character and “uncanny valley” hypothesis. The realistic face, of course, is not 
necessarily critical for avatar communication. However, in real life the famous 
character is often used for advertising, e.g. a movie star, a celebrity, an athlete, a 
politician, and so on.  

The human has superior discrimination capability for human faces. It is not 
difficult for you to find your friend out of the crowd. Even the avatar that resembles 
your closest friend may have meaning in your local community group in the 3-D 
virtual world. 
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It is often difficult to create an original avatar by yourself that resembles a real 
person. 

For example, Linden Lab’s Second Life [9] has gathered up more than 18 million 
registered users (called “residents”) all over the world. One of salient features on 
Second Life is high-quality computer graphics. We can purchase various types of 
realistic objects, includes apparels, avatar accessories, and even avatar appearance, in 
Linden$ currency at the marketplace in the Second Life world [10]. It is easy to 
become a different avatar. However it is difficult to create the avatar that resembles 
you by yourself, although Second Life offers an avatar appearance tool to all 
residents. The tool is simple to use, but it requires skills of both art and computer 
graphics for creating the fascinating avatar. 

In this paper, we have empirical study of automatic 3-D facial fitting technique for 
a Second Life avatar. It needs to encode deformation information to many visual 
parameters.  

2   Avatar Appearance in Second Life 

In Second Life, many avatars live in the 3-D virtual environment. Each user can 
watch the world from arbitrary viewpoint.  

 
Table 1. Shape parameters of the appearance tool in Second Life 

 

Sub categories  Parameters 
Body* 3 Height, Body Thickness, Body Fat 
Head 11 Head Size*, Head Stretch, Head Shape, Egg Head, Head 

Length, Face Shear*, Forehead Angle, Brow Size, Upper 
Cheeks, Lower Cheeks, Cheek Bones 

Eyes 11 Eye Size, Eye Opening, Eye Spacing, Outer Eye Corner, 
Inner Eye Corner, Eye Depth, Upper Eyelid Fold, Eye 
Bags, Puffy Eyelids, Eyelash Length*, Eye Pop* 

Ears* 4 Ear Size, Ear Angle, Attached Earlobes, Ear Tips 
Nose 11 Nose Size, Nose Width, Nostril Width, Nostril Division, 

Nose Thickness, Upper Bridge, Lower Bridge, Bridge 
Width, Nose Tip Angle, Nose Tip Shape, Crooked Nose* 

Mouth 9 Lip Width, Lip Fullness, Lip Thickness, Lip Ratio, Mouth 
Position, Mouth Corner, Lip Cleft Depth, Lip Cleft, Shift 
Mouth* 

Chin 9 Chin Angle, Jaw Shape, Chin Depth, Jaw Angle, Jaw Jut, 
Jowls, Chin Cleft, Upper Chin Cleft, Chin-Neck 

Torso* 12 Torso Muscles, Neck Thickness, Neck Length, Shoulders, 
Breast Size, Breast Buoyancy, Breast Cleavage, Arm Length, 
Hand Size, Torso Length, Love Handles, Belly Size 

Legs* 8 Leg Muscles, Leg Length, Hip Width, Hip Length, Butt Size, 
Saddle Bags, Knee Angle, Foot Size 

* Not evaluated in our experiments for facial fittings. 
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The Second Life system uses a server-client model. The client (viewer) has the 
base 3-D wire frame model of the avatar. The position of each vertex is not 
transferred. Instead, the server distributes packets for visual parameters to all clients. 
It defines 218 visual parameters. 

The Second Life official viewer includes some built-in tools. An avatar appearance 
tool is designed for modifying face / body shapes and creating clothes.  

In the avatar appearance tool, “Body Parts” consists of 4 categories, i.e., Shape, 
Skin, Hair, and Eyes. The Shape category has 9 sub categories. 

Table 1 shows shape parameters of the appearance tool. 
The appearance tool can control various parameters listed on Table 1 by 

manipulating some slide bars. It is easy to create your original avatar.   
However, it is more difficult to create the avatar that resembles a real person than 

you thought. Various techniques have been proposed for 3-D facial fitting. Blanz 
showed 3-D face reconstructions using a 3-D morphable model and optic flow 
algorithm [1,2,8].  

In Second Life, there are many constraints for avatar deformation. 
 

• We can’t control any vertices of the model directly. 
• A single slide bar controls one or more visual parameters. It moves a group of 

vertices simultaneously. Each vertex moves in the straight line along with the 
slide bar value. Many vertices in the group move to different directions with 
different speeds in 3-D space.  

• It is system-defined that which vertices are included in the group. The moving 
direction and speed of each vertex are also system-defined.  

• The groups of vertices are overlapped. More than 40 slide bars may move a same 
vertex. 

• There are about 50 slide bars for facial shape control. The range is usually “0 to 
100” (or “–50 to +50”) and it is restricted to be integer values. As a result, it can 
create more than 10100 (=10150) facial shapes theoretically. It may include 
duplicated shapes. 

 
The new position of the vertex Vn is determined by following equations. 
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vn is the base position of the vertex n. p is a morphing parameter and it is restricted 
to be integer values. m is the index of morphing parameters for facial control. d is  
a morphing vector. Each vertex has own vector on each morphing parameter.  
wi(pi) returns the weight (coefficient) of the morphing vector. Each morphing 
parameter has own range of w. Both the range of w and the morphing vector are 
system-defined.  



230 H. Dohi and M. Ishizuka 

3   Facial Fitting Technique 

3.1   MRI Data 

As the reference target for facial fitting, we make use of the MRI data that scans the 
real face. “MRI (Magnetic Resonance Imaging)” is a medical imaging technique to 
visualize detailed internal tissues of the human body.  

MRI data has following features. 
 

• It is non-invasive measure, and it is safe for human body since it doesn’t use 
ionizing radiation unlike X-rays technique. 

• It can discriminate internal tissues. It can capture even the shape of the rear head 
covered with hair.  

• It has no blind spots and no occlusion problem. 
• MRI data is stable since it isn’t affected by diffuse reflection. 
 

A MRI system is very expensive and requires large space because it makes use of 
strong magnetic field. There are, however, unexpectedly many MRI units for medical 
use. According to the “OECD Health Data 2010,” [7] there are 43.1 MRI units (and 
97.3 computed tomography scanners) par million populations in Japan in 2008. And 
the number of MRI units increases twice from 2000 to 2008 across OECD 
(Organisation for Economic Co-operation and Development) membership countries. 

The problem is that it is difficult to get raw image data from a medical institution. 
MRI data is one of medical data that includes private information, and then it is 
strictly controlled to bring it out. 

3.2   Basic Algorithm 

As the reference facial model, we used numerical human-body models developed by 
National Institute of Information and Communications Technology (NiCT), JAPAN 
[6]. These models are developed for the research on high-precision dosimetric  
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Fig. 1. A sliced MRI image 
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technology. These are voxel (volumetric pixel) data based on accumulated MRI 
images. With post processing, internal tissues are already labeled. The spatial 
resolution is 2 x 2 x 2 mm. The voxel size is 320 x 160 x 804 for the female. It is 
inhibited to specify the test subjects under the license agreement. 

Fig.1 shows an example of the MRI image sliced on the x-y plane. 
We make fitting the base model of the avatar to the reference target by 

combinations of system-defined parameters.  
Our problem is to determine a set of morphing parameter values (p0, p1, … pm) that 

achieve the lowest errors below. p is integer value (from 0 to 100), and the integer 
programming problem is much more difficult. 
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D is depth information of the reference face. The set of parameter values (p0, p1, … 
pm) moves vi to the new position Vi (x, y, z), and D depends on the position (x, z) of 
Vi. 

In order to decide parameters (p0, p1, … pm), we adopted a simple hill-climbing 
algorithm. 

 
1. Choose one of morphing parameters p in random order. 
2. Change the parameter value from 0 to 100, and calculate each error value. 
3. If error value is lower, update the parameter value. 
4. Iterate above steps until all parameters are not changed. 

3.3   Optimization 

The basic algorithm above needs to check parameters over and over again, since other 
parameters may move the same vertex.   
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Fig. 2. Dependency matrix for morphing parameters 
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In order to decrease redundancy of the basic algorithm, we analyzed dependency 
relation of morphing parameters from avatar definition files, and made a dependency 
matrix  

Fig. 2 shows the dependency matrix for morphing parameters. 
The row of the matrix is the parameter that moves some vertices, and the column is 

the affected parameters. It is the symmetric matrix. 
We use a bit vector in order to manage parameters efficiently. “The bit is 1” 

means that when we control the corresponding parameter it may make error value 
lower. The initial state of the bit vector is all 1.  We choose one of the parameter that 
the bit is 1. Assume the current bit vector is “00110011.” (b2 = b3 = b6 = b7 = 1) It 
means we have 4 candidates, i.e., parameters P2, P3, P6, and P7. For example, we 
choose P3, and clear the bit (b3 = 0). Then we change the P3 value from 0 to 100, and 
calculate each error value. If error value is larger or same, the P3 value is unchanged 
and the bit vector shows next candidates. If lower, the P3 value is updated. Then it 
adds the dependency bit vector (the column line for P3 of the dependency matrix.) 
The column line “01101000” for P3 means that P3 affects P1, P2, and P4. When the 
bit vector is all 0 after iterations, we get the set of parameters that error value is one 
of local minima. 

In order to escape local minima, it replaces some parameter values with random 
ones, and adds the dependency bit vector for the parameter to the current bit vector. 
Then it iterates above steps until the current bit vector becomes all 0.  

 

0 0 1 1 0 0 1 1   
b0  b1  b2  b3  b4  b5  b6  b7 

Current bit vector:

Choice: P3

Affect by : P3
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XOR

OR

Calculate each Error value
P3 changes from 0 to 100

0 0 0 1 0 0 0 0   

0 0 1 0 0 0 1 1   
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0 1 1 0 1 0 1 1  0 0 1 0 0 0 1 1   

Clear: b3
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Fig. 3. Optimization of the basic hill-climbing algorithm 
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4   Results and Discussion 

4.1   Facial Modeling Using MRI Data 

It is useful to make use of MRI image. MRI has strong relation with various 
visualization techniques on computer graphics field, e.g. 3-D image reconstruction, 
voxel rendering, etc. However its data in itself has received little attention so far for 
facial modeling and animation, although MRI can scan a human body in detail. 

Fig. 4 shows an example of the 3-D image reconstructed from MRI data.  
The shape of the face is extracted well, even the rear head. The remarkable feature 

is that MRI data is stable. It is easy to extract outlines from the MRI voxel data. 
It may seem that the shape is a coarse grid at a glance, but it is negligible since the 

size of the unit cube is small, 2 x 2 x 2 (mm) in our experiments. 
3-D digitizers with laser (or optical) scan have been used for facial modeling. The 

3-D digitizer generates a surface model, and the resolution is generally more accurate 
(<1 mm) than that of MRI. However, it can’t capture hair data because strands often 
diffuse and reflect sensor beam. Other data, e.g., eyeball, eyebrow, beard and 
mustache, etc. are sometimes missing or wrong. It may require post processing for 
data modification manually. 

 

 

2x2x2(mm)

 

Fig. 4. 3-D image reconstructed from MRI data 

4.2   3-D Facial Fitting for Second Life Avatar 

Occluded (or overlapped) vertices (covered by other surface) on the base facial model 
may cause improper results, because our experiments use depth information. We 
removed excess vertices that could cause problems, e.g. contours of the side face, 
around of eyes, ears, nostril, mouth / lip, and rear head. The head part of the base 
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model is composed of 1132 vertices (without LOD vertices), and we picked up 428 
vertices for our evaluation. 

In our experiments, we don’t make fitting the rear head because Second Life has 
only a few parameters for deforming it. The rear head is often covered with hair. Hair 
with various hairstyles is another item. 

 

Errors of the selected param(0 to 100)

Slide bars for param control

Param category tabs

MRI voxel data

Errors of 
model vertices

 

Fig. 5. A screen shot of our evaluation system 

Fig. 5 shows a screen shot of our evaluation system. There are two windows. One 
is the parameter controller window (left), and another is the error display window 
(right). 

The parameter controller has parameter category tabs and many slide bars. These 
have same functions as the avatar appearance tool on the Second Life viewer.  

In our system, when we click on the label of the slide bar, it calculates all error 
values that the selected parameter changes from 0 to 100 automatically. Then, it 
displays those results as a graph at the upper right of the window, and the slide bar is 
set to the parameter value that gives the lowest error value. 

It also has the function that iterates until all parameters become unchanged. 
Finally, we can get the set of parameter values. 

The error display shows the position and depth error of each vertex. 
The shape of head (small blue dots) is MRI voxel data. White boxes show model 

vertices that are just fitting. Red boxes have plus errors, and blue boxes have minus 
errors. Yellow boxes are model vertices that not evaluated in our experiments. 

Fig. 6 is the side view. It finds fitting is well (white boxes) along the outline from 
forehead to chin. On the other hand, the lower part of the rear head is apart from the 
reference model since there is no morphing parameter. These vertices are not 
evaluated (yellow boxes). 
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Fig. 6. Fitting results (side view) 
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Fig. 7. A histogram for fitting results 

Fig. 7 shows a histogram for fitting results. 
After some iteration for escaping local minima, the score of total errors for 428 

vertices is under 750. (This score has no unit. However in our experiments, the unit of 
the score is equal to “mm”.)  More than 50% of vertices are just on the reference 
targets (same voxel). More than 85 % of vertices are fitted within +/- 3mm of errors 
(neighbor voxel), and 95% are within +/- 5mm. It is good results, and we can find 
leaner silhouette of the face. It is difficult to achieve the score by manual fitting 
operation with the error display.  
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The lowest errors value is not necessarily bring the best fitting result. We don’t use 
“asymmetric” parameters for our evaluation like “Face Shear”, “Eye Pop”, “Crooked 
Nose”, and “Shift Mouth” listed on Table 1. Although the use of these parameters 
may return the lowest errors value, it often brings an unnatural face with parameter 
settings that the human never choose.  

5   Conclusion 

In this paper we have described the empirical study of automatic facial fitting for 
Second Life avatar.  

We used MRI data as our reference model. It is useful for facial modeling. It will 
be helpful for computer animation field if it becomes easier to make use of raw image 
data measured by MRI for medical use. 

After the iterations, more than 50% of vertices are just on the reference targets, and 
more than 85 % are within +/- 3mm of errors. It is better than that of manual fitting 
operation with the error display.  

Both MRI data and textures will improve the accuracy of facial fitting. 
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Abstract. Personalization, in the realm of Serious Games, is the extent to which 
users believe that the digital environment is tailored to their characteristics and 
preferences. This belief can have major repercussions for a user’s experience 
with the game and can subsequently be used to maximize the return on 
investment for serious game designers. Other factors that influence users’ 
personalization in games include how the game affects the users’ perception of 
self, presence in the game, and social relationships developed in the game. 
Users’ avatars influence all of these factors. This goal of this paper is to 
examine the research done into avatars and personalization and presents it in the 
context of serious games research.  

Keywords: avatars, personalization, presence, immersion, serious games. 

1   Introduction 

One of the benefits of using games to accomplish goals in addition to entertainment is 
that the experience can be tailored to the individual user in a way that other means 
cannot. Developers can personalize the game experience through the use of adaptive 
content [1] or through the establishment of a relationship between the user and the 
narrative framework [2]. Not only does this bond yield a motivated user, but also one 
who more actively cognitively processes the material, and thus finds the material in 
the game less difficult to understand [2].  The development of a personalized game 
can yield positive, tangible results from the users [2,3,4,5]; however, what can 
developers specifically manipulate to make a more personalized game? This text 
explores the use of player avatars and the effects of design choices, in accordance 
with existing avatar research.  

2   Personalization 

Avatars can be a useful means of developing a personalized relationship between a user 
and a game. There are only so many things one can do with avatars. One can shift 
perspective between first person and third person perspectives and one can implement a 
means of avatar customizability. One can either have: no customization by giving users 
an avatar; limited customization by giving users a choice of pre-made avatars; or full 
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customization in which the user can edit a variety of their avatar’s features [5,6]. 
Advergames, an interactive marketing technique that combines a game with branded 
material, have used full avatar customization as a means to make the game more 
personal [3]. Specifically, by giving users the opportunity to make their avatars 
represent their identity more accurately, advertisers affect the emotional experience the 
users have, leading to stronger feelings towards the brand [3]. The degree to which a 
game can positively influence the “affective dimension” of interactive media usage can 
be understood, and subsequently examined, as immersion [6].  Furthermore, when users 
are given more choice, and subsequently more control over the virtual environment, 
they show increased intrinsic motivation [3].  Humans exhibit social reactions to 
avatars, even if they do not represent actual users [4]. Not only are other players’ avatars 
the means through which users form social bonds [7], but users have been shown to 
establish parasocial relationships with their own avatars [8]. 

Thus, avatars are a means of affecting personalization. Personalization affects how 
much a user gets out of a serious game. Avatars can also affect other factors—users’ 
performance and interpretation of identity, level of immersion, and social 
relationships—which in turn affect personalization. This paper will explore these 
factors, how avatars can affect these factors, and what one can do to maximize the 
deliverables of serious games using these factors and avatars, in accordance with 
current literature.  

2.1   Identity and Personalization 

Using an avatar is a means to, quite literally, see oneself in a game. Subsequently, 
users see the game as a much more personalized experience because they “inhabit” 
that virtual world. Although, it is not exactly true to say that they, themselves, inhabit 
that virtual world. People tend to have two sets of schema for themselves; an actual, 
representative schema and an idealized schema [5,6,7]. When given the opportunity to 
customize an avatar, users will make a character that more closely resembles their 
ideal selves than they themselves do [5,6,9]. However, because the avatars that users 
make will also represent themselves, the avatar ends up being an amalgamation of the 
ideal and actual selves [7]. In fact, according to Social Cognitive theory, when 
children are looking for models with whom to identify, they seek models who are like 
them, thus accessible, but who have more positive characteristics than they have; the 
avatar, both self-representative and ideal, is the prime focus on which users can 
identify [5]. Jin [6] found that users who were explicitly asked to create an avatar that 
reflected their ideal selves reported greater game interactivity, and subsequently 
greater control over the digital environment, than those who were instructed to create 
an avatar based on their actual selves. Furthermore, identifying with a subject, also 
according to Social Cognitive theory, leads to greater learning [5]. So, avatar 
customization can lead to increased knowledge retention as well as increased feelings 
of control, which encourages personalization.  

Seeing oneself act, even if it is through a digital representation, encourages 
embodiment, a tendency that can be used by developers to further the goals of their 
serious game. Avatars are users’ virtual bodies, which are thereby cognitively imbued 
by users with properties of the self [10]. In accordance with existing literature on 
disembodiment, the same part of the brain used to imbue the action of tools being 
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used as an extension of the self, the right parieto-temporal occipital junction, is also 
activated when one controls an avatar [10]. This effect appeared even though the 
image used was selected by the experimenter. However, unlike simpler foci of 
disembodiment, like a hammer, the avatar often resembles an individual. Through this 
representation, the user’s mental model of the self, and even the user’s behavior 
outside the virtual environment, can be affected [3]. Allowing users to totally 
customize their own avatars makes the virtual environment seem more real; however, 
due to this reciprocal relationship between user and avatar, if users are given a choice 
of pre-made avatars, their ideas of self are actually altered by the characteristics of 
those avatars [3].  

A minor change in identity and subsequent behavior can be seen when avatars are 
used in a social networking context. Users who were represented by attractive avatars 
were more willing to approach members of the opposite sex, when compared to those 
represented with less attractive avatars [9]. Inducing a self-concept discrepancy, by 
making more salient the gap between the ideal self and the actual self, can lead to a 
more noticeable change in behavior [6]. Researchers found that users who viewed 
their avatars running on a treadmill engaged in significantly more exercise behavior in 
comparison to users who saw their avatars engage in more indolent activities [5].  

So, the choices that developers give users in terms of avatars can affect how 
strongly the user personalizes with the virtual environment as well as how users see 
themselves. Needless to say, the ability to affect the user’s identity can prove 
invaluable if the serious game developer is trying to effect behavioral change. If 
learning is the goal, implementing avatar customization can give users an ideal 
teacher to look up to: themselves.   

2.2   Immersion and Personalization 

An avatar is the medium through which one can inhabit a virtual world. The 
experience of actually inhabiting a virtual self—be it a physical representation, as in 
third-person virtual environment, or a fully psychological representation, as in first-
person virtual environments—is described as self-presence [3]. If users feel sufficient 
self-presence, then they are immersed within their virtual world; if they are 
sufficiently immersed, they reach a state of flow [11]. To help users reach this flow 
state, a state where they perform at their optimal level to the exclusion of the outside 
world and the passage of time, the factors that disturb users’ smooth action must be 
designed out, while factors that allow them to invest themselves must be maximized 
[12]. Developments that interrupt the experience, such as a poor user interface or an 
illogical solution to an in-game problem, prevent users from “buying into” the virtual 
world and prevent flow [12]. If users are provided with adaptive choices, their 
experience will be much more personalized, and hence be more conducive to eliciting 
a flow state [13]. So, when the game tailors itself to the user’s needs and 
requirements, the user’s immersion into the virtual environment increases. One of the 
major benefits for immersion is increased time-on-task [14]; as time playing the game 
increases, so does time exposed to the material in the game. 

Avatar customization makes the world more immersive [3] because it allows self-
presence to manifest through physical authenticity [15]. A high level of immersion 
amongst users, in relation to a game, is associated with positive learning outcomes and 
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intrinsic motivation for the activity [3,15]. Therefore, encouraging personalization 
through the use of avatar customization can lead to a useful ROI for serious game 
makers.  

2.3   Socializing with Avatars 

As previously stated, the user can inhabit a virtual world through a mental 
representation, through a first-person perspective [3]. This design choice can be used 
to create a compelling game [5] which invokes a user’s arousal, presence, and 
identification; however, when users are given a choice of avatar, they show more 
arousal, presence, and identification in the third-person perspective than in the first-
person perspective [3].   

Personalization does not have to be purely about the self. While users can form 
parasocial relationships with their own avatars, they can also form social bonds with 
the digital figures that populate a virtual world, be they human-controlled or 
otherwise. When users see an avatar, be it their own, someone else’s, or even one 
controlled by a computer, they interpret it as they would a human [14]. When playing 
a game with a digital figure, if the user believes that there is human agency behind the 
avatar, the anterior paracingulate cortex, the part of the brain known for attributing 
independent mental states different from our own to others, activates [14]. Moreover, 
the person perception processes that activate when they see a digital figure are the 
same as if they saw a videotaped person [16]. When the users believe that they are 
digitally interacting with a human figure, they show a variety of effects which could 
be beneficial to the goals of a serious game designer. The development of a 
relationship with a human-like figure leads to a positive learning experience and 
increases the users’ motivation [16]. It has also led to an increased amount of science 
information learning in a virtual reality learning experiment [14]. So, allowing users 
to interact with one another digitally can further the goals of a serious game designer. 
But, sometimes multiplayer worlds are unfeasible. Will users develop these 
personalized relationships with computer-controlled agents? 

The answer is mixed. If any human-like cues are received from a digital figure, 
even if there is not human agency behind that cue, people exhibit the same social 
reactions as they would from human-to-human interaction, with the same parts of the 
brain activating [16]. People can form parasocial relationships with non-human agents 
and they subsequently respond as if in a typical relationship [8]. This parasocial 
relationship can support learning as well; “animated pedagogical agents” can transmit 
information using nonverbal behavior and thus support student learning [4]. 
Furthermore, when Moreno’s & Mayer’s [2] computerized agent used personalized 
language to aid in teaching users botanical information, users felt more immersed in 
the virtual environment and they reported that the learning task was easier.  So, users 
respond to computer controlled agents similarly to those controlled by other users and 
they can benefit from them. However, the use of digital agents has its pitfalls. Users 
in a virtual reality environment learned less science information from a digital 
presentation controlled by a computer, than with one controlled by another user [14]. 
Also, in competitive contexts, people report a greater dislike for computerized agents 
in comparison to human users [2], and they subsequently feel higher levels of 
aggression after the game is played [14]. Consequently, heart rate acceleration, a 
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measure of cognitive effort and positive valence, is higher in comparison to baseline 
when one plays with a user’s avatar rather than a computerized agent; moreover, users 
lose interest in the game if they compete with a computerized agent and are defeated 
[14]. For a serious game designer, while computerized agents can be useful, they have 
some definitive drawbacks.  

The important aspect of forming the relationship is, of course, the user’s belief. 
The user’s feeling of agency over the virtual world, which is the feeling of being able 
to affect the world through the avatar, is described as self-presence [15]. The user’s 
feeling of social interaction, regardless of technological mediation is described as 
social-presence [3,15]. The users’ sense of interacting with another social being, their 
social-presence, seems to be the underlying factor behind the increased 
personalization and subsequent positive results stated above. Users can be persuaded 
to accept computerized agents as human—thus gaining the benefits from human-
human interaction—but creating a context where this acceptance may occur may be 
difficult [2].  

Individual differences also can play a part in creating social relationships with 
digital figures. People with interdependent self-construal tend to see themselves in 
terms of relationships. In the virtual environment, these people form social 
relationships to other people's avatars (seeing them as an extension of a separate 
person) and they form a parasocial relationship with their own avatar [8]. Because 
these relationships are emphasized, these users show a higher level of self-presence, 
with all the benefits that entail [8]. Developers can reap the benefits of this self-
construal, however, by priming interdependent self-construal with multiplayer or 
group player mechanics [8].   

The great effect that computer-controlled avatars can have, both positive and 
negative, emphasizes the need for strong, careful design in serious games. If a 
designer can create a computerized agent that can mimic a human relationship, the 
developer of the serious game can gain the benefit of social presence without the 
drawbacks. This stronger relationship with the virtual world will strengthen the 
personalization of the world to the user and will contribute towards the goal of the 
serious game.   

3   Conclusion 

According to the literature, avatar implementation can affect personalization of the user 
as well as the factors that feed into personalization. The user’s game experience, and 
what they subsequently receive from the game, can be altered depending on how a 
designer implements avatar creation in a serious game. A highly customizable avatar 
can lead to increased immersion and disembodiment, both of which yield certain 
benefits in terms of user experience. However, a more limited customization or even an 
avatar choice system requires less effort to implement and can effect behavioral change. 
Depending on the desired outcome, certain kinds of implementation are more useful 
than others. However, while some initial recommendations can be made, existing 
research has only scratched the surface of avatar utility. More research into the specifics 
of avatar implementation would allow for more specific designer recommendations for 
avatar implementation, especially in the face of different contexts.  
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Abstract. The use of commercial video games as rehabilitation tools, such as the 
Nintendo® Wii Fit™, has recently gained much interest in the physical therapy 
arena. However, physical rehabilitation requires accurate and appropriate tracking 
and feedback of performance, often not provided by existing commercial console 
devices or games. This paper describes the development of an application that 
leverages recent advances in commercial video game technology to provide full-
body control of animated virtual characters with low cost markerless tracking. The 
aim of this research is to develop and evaluate an interactive game-based 
rehabilitation tool for balance training of adults with neurological injury. This 
paper outlines the development and evaluation of a game-based rehabilitation tool 
using the PrimeSense depth sensing technology, designed to elicit specific 
therapeutic motions when controlling a virtual avatar in pursuit of in-game goals. 
A sample of nine adults participated in the initial user testing, providing feedback 
on the hardware and software prototype.  

Keywords: video game, balance, stoke, camera tracking. 

1   Introduction 

Stroke incidence, new or recurrent, is approximately 800,000 every year, and as the 
population ages, this number is expected to rise [1]. The neurological impairments 
that can result from a stroke, especially impairments in postural control, can affect a 
person’s balance and mobility in everyday activities. Improving postural control is 
one of the main challenges for stroke rehabilitation.  To achieve this, individuals are 
taught to bear weight through their affected lower extremity, resulting in increased 
balance and gait velocity, decreased fall risk, and greater participation in activities of 
daily living. Conventional physical therapy techniques typically use visual 
biofeedback and force plate systems to encourage weight shift onto the impaired side 
or limb in order to improve weight shift in sitting, standing and during gait [2,3,4]. 
However, these techniques provide limited objective measurement of performance 
and typically lack engaging content to motivate individuals during training. 
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The use of commercial video games as rehabilitation tools, such as the Nintendo® 
Wii Fit™, has recently gained much interest in the physical therapy arena. While 
anecdotal evidence suggests that games have the potential to be powerful motivators 
for engaging in physical activity, limited published research exists on the feasibility 
and effectiveness of leveraging the motion sensing capabilities of commercially 
available gaming systems for rehabilitation [5,6,7,8,9]. Initial case studies have 
demonstrated that the use of video games has some promise for balance rehabilitation 
following stroke and spinal cord injury [7,8,9,10]. However, currently available 
commercial games may not be suitable for the controlled, focused exercise required 
for therapy. Usability studies have found that some commercially available games 
provide negative auditory and visual feedback during therapy tasks [6,11]. These 
observations demonstrate the importance designing games specifically for 
rehabilitation, a design approach that has been investigated by several recent 
researchers [11,12,13]. However, the limitations of the commercial video game 
motion sensing technology have been a challenge to achieving this goal.  Motion 
tracking controllers such as the Nintendo® Wiimote are not sensitive enough to 
accurately measure performance in all components of balance.  Additionally, users 
can figure out how to "cheat" inaccurate trackers by performing minimal movement 
(e.g. wrist twisting a Wiimote instead of a full arm swing). Physical rehabilitation 
requires accurate and appropriate tracking and feedback of performance.  As such, we 
are developing applications that leverage recent advances in commercial video game 
technology to provide full-body control of animated virtual characters. A key 
component of our approach is the use of newly available low-cost depth sensing 
technology from PrimeSense, the company that developed the sensor hardware in the 
popular Microsoft® Kinect. This technology, along with software from OpenNI, 
provides markerless full-body tracking on a conventional PC using a single plug-and-
play USB sensor. Not only does this approach provide a fully articulated skeleton that 
describes the user’s body pose, but it does so without encumbering the user with 
tracking devices or markers.  This appears to provide more natural and intuitive 
interaction, without having to alter natural motor movements to accommodate the 
tracking hardware. The depth sensing camera allows the user to puppet a virtual 
character on screen that directly represents their movements and poses in the real 
world. This system approach enables a game-based rehabilitation tool that is tailored 
to individual therapy goals. This application is being developed and refined through 
the process of user-centered design, incorporating feedback from key stakeholders 
(clinicians, patient groups and care takers) and undergoing iterative feedback and 
refinement phases. 

2   Method 

The aim of this research is to develop and assess an interactive game-based rehabilitation 
tool for balance training of adults with neurological injury. We developed a game-based 
rehabilitation task designed to elicit specific therapeutic motions when controlling a 
virtual avatar in pursuit of the in-game goal.   
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2.1   Hardware  

Full-body interaction with the game was provided by the PrimeSense Reference 
Design, a USB plug-and-play device that uses an IR projector along with standard 
RGB and infrared CMOS image sensors (Figure 1). To construct a depth map, the 
sensor uses a proprietary algorithm to resolve the pattern produced by projecting 
coded infrared light onto the scene geometry. This system has a field-of-view of 58 
degrees horizontal and 45 degrees vertical, and generated depth maps with a 
resolution of 640x480 at 30 frames per second.  

 

 

Fig. 1. PrimeSense Reference Design USB plug-and-play device 

2.2   Software Architecture 

The software components of the sensing package are the OpenNI and NITE 
frameworks, which provide user identification, scene segmentation, and skeleton 
tracking. To create the game, we used the Unity3 game engine along with an OpenNI 
wrapper developed by PrimeSense to integrate these frameworks with the game 
engine. The engine provides a C# API and flexible editor which allows for rapid 
development of games. This rapid development cycle enables faster iteration of game 
mechanics and ultimately results in more specificity for tailoring games to address 
patient’s individual disabilities. 

2.3   Game Overview 

The game world involves a precious jewel mine where the player assumes the role of 
a miner who rides a railroad cart down a mine shaft and gathers jewels from the shaft 
walls. The shaft is uniformly cylindrical with eight jewels arranged in a ring with the 
player’s avatar centered in the middle of the screen (Figure 2). In order for the player 
to successfully gather all the jewels they must reach out from the center of the screen 
and touch each jewel individually with their hand. 
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Fig. 2. The game is set in a jewel mine. The player’s character is situated in the center of the 
mine shaft with eight gems placed around them in a ring.   

2.4   Calibration 

The game begins with a calibration step which maps the range of motion of the 
player’s upper limbs. After striking a default calibration pose for a few seconds 
(Figure 3) the player’s skeleton is captured and tracked without any attachment of 
devices or markers.  

 

 

Fig. 3. User calibration step: The player must strike a default pose and the player’s upper torso, 
arms, hands and head are represented on the screen   

 

The supporting OpenNI software recognizes when a human figure enters the frame 
and sends joint position data from the PrimeSense camera to the game. This position 
data is then transformed into joint orientations with simple trigonometry algorithms. 
The player’s upper torso, arms, hands and head are represented on-screen by an 
abstract avatar made up of white cylinders for the arms, chest and hands and a sphere 
for the head (Figure 3). The length of the cylinders for the chest and arms are scaled 
to match each player’s specific anatomy.  
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To map the individual player’s range of motion, the player moves their arms as far 
as possible in 3D space forward and outward in an arc over eight radiating lines. This 
step should be guided by a clinician to encourage movements that are appropriate for 
the player and specific therapy goals. As the player holds their hand at the intersecting 
point of each line a jewel is placed at the point of intersection (Figure 4). Upon 
completing the placement of each jewel, the positions are saved and loaded into the 
game itself.  

 

 

Fig. 4. Calibration step: to map the individual player’s range of motion, the player moves their 
arms as far as possible outward in an arc over eight radiating lines 

2.5   Gameplay 

In the game, all eight jewels are present and visible in a series of rings that extend as 
the player moves through the mine shaft. Individual jewels glow to indicate when 
they can be gathered. The order in which the jewels glow is controlled by three 
different pre-defined patterns that the clinician can select before a session begins: 
Sequential pattern, Simon pattern or Sam pattern. During the Sequential pattern, 
jewels light up one by one. The player’s goal is to collect the gems as they light up. 
During the Simon pattern, the jewels light up in the classic “Simon” game pattern and 
the player must remember the sequence in which the jewels light up and touch them 
in that order. The Sam pattern was designed to be a modified “Simon” pattern where 
the recall task is removed and the jewels remain lit until the player collects them. The 
Sequential and Sam patterns each have two difficulty settings. 

2.6   Avatar Representation 

Before starting the game the clinician is given the option of displaying the player’s 
avatar as either a full torso with arms and head or simply displaying the hands 
(Figures 5a and 5b). This avatar representation allows the clinician to control how 
much feedback the player receives about their body position during the game. The full 
upper torso is tracked within both representation settings, however the hands only 
representation provides visual representation of the hand points of the skeleton.  
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Fig. 5. Avatar representation: The game can be played with a upper torso skeleton avatar (a) or 
with only the player’s hands represented on the screen as two squares (b) 

2.7   Data Recording 

The player’s range of motion calibration settings are saved as a player profile and can 
be loaded in subsequent sessions. Additionally, the duration of time it takes patients to 
complete each jewel ring task and the total time it takes to complete the game are 
recorded and reported (Figure 6). 

 

 

Fig. 6. Data recorded from game includes player profile and time to complete the in-game tasks 

2.8   User Testing 

To evaluate the usability of the rehabilitation game, participants receiving balance 
training following stroke were recruited from two Rehabilitation Clinics in the Los 
Angeles area. Participants were asked to perform two game-based tasks, which were 
randomized for each participant. The two game-based tasks differed in presentation of 
participant’s character on the screen: upper torso skeleton and hands only view. The 
Sequential pattern was used for both tasks. The researchers observed participants 
playing the game, providing assistance when needed. Following the interaction, the 
participant was asked to complete a structured interview about their experience. 
Clinicians attending the user testing session with a participant were also asked to 
provide feedback. Game performance, researcher observations and player feedback 
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were analyzed to investigate how these game design criteria influence the performance 
of tasks that are relevant for rehabilitation. 

3   Results 

To date, a sample of nine participants (four females and five males), aged 52-78 years 
have been recruited in the study. Participants, receiving therapy following stroke (six 
months to seven years post stroke), were able to sit or stand independently or with 
light assistance. Three participants had previous experience playing video games. Of 
those three participants, only one owned and used a Nintendo® Wii™ and Nintendo® 
Wii Fit™ in their home.  

Four participants played the game in their wheelchair, while five participants 
played the game in standing. In standing, three participants required stand-by 
assistance and two participants required light-moderate assistance.  

3.1   Calibration 

All of the participants had difficulty performing the calibration pose. Two of the nine 
participants could not complete the calibration step, and therefore were unable to play 
the game and could not complete the rest of the testing session. Limitations in range 
of motion of the impaired upper limb prevented these participants from being able to 
perform and maintain the required position. The final seven participants required 
assistance from a clinician to provide active assisted or passive shoulder flexion, 
abduction and external rotation of the impaired upper limb in order to perform and 
maintain the calibration pose.  

3.2   Game Play Observations 

Participants, both in a wheelchair and in standing, were able to complete the game-
based tasks with assistance where required. During game play, participants tended to 
need more instruction initially at the start of the game. However, following the 
completion of one to three sets of the jewels, participants appeared to gain sufficient 
understanding of the task to perform without instructions. Five of the participants had 
particular difficulty with perception of the depth of the jewels within the 3D space.  

3.3   User Feedback 

The structured interview questions provided qualitative data about user perceptions of 
the technology, motivation to use the technology and specific feedback on potential 
changes to improve the existing system. Participants provided the research team with 
suggestions for improving the instructions for the game and game play elements (such 
as scoring and sound effects).  

Overall, participants reported the game to be challenging and fun. Specific 
comments related to level of challenge and enjoyment were:  

“I think it was more exciting than working muscles just in the gym” 
“You really made me work hard!” 
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“I enjoyed it but it made me work really hard to get all those gems” 
“I felt like I was really slow at first but once I got the hang of it I had fun” 
“It was good. I want to play it again.” 
“When I was collecting the gems I wasn’t thinking about how hard I was 

working” 

Each of the seven participants chose the skeleton avatar in preference over the 
hands-only avatar. Participants stated that seeing the full upper body avatar gave them 
more information about how they were moving and helped them to collect the jewels.  

When asked to describe how the game compares to current therapy activities, four 
participants responded that the game was similar to activities they are currently asked 
to perform in therapy sessions.  Five out of the seven participants that were able to 
play the game stated that they would like to play the game again and could see 
themselves playing the game as part of their regular therapy once it is completed.  

3.4   Clinician Feedback 

A sample of four clinicians consented to provide feedback on the system.  Overall, the 
clinicians stated they were excited about the use of this type of technology within the 
clinical setting. One clinician stated he had been investigating commercially available 
games for use with his patients but had found many of the game-based tasks to be too 
difficult. He stated that the concept of calibrating the system to an individual user and 
having control over the game-based task was an important feature in the current 
prototype. Furthermore, the option to change the avatar view from skeleton to hand 
only views, providing less feedback, therefore increasing the level of challenge for the 
patient appealed to the clinicians.   

4   Discussion 

The release of the PrimeSense 3D depth sensing technology provides a low-cost 
option to capture users’ full body movement in 3D space for interaction within game 
activities without the need for the user to hold an interface device. Whilst this 
provides developers, researchers and clinicians with access to low-cost tracking 
technologies that can be more easily implemented within tailor made software 
programs, accessibility of the system is still limited to people who can actively or 
passively perform the calibration pose. At this point in time, people with disabilities 
that limit them from being able to perform the calibration pose, cannot interact with 
the system.  

Calibration is an important piece of tailoring game-based applications for 
individuals with varying levels of ability. The current OpenNI software technology 
will track the user only once a calibration pose has been performed. The calibration 
pose requires the user to stand or sit facing the camera, place the arms out to the side 
with the shoulder in external rotation and at 90 degrees abduction and the elbow at 90 
degrees of flexion (Figure 2a). The importance of user-centered design is highlighted 
when issues such as calibration are exposed earlier in the development process to 
allow for changes that will make the system more accessible to the key stakeholders 
that will be using the system.  
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Despite difficulties with calibration, initial user feedback supported the use of 
game-based rehabilitation and provided a range of suggestions for system 
improvement. The suggestions and comments are currently being themed and will be 
discussed, evaluated and prioritized by the research and development team.  

Feedback from clinicians was supportive of the development of a flexible system 
that provides the option to tailor the game-based task to the user. Clinicians liked the 
option to change the avatar view from skeleton to hand only views. Changing the 
appearance of the avatar, whilst still tracking the skeleton, allows the clinician to 
remove visual feedback provided to the patient. Removing this external feedback, 
encourages the patient to rely on internal sensory-perceptual information to control 
their movement [14]. Providing less visual feedback about the player’s movement 
increases the level of difficulty and this was supported in the participant’s unanimous 
choice of the skeleton avatar as the easiest to understand and use. However, the use of 
the hands only avatar representation is important progression in therapy guided by 
motor learning principles [14].  

The research team have been developing a Flexible Action and Articulated Skeleton 
Toolkit (FAAST) with a goal to make a general purpose software environment that 
enables many applications to quickly be modified to use depth sensing technolgoies 
(http://projects.ict.usc.edu/mxr/faast/).  

Some of our early work and updated videos can be viewed at  
 

http://www.youtube.com/user/AlbertSkipRizzo#p/u/5/geyIvG4uKxY 

5   Conclusions 

This preliminary research supports the development of a novel and flexible game-
based rehabilitation system for balance training. The initial user testing provided 
insight into key features that need modification or improvement to develop an 
accessible and user friendly rehabilitation tool with an emphasis on custom calibration 
and kinematic modeling.  
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Abstract. In this paper, we develop an interactive exhibition system using a 
video avatar and an animation on huge screen.  As the video avatar, we extract 
background images from recorded video stream using Chroma key and send the 
stream to remote using TCP/UDP protocols. The animation on huge screen 
provides immersion and ambience of the ages of displays. We restore clothes, 
ceremony, crowd, etc. using computer animation. 4K resolution projector with 
300 inch screen is used in our system and it makes viewers to feel the ambience 
of the environment when and where the displays existed. 

Keywords: Video Avatar, Museum Digitalization, Interactive Exhibition, Digital 
Restoration, Huge Screen. 

1   Introduction 

There have been existed a lot of museums in history. The museum named Museion at 
Alexandria, Egypt BC300 is considered the first one [1]. They spread all over the 
world geometrically and there are several museums in most cities. Also their themes 
are various like history, foods, clothes, etc. 

As computer technologies have been developed, many things in our life are 
digitalized. The museum is researched using these technologies, too. Users can watch 
the exhibits on the homepage via computer networks. The exhibits are digitized as 
graphical models [2].  The museum is constructed in virtual world using VR 
technique [3]. The information of the art is retrieved using computer vision methods 
[4]. Tourists of museum are guided using digital devices [5]. The museum is one of 
most digitalized facility. 

The exhibition of the museum becomes more interactive if an export explains in 
front of the viewers.  This environment can be developed using the video avatar [6]. 
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The applications of the video avatar are a remote experiment with sharing data, a 
conference system, etc. And the viewers can feel more immersive using huge screen 
that the animation of exhibits projected into. 

In this research, we focus on the interaction and the immersion of viewers. We 
develop a video avatar for the interactive exhibition system. We extract background 
images from the video stream using Chroma key and send the stream to remote host 
via computer networks. Finally, the video avatar is superimposed on the animation 
on the screen in front of the viewers. For viewers’ immersion, the animation on 
huge screen is used and provides the ambience of the ages of displays. The clothes, 
ceremony, crowd, etc. of the ages of displays are restored using computer 
animation. We use 4K resolution projector and 300 inch screen in our system and it 
provides the feeling of the ambience of the environment when and where the 
displays existed. 

2   Digital Museum 

In this research, we restore an animation of the exhibit’s age from the old scroll. Then 
this animation is projected onto a huge screen for viewers to feel immersion. The 
video avatar is added on this animation for interactivity. The demonstration of whole 
system is shown in (Figure 1). The animation is restored using described images on 
the scrolls for viewer to feel the ambience of its age. 

 

Fig. 1. Demonstration of digital museum 
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3   Video Avatar 

Video avatar is developed to share a virtual space between remote places [6]. Video 
avatar helps the users to point out the 3D data more precisely. It uses stereoscopic 
devices for input. In our research, we show video avatar on the restoring animation to 
interact with viewers. 

The expert explains about the animation in front of the camera with microphone. 
The record module records this video stream and the send module transfers this 
stream to remote host of the museum via TCP or UDP protocols. The record module 
and the send module communicate with each other using shared memory. The video 
stream is received by the receive module and projected on the screen by render 
module using OpenCABIN library. The receive module and the render module share 
data through shared memory, too. 

The viewers watch the animation and listen to the explanation. They can ask 
questions or comments to the expert with microphone. The sound data stream which 
handled by sound program is full-duplex like a telephone. The exhibition is 
interactive using this video avatar system on the exhibits or the animation. The system 
architecture of video avatar is shown in (Figure 2). 

  

Fig. 2. System architecture of video avatar 

4   Animation Restoration 

We restore a character animation of an old scroll contain landscape of ceremony. 3D 
graphical models are created from real photographs of the buildings. We extract their 
textures from the photographs. The textures of character’s clothes, hats, bags, knifes, 
shoes, etc. are made by referencing exhibits and materials of museums. The example 
of real image and model of our system are shown in (figure 3). 
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First, 2D scraps of contour of people of the old scroll are placed. Then we replace 
them with the 3D characters and animate them. We get motion capture data from the 
actors for character animation. The voices of characters are dubbed by the 
professional voice actors and the special sound effect is added for feeling the mood of 
crowded environment. 

  

Fig. 3. Photograph (left) and model (right) of Kumamoto castle 

5   Implementation 

We use Sony® digital camera for capturing the expert and its resolution is 800 x 600 
pixels. Chroma key technique is used for background removal. The each difference of 
color values in RGB color space is summed up and the alpha value for pixels is 
determined by threshold. The expert’s video avatar is superimposed on the animation 
on the screen. 

  

Fig. 4. Send and receive part of video avatar 

The record module is implemented using Intel® Integrated Performance Primitives 
library. The record and the send module communicate using shared memory. The 
send module sends video stream to receive module via Internet using UDP protocols. 
The render module accesses the video stream that the receive module received and 
stored into shared memory. The render module is developed using OpenCABIN  
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library which displays graphical contents on the screens and handles user’s inputs like 
position, direction, joystick values, etc. [7]. The final animation is displayed on 300 
inch screen using 4K resolution Sony® projectors. The recording part configuration 
of video avatar system and the video avatar on the animation are shown in (figure 4). 

 

Fig. 5. Old scroll of Kumamoto Castle 

  

Fig. 6. Character placement of crowd (left) and ceremony (right) 

  

Fig. 7. Character animation of crowd (left) and ceremony (right) 

We made the animation of crowd and ceremony of old ages of Kumamoto Castle 
in Japan. It is restored using old scroll which contains various people and snapshots of 
ceremony. The scroll is shown in (figure 5). We make the 3D model of castle using 
texture from real image of it. The 3D characters are created with referencing to other 
exhibits like clothes, knives, hats, bags, etc. 
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We scrap people from the scroll and place on our castle model. The left image of 
(figure 6) is scrap version of the landscape of crowd and the right one is of the old 
ceremony. After placing scraps, we replace them with 3D characters. The final results 
are shown in (figure 7). 

We get motion capture data from the actors to animate characters. The snapshot of 
the actor in motion is shown in the left image of (figure 8). The voices of characters 
are dubbed by the professional voice actors and the special sound effect is added for 
feeling the mood of crowded environment. Voice actors are dubbing the animation 
like the right image of (figure 8). 

  

Fig. 8. Recording motion data and voice dubbing 

6   Conclusion 

We develop a video avatar system for the interactive exhibition. We remove 
background from the video stream using Chroma key technique and send it to remote 
via Internet. The video avatar is superimposed on the animation that is restored using 
old scroll, clothes, knives, hats, bags, etc. First, we place the scraps of people’s 
contour from scroll on the 3d model of environment. Then we replace the scraps with 
3D characters and animate them. We use 4K resolution projector and 300 inch screen 
in our system and it provides the feeling of the ambience of the environment when 
and where the displays existed. In this research, the interactive, immersive and 
ambience-feeling exhibition can be developed using the video avatar system, huge 
screen and the animation restoration. 
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Abstract. We propose a technique for automatically generating a realistic facial 
animation with precise individual facial geometry and characteristic facial 
expressions. Our method is divided into two key methods: the head modeling 
process automatically generates a whole head model only from facial range 
scan data, the facial animation setup process automatically generates key shapes 
which represent individual facial expressions based on physics-based facial 
muscle simulation with an individual muscle layout estimated from facial 
expression videos. Facial animations considering individual characteristics can 
be synthesized using the generated head model and key shapes. Experimental 
results show that the proposed method can generate facial animations where 
84% of subjects can identify themselves. Therefore, we conclude that our head 
modeling techniques are effective to entertainment system like a Future Cast.  

Keywords: Individual Head Model, Automatic Mesh Completion, Facial 
Muscle Layout Estimation, Key Shape Generation, Facial Animation Synthesis.  

1   Introduction 

Generating a realistic human head model is still an important theme for computer 
graphics application such as film and game productions. Many techniques have 
already been proposed for creating a photorealistic human face [6, 11, 7, 4, 1]. In the 
latest works of Oleg et al [1], the Digital Emily Project, they have succeeded to 
synthesize a digital clone which is mistaken to be a real human. However, they have 
spent approximately 7 months from facial geometry/performance capture to final 
composition and expensive devices to create it.   

In contrast, we have developed the Future Cast System (FCS) which can instantly 
generate subjects' face models and the film that the generated face models are 
embedded into a pre-created film using a low cost facial range scanner. The generated 
facial animations are not so real compared with Oleg’s work, but can be recognized 
by original subjects. In fact, however, 35% of subjects still couldn’t identify their 
character in the movie in which they were appeared. This is because the generated 
characters lack of subjects' "Personal Characteristics" about whole head geometry 
with hair and facial expressions [9]. Thus, we have to improve these representations 
so that the generated character becomes more realistic. So, we focus on how to 
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instantly generate a realistic individual head model which can express person-specific 
facial expressions from simple and low-cost measurements. 

To create a realistic individual head model, we generally fit a template head model 
to a range scanned whole head geometry using a 3D modeling software by hand. 
However, in most case, accurate skin-head geometry can’t be measured due to 
occlusions by hair. The result of these regions’ scans would be large holes and we 
need to fit a template model to those parts predictively. Moreover, a whole head range 
scanner is almost very expensive for practical use.  

We propose an automatic head modeling technique with complementing the 
geometry that it is difficult to measure using template mesh geometry. We employ the 
low-cost facial range scanner [9] to acquire individual facial geometry. A whole head 
model is automatically generated based on the automatic marker placement and the 
template mesh fitting based on energy minimization only from a facial range scan.  

We also propose a facial animation synthesis framework based on the facial muscle 
adjustment. We focus on how to capture and model individual characteristics of facial 
expressions with simple measurements, and how to synthesize facial animation in 
real-time. To solve these problems, we firstly estimate an individual muscle layout 
from subject’s videos with facial expressions and then we create individual key 
shapes using physics-based simulation according to the estimated muscle layout. 
Facial animations considering personal characteristics are synthesized by blending 
above individual key shapes. As a result, we can synthesize a facial animation with a 
person-specific facial expression. 

Through the subjective evaluation, we demonstrate the effectiveness of our 
techniques. Experimental result shows that we archive to synthesize a CG character 
that 86% of subjects can identify themselves using our techniques. Therefore, we 
conclude that our head modeling techniques are effective to entertainment systems 
like a Future Cast. 

2   Related Work 

Many 3D human head modeling techniques have been developed by [15, 5, 11, 7]. 
These methods can create a photorealistic animate-able head model by fitting a 
template head model to input range scan data or photographs. However, manual 
procedures such as specifying facial landmarks are still required. In this paper, we 
introduce an automatic facial feature point detector [9] to automatically decide facial 
landmarks.  

Generating a complete mesh from an incomplete mesh with missing parts or noise 
is known as mesh completion problem, many researchers have been proposed 
methods to solve this problem [7, 2, 8]. These methods can fill-in missing parts of a 
scanned geometry using template mesh’s geometry. However, correspondences 
between a small set of vertices on the template mesh and markers on the scanned 
geometry need to be specified by a user.  In our mesh fitting, these marker-vertex 
correspondences are automatically decided based on fitting the template mesh to a 
facial texture which has a pixel-to-pixel correspondence for a facial texture [9].  
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Fig. 1. The overview of our head modeling process 

Our mesh fitting approach is inspired from Allen's template mesh fitting based on 
the energy minimization framework for the registration of body range scans [2]. 
However, unlike Allen's approach, the marker-vertex correspondences are 
automatically decided as mentioned above. Moreover, our approach is fast compared 
with the previous approach because no multi-resolution optimization is required, and 
can also control the trade-off between the fitting accuracy and the smoothness at each 
local domain of a template mesh. 

Current major 3D facial animation synthesis techniques include: a physics-based 
approaches developed by [15, 3, 13] and a blend-shape-based approaches where facial 
expressions are synthesized using linear combinations of several basic sets of pre-
created faces for blending developed by [12, 7, 14]. These techniques are able to 
synthesize highly realistic human facial expressions. Especially in the physics-based 
approach [13], it can synthesize a person-specific facial expression by modeling a 
facial anatomical structure for an individual and adjusting the facial muscles layout 
and the magnitude of the contraction of an each facial muscle. However, it requires 
the considerably computational time for the simulation. If there are many characters 
in one frame of the movie, it is difficult to synthesize facial expressions in real-time. 
Also, blend-shape-based approaches have an advantage that the computation time is 
clearly less than physics-based approaches. Consequently, we adopt the hybrid-
approach that individualized key shapes are generated by the physics-based 
simulation in offline and the facial animation is synthesized by blending the generated 
key shapes in real-time. 

3   Automatic Head Modeling 

3.1   Setting Markers onto Scanned Geometry 

Fig. 1 shows the overview of our head modeling process. The range scan data that we 
deal with in this paper has pixel-to-pixel correspondences between texture and depth  
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map (Fig. 1.(a) and Fig. 1.(b)). To automatically specify markers on an individual 
scanned geometry, we firstly have to fit the template mesh to 2D face image, and then 
to acquire the each 3D coordinate corresponding to vertex on the template mesh from 
the depth map. In advance, we specify 149 landmark points on the template mesh 
semantically corresponding to facial feature points by hand (Fig. 1.(c)). 

In the actual runtime processing, the facial feature point detector [9] automatically 
detects 149 facial feature points including the outline of the eyes, eyebrows, nose, lips 
and the facial contour from the face texture at first.  

Second, Universal Kriging (UK) is applied to map all of the template mesh vertices 
onto the 2D face image using the correspondence between detected facial feature points 
(Fig. 1.(d)) and pre-labeled vertices on the template mesh (Fig. 1.(c)). UK is often 
applied an oil deposit exploration in Geostatistics and the motion interpolation [10] in 
computer graphics. Compared with RBFs, UK can predict continuous and much 
smoother scalar distribution from given scattered samples. We therefore introduce UK 
to the fitting problem. Let vertex positions of the template mesh corresponding to facial 
feature points are { } ( ) 3

1 ,,,,.., ℜ∈== iiiiN zyxcccC , uv  coordinates of facial feature 
points are ℜ∈== ),...,(),,...,( 11 NN uuuu vu . Where, N  is the number of facial 
feature points, 149=N . UK firstly estimates the trend surface )(cm  approximating 
global distribution of C , then calculates the predictive residual by linear combination of  
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x
i mxr c−=  and the 

kernel function ∑ =

N

i

x
i

x
i rb

1
)(c . The kernel function )(cb  is calculated using a vertex 

position of the template mesh ( ) 3,, ℜ∈= zyxc  and the variogram function ( )θγ ;* h=  
(see more detail of the kernel optimization process on [10]). After the kernel 
computation, we can solve equation (1) to obtain uv  coordinates of a vertex position c  
of the template mesh (Fig. 1.(e)). 

v
i

N

i

v
i

u
i

N

i

u
i rbmvrbmu ∑∑

==

+=′+=′
11

)()()()()()( cccccc  (1) 

Third, vertices in the face region of the resulting mesh are replaced by vertices of 
an individual geometry (Fig. 1.(f)). At this time, the face region's vertices are 
normalized to match its orientation and scale to the template mesh using the facial 
pose normalization technique [9] (Fig. 1.(g)). The vertex positions of the resulting 
mesh are used as markers in the next section (Fig. 1.(h)). However, of course, there 
would be a boundary between the face region and the other ones if both geometries 
are quite different. To generate a complete head model, we not only have to realize a 
seamless connection of both regions’ geometries, but also need to preserve accurate 
individual face geometry as much as possible. To solve this problem, we introduce a 
new template mesh fitting technique described in the next section. 

3.2   Fitting Template Mesh Using Optimized Local Affine Transformation 

We describe how to fit the template mesh to markers placed on the scanned geometry 
using optimized local affine transformation. We assume that a surface on the face at 
local domain is rigid and estimate affine transformations which map each  vertex 
position on the template mesh to its corresponding marker position locally as-rigid-as 
possible by solving energy minimization problem.   
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We define the energy function E  as the equation (2). The first term indicates that 
the position of each vertex of the template mesh should be equal to its corresponding 
marker position. The second term indicates that the affine transformation of adjacent 
vertices should be equaled. This term is minimized when change in deformation 
across the surface, and not the surface itself, is smooth.  

      ∑∑
∈=

−+−=
)}(,|,{

2

1

2

meshedgeji
Fji

s
i

N

i
iii

m
i

ji

wwE
vv

TTmvT βα  (2) 

Where, iv  and im are i -th vertex and its corresponding marker respectively. iT  
represents the affine matrix of the i -th vertex on the template mesh. 
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geometry and the occipital region’s template mesh geometry, we set 
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Where, iφ  is equal to 1 if the scanned individual geometry is allocated to i -th  
vertex. In the other cases, iφ  is set to 0. The thr  is the threshold for the weight φ . 
Based on our experiment, our system performs optimally when 8.0=thr . 
α and β  decide contributions for fitting accuracy and smoothness effect. We 
minimize this energy function to estimate optimal affine matrices using L-BFGS-B, a 
quasi-Newtonian solver [17], and transform all of the vertices on the template mesh 
using the estimated affine matrices. As a result, we can obtain the complete head 
model (Fig. 1.(j)) that the both geometries are seamlessly merged (Fig. 1.(i)). 

 

4   Facial Animation Synthesis 

In this section, we describe how to synthesize facial animation which reflects personal 
characteristics using the individual head model generated using the technique 
described in Section. 3. In this paper, we mainly focus on a smile facial expression 
which frequently appears in daily life as a customization target to reflect personal 
characteristics to their CG characters. The detail of each process is described step by 
step in the following sections.  

4.1   Capturing Video with Subject’s Facial Expression 

The smile facial expression is known to be expressed by contracting the the risorius 
and the zygomaticus minor-major facial muscles anatomically. We therefore need to 
adjust the risorius and the zygomaticus minor-major facial muscles for each 
individual. In Paul Eckman’s Facial Action Coding System (FACS), "Lip Corner 
Puller" and "Cheek Raise" are related to the risorius and the zygomaticus minor-
major respectively. Therefore, we capture an individual in facial expressions loosely 
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based on "Lip Corner Puller" and "Cheek Raise" using a high definition video camera 
(Sony HDR-SR12) with 29.97 fps. For the subsequent processing, we made 
individual firstly express own neutral face, and then perform both facial expressions. 
Several frames in captured videos are shown in Fig. 2. 
 

 

Fig. 2. The top row shows captured facial expression videos; the bottom row shows the tracking 
results. (a) and (b) are correspond to subject’s “Lip Corner Puller” and “Cheek Raise”. 

4.2   Extracting Facial Motion Vectors 

To adjust above three facial muscles for each individual, we need to extract person-
specific motions from captured facial expression videos. On an initial frame of the 
captured video, the generic face mesh as shown in Fig. 3.(a) is fitted to the subject's 
face using the same manner in [9]. We refer to all of vertices of the resulting mesh as 
marker points. Then, maker points are tracked by the Lucas-Kanade Optical Flow 
Algorithm [5] overall the video (Fig. 2). After this tracking, we calculate facial 
motion vectors by subtracting marker positions of the initial frame with neutral from 
those of the end frame for each facial expression. 

However, the magnitude and orientation of facial motion vectors are strongly depend 
on individual face geometry, so the motion vectors shouldn't be used to adjust facial 
muscles directly. To remove this dependency, we normalize individual face geometry to 
the generic face’s one before facial motion vectors calculation. This normalization can 
be performed by mapping subject's marker positions with both neutral and facial 
expression to the generic face using Radial Basis Functions decided from the 
correspondence between marker points of subject's neutral face and those of the generic 
face. Finally, facial motion vectors using the normalized marker points are re-calculated. 

 

Fig. 3. (a)The generic face mesh (top: smooth shading, bottom: wireframe) (b) Example of 
simulated faces with different facial muscle layouts 
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4.3   Adjusting Facial Muscles for Each Individual 

In this paper, we adjust a facial muscle layout for each individual to represent person-
specific facial expression. The facial muscle adjustment process is composed by 
offline learning step and online estimation step. For learning step, using the generic 
face, 8 faces are generated by facial muscle simulation [15] with 8 different facial 
muscle layouts and common muscle contraction parameters (Fig. 3.(b)). Then, facial 
motion vectors for each simulated face are calculated by subtracting the vertex 
positions of the generic face with neutral expression from those of simulated faces. To 
focus on areas with large variance of facial motions, the galley of calculated facial 
motion vectors is applied to Principal Component Analysis (PCA). Each facial motion 
vector is mapped onto the PCA subspace spanned by only first eigenvector with the 
largest variance of facial motions.  

For estimation step, first, an acquired subject's facial motion vector is mapped onto 
the PCA sub-space. Second, we calculate distances between the principal component 
of subject's facial motion vector and that of each simulated facial motion vector using 
Euclidian distance metric. Finally, the individual facial muscle layout is determined 
by finding the facial muscle layout with the minimum distance. These processes are 
separately performed for "Lip Corner Puller" and "Cheek Raise" cases. Consequently, 
we have 64 variations of facial muscle layouts for representing individualized facial 
expressions. 

4.4   Synthesizing Facial Animation with Individualized Key Shapes 

Using the estimated facial muscle layout, individualized key shapes are generated by 
physics-based simulation [15]. To accelerate this process, we adopt a multi-resolution 
approach, i.e, the physics-based simulation is performed with low-resolution face 
mesh (Fig. 3.(a)), and then the simulation results are retargeted to the individual head 
model by Facial Motion Distribution Chart technique [16]. The generated key shapes 
are shown in Fig. 4. As a result, person-specific facial animations are synthesized by 
blending individualized key-shapes according to pre-defined blend weight sequences 
in real-time [9].  
 

 

Fig. 4. Several examples of individualized key shapes 

5   Result and Discussions 

We implemented the proposed head modeling system using C++, GNU scientific 
library version 1.8, OpenCV library and L-BFGS-B library [24]. Then, we created 
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100 head models using the template mesh fitting framework proposed by Allen et al 
[2] (We will refer to this method as the Allen'03), and 100 using ours using an Intel 
Core 2 Duo T9600 2.8GHz.  

Fig. 5 shows the performance comparison of the proposed and the Allen'03’s 
fitting technique. The left of the second row represents the target surface which is 
polygonized by connecting edge between each marker. The middle one shows the 
face model generated using the Allen'03. Note that, the weight of the stiffness term in 
the energy function set to 10.0 during the final stage of the iteration so that artifact 
wouldn't occur.  

The right one is the face model generated using our method. Our method succeeds 
to reduce distortions on the boundary between the scanned geometry and the template 
one as shown in Fig. 5. The third row is the RMS which describes the Root-Mean-
Square distances between markers on the target surface and vertices on the generated 
face model. Additionally, the value in parenthesis represents the percentage of the 
RMS if the distance between eyes equal to one. As a result, fitting accuracy of both 
methods are almost same (no significant difference). 

 

Fig. 5. The performance comparison between the previous and our techniques 

 
The average computational times for each technique were 377.7 and 10.4 seconds 

respectively. Note that, in this experiment, we had no restriction of the number of the 
iteration for the optimization. Our template mesh fitting has advantage that the number 
of iteration required to the optimization can be reduced by fixing markers corresponding 
to the all of vertices of the template mesh. Therefore, our method is similar to the 
Allen'03 from fitting accuracy perspective, and is 36.3 times faster than it.  

To demonstrate the effectiveness of our system, we implemented the proposed 
techniques as part of the Future Cast System in the National Museum of Emerging 
Science and Innovation in Tokyo. After presenting the Future Cast movie (like a Fig. 
6) to visitors, we carried out the questionnaire survey "How clearly could you 
recognize yourself in the film?" for all of visitors. During this trial, a total of 147 
subjects experienced the new version of the Future Cast System. As the result of the 
questionnaire survey, we found that 86% subjects could identify themselves. This 
score is 21% higher than our previous work [9]. This is because our new head 
modeling system can generate a more individualized CG character with person-
specific head geometry and facial expressions.  

Furthermore, our system can quickly generate an individual head model and key 
shapes required for facial animation within approximately 2 minutes (5 seconds for  
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Fig. 6. Snapshots from the Future Cast movie 

 
scanning an individual facial geometry 30 seconds for generating an individual head 
model, 5 seconds for acquiring facial expression videos, 36 seconds for facial muscle 
estimation, 37 seconds for generating key shapes). This modeling time is comparable 
to the previous version of the Future Cast System [9]. Therefore, we conclude that the 
proposed techniques are effective to an entertainment system like a Future Cast. 
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Abstract. An evolution of remote control puppetry systems is presented.  
These systems have been designed to provide high quality trainer to trainee 
communication in game scenarios containing multiple digital puppets with 
interaction occurring over long haul networks. The design requirements were to 
support dynamic switching of control between multiple puppets; suspension of 
disbelief when communicating through puppets; sensitivity to network 
bandwidth requirements; and as an affordable tool for professional interactive 
trainers (Interactors). The resulting system uses a novel pose blending solution 
guided by a scaled down desktop range motion capture controller as well as 
traditional button devices running on an standard game computer. This work 
incorporates aspects of motion capture, digital puppet design and rigging, game 
engines, networking, interactive performance, control devices and training. 

Keywords: Digital puppetry, avatar, gesture, motion capture. 

1   Introduction 

Digital puppetry refers to the interactive control of virtual characters [1]. The artistry 
of using a human to control the actions of animated characters in real-time has been 
employed for several decades in a number of venues including television (Ratz, 
Muppets [2]) and location-based entertainment (Turtle Talk with Crush [3]). More 
recently, these techniques have found application in interactive networked simulations 
[4,5].  

By affording responsive and adaptive behaviors while operating through the 
changeable context of an invented digital character, puppetry greatly increases the 
effectiveness of interactive experiences. Not unexpectedly, these benefits come with 
demanding requirements both from the puppeteers and from the technical aspects of 
projecting the simulation. From the puppeteer, there is the cognitive load associated 
with rapid switches between puppets; maintaining individual puppet behaviors during 
switches; following training scenario scripts; operating scenario specific controls; and 
operating puppet specific behavior controls. From a technical aspect, there is the need 
to reliably and efficiently capture and transmit behaviors over a long haul network; 
the necessity to achieve this transmission even in the presence of limited resources, 
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including bandwidth and computational power; and the requirement to articulate these 
actions at the client site, providing smooth interactive performance. 

 

 

Fig. 1. Pashtun avatars used in cross-cultural training 

 

In our paper we present an evolution of interaction paradigms that have made 
projected puppetry more intuitive and less cognitively draining while reducing 
network bandwidth requirements through a micro pose blending technique guided by 
body worn 3D controllers. The use of pose blending reduces visual artifacts of live 
motion captured puppetry; supports culturally appropriate gestures; and significantly 
reduces the streaming transmission bandwidth requirements over long-haul networks. 
Essentially, our contribution is interactive, affordable, reliable, believable, culturally 
attuned long-distance digital puppetry. 

2   Social Contexts and Puppetry 

2.1   FPS Gaming 

One of the most prevalent and affordable examples of projected puppetry applications 
is the networked first person shooter game where individual players log in online to 
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control a puppet that can do a fixed set of behaviors such as walk, run, duck, jump, 
punch, kick, aim and shoot using devices such as game controllers, keyboards and 
mice. While the process of pressing a button to control a character may not be initially 
intuitive, devoted players to these games have become quite adept at using these 
controls under the pressure of competitive game play. The control data being 
transmitted over long-haul worldwide networks from the buttons and dual axis 
joysticks found in typical controllers is insignificant compared to the incoming game 
state stream or the streaming VOIP that players use to collaborate during play.               

The ability for players to collaborate in teams led to the emergence of Machinima 
where remote participants could interact with each other to create short playful 
movies where each player acted out a predefined role, while the results were recorded 
through the game camera. Though the control model allowed for small efficient 
network streaming, with only the ability to run, walk, duck, jump, aim and shoot it 
was fairly clear that the game characters lacked the more complex facial expressions 
and body language to do live acting. 

2.2   Second Life 

In an online social networking game like Second Life over 120 user-playable puppet 
animations are provided by default with the option of players increasing this set with 
their own custom animations [6]. These are used much like emoticon symbols 
embedded in a text document. While this is an improvement over the FPS game 
control by showing both facial emotion and body language, even if a puppeteer were 
able to master such a sizable abstract mapping, the performance still lacks the subtle 
hand and body motions used to communicate non-verbally and to punctuate speech. 

3   Evolution of Digital Puppetry in Geppetto 

3.1   Pre-service Teacher Training 

The TeachME™ experience provides pre-service and in-service teachers the 
opportunity to learn teaching skills in an urban middle school classroom composed of 
five puppets, each with its own prototypical behavior. Teachers use the virtual 
classroom to practice without placing “real” students at risk during the learning process 
[4]. Overall, the concepts developed and tested with the TeachME environment are 
based on the hypothesis that performance assessment and improvement are most 
effective in contextually meaningful settings.  

In the design of TeachME the puppets (avatars) were always seated at desks which 
allowed us to focus only on upper body motions. We captured head, shoulder, elbow 
and waist orientations by placing 9 retro-reflective markers on the puppeteer and 
tracking them as 3D points using a 4 camera IR motion capture system. Four basic 
facial poses, smile, frown, wink and mouth open were simultaneously blended using 
the finger bend sensors of a CyberGlove [7]. Lip sync through audio evaluation was 
tried and rejected due to excessive evaluation period latency and feedback from the 
puppeteers on their need for more direct control. An Ergodex game pad was used to 
allow the puppeteer to rapidly switch control into one of the five middle school age 
puppets and provide a custom key interface to control the scenario. A Skype 
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connection was opened up to provide bi-directional audio between the trainer and 
trainee as well as a trainer webcam video feed of the trainee.  

3.2   Avatar  

The Avatar project used digital puppets (Figure 1) to practice cross cultural 
communication skills. Two scenarios were created, one in the Pashtun region of 
Afghanistan and one in an urban setting of New York. Each scenario had three 
puppets: one elder leader, a young idealist, and an antagonist. In each scenario the 
participant was to practice successful negotiation with the trained Interactor operating 
through the puppets. 

In order to minimize the limitations from live mocap in the TeachME project, a 
micro-pose system was designed where each puppet contained a set of full body end 
poses (Figure 2) that were characteristic of how each puppet might communicate 
through hand and body posture. A scaled down dual IR camera motion capture system 
was used to track the Interactor’s head orientation and the location of the actor’s 
wrists. A calibration process was created where each characteristic puppet pose was 
presented to the Interactor who was then asked to mimic the pose. A database of their 
real world wrist locations and the puppet’s wrist locations was built and a routine was 
written to use the Interactor’s wrist locations to find the two closest poses from the 
puppet with a confidence weight on each pose. These two poses were then blended in 
proportion to their weights along with previously used poses decaying in weight to 
zero over time. Facial pose was controlled using the same five-finger glove metaphor 
from TeachME. The Ergodex game controller was replaced with a WiiMote held in 
the non-gloved hand.  

 

 

Fig. 2. Key poses for avatars 
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The end result was a puppet designed to exhibit only culturally appropriate 
gestures where these gestures could be controlled seamlessly using 3D locators held 
in each of the Interactor’s hands while the Interactor moved the puppet’s head directly 
by their own head movement. Since the puppet poses and the controlling hand 
locations were mapped nearly one-to-one, this system was almost as intuitive as raw 
mocap but with fewer motion artifacts.  

The Avatar effort improved the speed of puppeteering by feeding a much smaller 
vector of data points (two wrist locations) into the animation database. This addressed 
issues in previous studies where motion capture was stored in a database of 
animations and full motion capture was used to map into this database in real-time. 
Incorporating more animations would require scaling the database appropriately and 
optimizations to mapping of the mocap data to these animations [8]. In addition, all 
aspects of the pose, including hand and finger postures, could be included where the 
raw mocap system had only flat unexpressive hands. Another clear benefit of this 
system over raw motion capture was the realization that only the poses and their 
relative weight need be communicated over the Internet to describe the puppet state. 
Instead of streaming 17.28 mbps of skeletal joint angle data, this pose blended system 
required on the order of 1.44 mbps. While this is not significant for projecting a single 
puppets performance, when social networking games and machinima servers emerge 
supporting 100’s of puppets the need for performance compression will become more 
apparent. 

After the initial trials with this system, with only 3D points at their wrists, the 
puppeteers complained that the selection criteria was too ambiguous to find some of 
the key gestures under the pressure of performance. An example might be a hand held 
palm up or palm down. Another minor problem was the need to maintain individual 
calibration settings for each puppeteer as they changed shifts.  

3.3   Evolving Avatar  

In an effort to further minimize the need for full body motion capture and give 
puppeteers the control they requested, the representative poses from the initial study 
were sorted into bins based on modes within which the puppeteers were operating. 
Many of the poses were designed to be used together and, once separated, the 
blending became trivial to control with two points; but now a method for choosing 
which bin to operate within needed to be found. Button events from either an Ergodex 
or WiiMote were considered but this added to the buttons already being used to 
control the scenario and to switch between puppets.  

The solution that evolved was a hybrid between motion capture and a game 
controller solution, where the need to switch between puppets and different puppet 
pose spaces were combined. A single 3D point from the motion capture system was 
used as a controller within a virtual 3D volume above a desk surface. A printed map 
of each of the pose bins of all of the puppets was attached to the desk surface. Placing 
the marker below a fixed height above the desk surface put all puppets into an 
automated non-puppeteered state (Figure 3a) and lifting the marker above a pad 
designated which puppet was to be controlled as well as the set of poses to be 
blended. When lifted above a pad the controller values were converted to a vector 
relative to a sphere of fixed radius and centered above the pad. The vector was  
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                     (a)              (b)                    (c) 

Fig. 3. Using marker to select character and behavior genre and then effect behaviors  

 

normalized to have a length of 1.0 at the sphere surface. The poses within each bin 
were then assigned a representative vector within the sphere coordinates that best 
expressed the nature of the pose relative to other poses in the bin. A vector pointing 
up (0,1,0) might be mapped to a pose with arms above the head or a character making 
the thumbs up gesture. Sometimes poses progressed along an axis. For instance a left 
moving gesture might have a critical pose representation at (1,0,0) followed by 
another at (2, 0, 0). A design workflow quickly developed between the puppeteers and 
the artists making poses where they expressed their requests and results as up, down, 
left, right, forward and back with extended poses as up-up, down-down etc. While 
there was no real restriction on the use of vectors like (0.5, 1.0, 0.0) , the human 
element in the design process did not work well with abstract numbers either in 
design or control. Another nice aspect of this design workflow was that it allowed 
artists to work from representative pictures provided by cultural content experts 
involved in the project. Once a puppet was rigged for animation it was an easy matter 
to create and edit poses based on expert feedback.  

Finding the two closest poses within a bin was done by picking the two closest 
pose vectors to the controller, a process which no longer required individual user 
calibration. The active two poses were weighted proportional to each other when 
transitioning from one to the other by projecting the 3d marker to the line between 
each pose’s control point. When the projected controller fell halfway between each 
pose, the weights were 0.5 and 0.5 respectively (Figure 3c). When the projection fell 
past either of the endpoints the closest endpoint was weighted at 1.0 and the other at 
0.0. When a previously active pose became deselected its current weight was decayed 
to 0.0 at a fixed rate configured by the puppeteers. In some cases when a pose was 
spatially organized in between other poses a radius was added to the endpoint which 
gave a “sticky” zone where the pose was held (Figure 3b). 
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This new system gave a great deal of control over the appropriate cultural feel of 
the puppet, gave the puppeteer much better control of both the puppets they would 
control and also the set of poses they wished to use. The pose blending now was 
operated by a single hand with the elbow comfortably resting either on the desk or 
chair armrest, leaving the other hand to control the scenario and facial poses. The 
head orientation could still be directly controlled by the same IR camera system 
measuring the control marker. Compared to previous studies where puppet actions 
would be visibly displayed, and then require costly comprehension by the user [Lee et 
al., 2002], an Interactor in this system can store possible actions mentally and draw 
from these possibilities in real time. 

3.4   DramaRama 

This study is developing and testing an interactive virtual environment that is 
designed to build the skills in middle school girls needed to resist peer pressure. 
Figure 3 depicts a prototype of the control pad used by puppeteers in this study. 
Along the top are the five characters that appear in the set of scenarios. Below each 
character is a set of behavior types (Figure 4).  

This project was the first to use the enhancements to the Geppetto system derived 
from the Avatar project trials. Anywhere from 1 to 3 bins were created for each of the 
5 puppets. The bins for each puppet were arranged left to right according to where 
each puppet typically appeared on screen relative to the other puppets. Multiple bins 
for a puppet were stacked vertically top to bottom based with standing pose sets on 
the top followed by seated variations. Printed images of each puppet titled each 
column and descriptive annotations for each bin provided additional feedback during 
initial training. 

Head pose from the full body blend was further modulated by the orientation of the 
head measured using an IR marker pattern mounted on a cap worn by the puppeteer. 
A Logitech G13 advanced gameboard was used to control facial pose blending of 
three expression-pair opposites and the mouth open pose. As the key for any pose was 
held the weight of the gesture would grow until it reached full weight at a rate 
specified by the puppeteers. When released the pose would lose influence at a weight 
decaying slower than initially used for rising to allow rich blending. The mouth open 
pose had a faster rise and decay time to allow for better lip sync. The quality of the 
key approach over the glove was in part to simplify the setup. In comparison, the 
glove required calibration and was generally less reliable. A novel lip tracker using 4 
IR markers attached around the puppeteers mouth was explored but the puppeteers 
preferred the simplicity and control afforded by the gameboard. What was important 
in all approaches was the ability to create weighted blends involving all facial poses 
simultaneously. Having multiple poses mixing over time allows Geppetto to transcend 
the plastic look often associated with digital puppets, thereby bringing the character to 
life. While this was not done, a certain amount of random background noise is 
suggested from this result. There was an automated blink pose on all puppets that also 
added a great deal to the overall effect.  
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The result is a lifelike, almost infinitely varied set of gestures that, together with 
interactive dialogue, that provides deep immersion on the part of the user.  

 

Fig. 4. Characters in DramaRama   

4   Conclusions  

The primary gains of this approach to puppetry over full-body capture have been the 
reduction in noise that arises from tracking a large number of points; a reduced 
hardware footprint; reduction in overall hardware cost and a significant reduction in 
data that must be transmitted; Additionally, the approach greatly reduces the cognitive 
and physical load on our puppeteers, especially when they must be concerned about 
varying cultures to which this must be delivered – non-verbal cultural awareness 
exists at the receiving end not at the puppetry end. 
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Abstract. While virtual worlds have evolved to provide a good medium for 
social communication, they are very primitive in their social and affective 
communication design. The social communication methods within these worlds 
have progressed from early text-based social worlds, e.g. MUDS (multi-user 
dungeons) to 3D graphical interfaces with avatar control, such as Second Life. 
Current communication methods include triggering gestures by typed 
commands, and/or selecting a gesture by name through the user interface. There 
are no agreed-upon standards for organizing such gestures or interfaces. In this 
paper, we address this problem by discussing a Unity-based avatar pupeteering 
prototype we developed called Body Buddies. Body Buddies sits on top of the 
communication program Skype, and provides additional modalities for social 
signaling through avatar pupeteering. Additionally, we discuss results from an 
exploratory study we conducted to investigate how people use the interface. We 
also outline steps to continuously develop and evolve Body Buddies. 

Keywords: avatar pupeteering, avatar nonverbal communication, social 
communication with avatars, avatar design, CVE (Collaborative Virtual 
Environment). 

1   Introduction 

Mobile devices, including phones and PDAs, are becoming the dominant method for 
communication and an essential part of our everyday lives. Communication and social 
interaction have shifted from standard face to face modality to mediated social 
settings, such as email, Facebook, Skype videoconferencing, and increasingly, online 
multi-user virtual worlds. Despite the increased technical enhancements making such 
synchronous and asynchronous communication modalities possible, the design of 
synchronous online communication systems is still limited and primitive in terms of 
the affordances for social interaction and the affective communication they offer. 

Extensive research in areas, such as communication and social psychology, has 
highlighted the significance of nonverbal behaviors, such as facial expressions, turn 
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taking signals, and body language for communication [1-3], [4]. Current synchronous 
communication systems use one or more of four communication modes: text, audio, 
video, and avatar systems. Chat or text-based interfaces are limited since users cannot 
communicate intricate social messages, such as turn taking, or signals of skepticism 
or confusion. Recently, there are systems proposed or developed to combine video 
and audio signals, such as Skype calls, or PortaPerson [5]. Such modalities enable 
users to communicate and deliver synchronous social and affective messages through 
non-verbal behaviors within audio and video channels. These are successful solutions 
for one-on-one settings; however, there are issues that constrain the use of such 
systems within a group mode. First, with video alone it is impossible to use gaze 
direction as a communicative element between more than two people. Even with a 
setup as the one discussed in [5], it is still hard to efficiently use gaze; though it is 
widely recognized as an important communicative element [6], [7]. Second, spatial 
placement is hard to communicate through video, especially because people are not 
co-located in their communication space. A better method for enabling body position 
and proximity is to use virtual environments or spaces with an avatar representing the 
user so each person in a group is co-located virtually. Several researchers explored 
capturing gestures and developing avatars that imitate user gestures in virtual space 
[8], [9]. This approach has several limitations including methods of using or 
transferring proximity and spatial signals. In this paper, we take a different approach.  

In the past year, we formed an interdisciplinary team composed of designers, 
developers, artists, a graphic designer, and a communication researcher to address this 
issue. We developed a Unity-based avatar puppeteering system, called Body Buddies, 
that sits on top of the Skype conferencing application, allowing Skype users to 
socially signal messages to one another in a simple virtual environment. Avatars can 
be adjusted to show like/dislike, skepticism, agreement, attention, and confusion, 
using dynamic movement rather than static poses.  The system was first demonstrated 
and published at the CHI 2010 workshop on social connectedness [10]. In developing 
Body Buddies, we focused on allowing users conscious control of various 
puppeteering parameters. This approach has various advantages and disadvantages. 
First, it requires the user to consciously make a signal. Second, it adds cognitive load 
on the user as they take the burden to communicate these signals when needed. 
However, using this type of interface allows users more control over their signaled 
behaviors. It also may alleviate video camera issues, such as users not wanting their 
image to be projected or feeling nervous in front of a camera [11].  

In this paper, we discuss the system and its puppeteering interface. In addition, we 
discuss preliminary results of a study we conducted, in which we asked users to 
discuss and debate a particular topic using Skype and Body Buddies. We conclude the 
paper by discussing future research. 

2   Previous Work 

Previous work within this area spans multiple disciplines. We outline the following 
areas: nonverbal behavior in real life, for which we devote a section discussing 
models and taxonomies proposed. It should be noted that in the interest of space, we  
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only summarize some important contributions here, highlighting what models transfer 
to Virtual Worlds (VWs). The second relevant area is: avatar based online 
communication environments. Although there has been little work in this area, we 
highlight some of the significant work here. Some of this work includes systems 
and/or studies of how people used avatar based nonverbal communication modalities 
within a virtual environment. These studies are an important corner stone to our work. 

2.1   Nonverbal Behavior 

The study of nonverbal behavior in the real world has received much attention, 
including the study of proximity, emotional expressions, and gesture. Hall and 
Birdwhistell [1], [12], [13] are considered the fathers of the study of Proxemics and 
Kinesics, respectively – two of the very important and dominant paradigms of 
nonverbal communication dealing with different aspects of the human body.   

Hall’s work on Proxemics discusses the notion of personal space, describing 
several zones of intimacy around the body. Over its 60 year history, Proxemics has 
been used to describe how people position themselves in space relative to each-other, 
and how different demographic factors alter these spatial behaviors. Recent studies in 
Virtual Worlds (VWs) discussed evidence found supporting the translation of real 
world proxemic and gaze behavior to virtual worlds [6], [14], [15]. Additionally, Yee 
et al. also report the presence of social norms governing the proxemic behaviors 
within virtual worlds resembling those of the real world [16]. 

Kinesics, which is the study of gesture and posture, has also received attention. In 
addition to the structural model developed by Birdwhistell [13], several researchers 
investigated a descriptive approach. Ekman and Friesen [2] present an exhaustive 
description of the types of non-verbal behavior that people perform. They discuss 
different types of acts, such as emblems: culture specific, learned behaviors that 
represent meaning, illustrators: socially learned behaviors that complement or 
contrast verbal messages, affect displays, regulators: conversational flow gestures that 
control the back and forth within a dyad, and adaptors: learned actions based on 
satisfying bodily needs, based on child-hood experience. This model has been used by 
several researchers within the HCI field [8]. 

Additionally, there has been much work on the use of gesture in speech and 
communication. An important work in this area is the work of McNeill and Cassell 
[4], [17], [18], who explored the use of communicative gestures by observing and 
analyzing people talking about specific subjects, such as real estate, etc.  

2.2   Avatar-Based Nonverbal Communication within Online Meeting 
Environments 

Several researchers empirically investigated the communicative power of nonverbal 
behaviors within virtual environments. In a study conducted by Allmendinger, they 
compared conditions with video, audio, inferred-gaze avatar, and random-gaze avatar. 
They found that video was most favored followed by inferred-gaze avatar system 
[11]. This confirms the role of gaze in nonverbal communication as discussed in 
previous work [6], [7]. Additionally, automated gaze within avatar groups were  
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explored and implemented in the socially-focused virtual world There.com. Through 
in-house user testing, such use of gaze was found to significantly increase users’ 
sense of social engagement [3]. In addition to gaze, Allmendinger argued that avatars 
can provide cues to support (a) group awareness, such as focus attention and position 
in an argument, as well as (b) communicational gestures, such as signals to identify 
who is talking [11].  

Empirical work exploring the design of such avatars is sparse, although there are 
some. Anderson et al. presented a study combining testing and participatory design to 
infer the usability and presence of avatar systems. Their experiments showed that 
users needed a level of control on avatar animation to show who is talking and 
support control and turn-taking [19]. Similarly, Guye-Vuilleme et al. [20] stressed the 
use of agreement and space in avatar design; they deduced these results through a 
qualitative experiment with a CVE (Collaborative Virtual Environments). This is 
important as turn-taking in distributed synchronous environments is seen as a problem 
area [21], [22]. Allmendinger et al.’s study confirmed these results by concluding that 
important signals for avatars in CVEs were: thumb up, gestures highlighting 
information on slides, and turn taking signals [23].  

The work on developing virtual meeting spaces can be grouped into two groups: 
sensor-based intelligent environments, where gestures are entered through devices, 
camera or other sensors and are transferred to an avatar model [24], [25], and 
lightweight interactive virtual environments, such  Lucia et al.’s SLMeeting [26] 
which supports collaborative and management activities within a web based interface, 
and Porta-Person [5], which enhances the sense of social presence through a 
controlled display of a video image of the participant. Another example of lightweight 
interactive virtual meeting system is Shami et al.’s Olympus [27], which is a flash-
based light-weight virtual meeting place that allows chat based input, and can link 
specific commands to gestures. For example, the character can shrug based on the text 
‘?’. Similar, to WOW interface, users can type specific gestures by typing ‘/’ then the 
name of the gesture animation. They tested this system in three meetings to assess its 
effectiveness. In terms of the use of gesture, they found that in meetings users used a 
combination of gesture and chat in general. The most popular three gestures, 
confirming previous research, were: clap, agree, and wave. They, however, concluded 
that users did not move their avatars. Our work extends the work discussed here to 
present a new avatar puppeteering system and test its interface.  

3   Body Buddies 

The architecture of the Body Buddies system is shown in figure 1. The system consists 
of two components. The avatars along with the virtual environment were developed in 
Unity. The Unity-based system is developed to augment Skype voice interaction with 
avatar based controls. It is activated once the user logs into the Skype program. The 
Skype – Unity interaction is implemented using a middleware protocol, which acts as a 
mediator between the Unity client avatar system and the Skype program, transferring 
messages from Skype to Unity and vice versa. As shown in the diagram, the 
middleware application communicates with Unity through TCP/IP protocol and with the  
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Skype client through an ActiveX component representing Skype API as objects called 
Skype4Com. The middleware first establishes a connection between Unity and Skype 
through a handshaking routine. This is done for all users within a Skype call. The 
middleware application then uses the application-to-application protocol command in 
the Skype API, AP2AP, to send Unity messages from one Skype client to other peers in 
the conference call. For example, when a user activates a gesture command for an avatar 
in a client, the Unity side sends a message to the middleware using TCP/IP protocol, 
and the mediator uses the AP2AP commands for sending this animation change to other 
peers in the Skype conversation. On the other side of the communication, the Skype 
client communicates with the middleware side using a Skype4Com registered call back, 
and then the application sends the animation command to the other Unity part by TCP 
messaging system. Finally, the Unity side parses the animation command, and executes 
the related avatar changes.   

 

 

Fig. 1. Body Buddies Architecture 

Once the user logs in, the Unity-based interface shown in figure 2 appears showing 
the user the other avatars with the Skype name for each avatar displayed above its 
head. The user can interface with the avatar through the buttons shown in figure 2, 
where he/she can move, rotate, lean the avatar forward or backward, as well as 
execute the social gestures ‘skeptical’ and ‘my turn’.  

The avatars in the Body Buddies system use a hybrid set of techniques. The 3D 
representations were modeled and rigged in Maya, and then imported into the Unity 
game engine, along with accompanying short-lived full-body gestural and postural 
animations. The UI controls for moving the avatar (forward, backward left and right) 
as well as skeptical and My Turn!, shown in figure 2, were linked to the Maya 
animations developed for the avatars, thus allowing users to trigger animations in 
real-time. In addition to these triggered animations, controls were implemented 
allowing the user’s avatar root position and heading to be adjusted – permitting a 
rudimentary form of navigation. This allowed users to shift the positions of the 
avatars in relation to each other and also to face towards or away from each other – 
for the purpose of social signaling. 
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Fig. 2. Body Buddies interface developed in Unity. For a full video of a demo see: http://www. 
sfu.ca/~baa17/SkypeBuddy/DemoLeslie.avi 

In addition, we also added modifiers to the avatar joint rotations allowing the user 
to adjust parameters such as Arch forward and Arch backward [28]. These were 
procedurally-generated postural stances involving several joints. These procedural 
modifications were layered on top of the avatar joint array such that they could be 
smoothly blended with any imported animation playing simultaneously. The blending 
of postural and gestural movement created a palette of body signals that the user 
could combine in a variety of ways. 

4   Study 

To investigate how users interacted with the avatar system, we ran a study with 9 
groups of 2-3 participants. Unfortunately, due to technical difficulty and problems 
with videos we had to disregard data from 3 groups; thus, we analyzed only 6 groups 
for a total of 11 participants.  

4.1   Procedure 

Participants were invited for a debate session in the lab in pairs. Once they arrived, 
they were asked to sign a consent form and then asked to complete a survey designed 
to measure their social connectedness. We then took each participant to a different 
room equipped with a laptop or desktop computer running Skype and the Body 
Buddies system. We then asked each participant to discuss a given topic (social 
network and Facebook) using the Skype and Body Buddies interface. We did not 
enforce any specific interface use during the session, leaving them to chat freely using 
the given tools. We video taped their interaction session for later analysis. We also 
logged all their actions, including button presses, the amount of time the Unity 
window was active, their button-pushing frequency, etc. This interaction session 
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lasted between 15-18 minutes. After the session, we asked participants to fill out a 
questionnaire and the social connectedness survey again.  

4.2   Results 

Figure 3 shows the total time vs. the time spent using the avatar interface. Our results 
show that the users employed the avatar interface considerably more than any of the 
other interfaces. This result is statistically significant.  

 

 

Fig. 3. Average time (error bars and bar chart) 

 
Results from the before and after social connectedness tests show that IOS Scale 

upgraded on average from mean IOS Scale (before) = 3.53 to mean IOS Scale (after) 
= 4.4. While on average there is a difference, it was not significant ― an expected 
result as 15 minutes is too short to cause a major improvement on social 
connectedness. However, interacting with avatars may improve social connectedness 
in the long run. 

 

 
 

Fig. 4. Button press analysis. The figure on the right shows averages and the figure on the right 
shows error bars calculated from Standard Error given the sample. 

 



286 M. Seif El-Nasr et al. 

The investigation of the interface use led to interesting results. The interface has 8 
different buttons (Forward, Backward, Left, Right, Arch Forward, Arch Backward, 
My Turn and Skeptical). Analysis of the times these buttons were pushed, shown in 
figure 5, showed that participants used mostly the movement keys (Forward, 
Backward, Left and Right). It should be noted that the movement buttons were 
counted differently, as we only counted the first button press of a sequence of button 
presses. This is because users will probably press several times to move the avatar, to 
a specific place. We counted this as one event so as not to skew the data. We divide 
the eight buttons into two groups: movement buttons (Forward, Backward, Left and 
Right) and other buttons (Arch Forward, Arch Backward, My Turn and Skeptical). 
We ran Mann-Whitney U Test to determine any significance between the use of these 
two groups of buttons. The results show significance (p<.05). Participants pushed the 
movement buttons four times as much as the other buttons, which is an interesting 
result as it is in conflict with the other results from the literature discussed above, 
where Shami et al. [27] deduced that participants did not move avatars at all within 
meetings. Figure 4 shows the error bars on the average number of times of button 
presses and the average number of times of button presses over different actions.  

In addition to this quantitative analysis, we also looked at the qualitative feedback 
given by users. First, some participants were enthusiastic with the addition of another 
layer of expressiveness, as one said, “being able to visually interact with other Skype 
users through emotions is great, when you do not wish to use your camera or do not 
have access to one.” But some expressed concerns, such as “it is difficult to 
concentrate on both moving the avatar around and talking at the same time.”  

5   Conclusion and Future Work 

The goal of this project was to investigate types of interfaces that could support better 
communication within computer-mediated meetings. We found, similar to previous 
work, that some affordances for avatar puppeteering were used more than others. 
Unlike previous work, we found that users used movement the most. However, the 
study is limited in several ways. The study was conducted in a lab setting with 
undergraduates. We think this limits the result as the behavior of participants in a real 
meeting versus a made up scenario will be different. Overall we saw participants were 
more interested in ‘playing’ with the system than communicating, perhaps due to its 
novelty or due to the setting itself. Therefore, we believe as we move on to a different 
setting for testing, the use of real meeting environments will be necessary to 
understand and investigate the use of nonverbal communication mediated by avatars.  

Understanding the communicative affordances for the system is an interesting and 
complex problem. We suggest several future directions towards achieving this goal, 
including adding other social signals such as expressive emotions: ‘happiness’, 
‘sadness’, etc., expressive confusion, greetings, thumb up and thumb down which 
previous literature has noted as important. We also hope to engage in additional 
investigations with the use of body animations, gestures, and postures as techniques 
for expressing these variables, and use of other devices beyond keyboard and mouse.  
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Abstract. Believable agents have applications in a wide range of human 
computer interaction-related domains, such as education, training, arts and 
entertainment. Autonomous characters that behave in a believable manner have 
the potential to maintain human users’ suspense of disbelief and fully engage 
them in the experience. However, how to construct believable agents, especially 
in a generalizable and cost effective way, is still an open problem. This paper 
compares the two common approaches for constructing believable agents — 
human-driven and artificial intelligence-driven interactive characters — and 
proposes a mixed-initiative approach in the domain of interactive training 
systems. Our goal is to provide the user with engaging and effective educational 
experiences through their interaction with our system. 

Keywords: Mixed-initiative system, character believability, interactive storytelling, 
artificial intelligence, interactive virtual environment. 

1   Introduction 

Interactive computer characters are becoming widely used in digital systems in a 
range of domains. Some applications include, for example, virtual patients used in 
training medical students’ communication skills [1], anthropomorphic robotic 
assistants that can support manual tasks in industrial environments [2], and non-player 
characters (NPC) in computer games that provide players with dramatic experiences 
[3]. These virtual or robotic characters are an important part of human centered 
computing not merely because they provide users with a set of familiar metaphors and 
conventions to interact with new technology. Like Disney’s animated characters [4], 
they also have the powerful potential to engage users in emotional and personal ways. 
With a significant improvement of their appearance thanks to recent development of 
real-time computer graphics technology, there is an increasing demand for these 
characters to behave in ways that are believable to the users. 

However, how to construct believable agents, especially in a generalizable and cost 
effective way, is still an open problem. This paper compares the two common approaches 
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for constructing believable agents — human-driven and artificial intelligence-driven — 
and proposes a mixed-initiative approach in the domain of interactive training systems. 
Our goal is to provide the users with engaging and effective educational experiences 
through their interaction with our system. 

This paper is organized as follows. Section 2 provides a background of two 
primary approaches for creating believable interactive characters – the human-driven 
and computer-driven characters. Next, Section 3 discusses the need of combining the 
strength of the previous approaches and proposes a mixed-initiative system in the 
domain of a specific interactive education system. 

2   Background 

This section describes two major existing approaches for creating believable, human-
like virtual characters. We mainly draw from the puppetry tradition in the performing 
arts and the autonomous agent approach from the artificial intelligence (AI) 
community. 

2.1   Human-Driven Puppetry 

Performing arts and the entertainment industry have a long-standing tradition of 
creating believable and engaging characters. In theater, for instance, human actors 
have developed various strategies to enact characters, either with their own body or 
through inanimate props (e.g. puppets). Grown out of this tradition are digital 
puppetry systems, which allow human actors to sit behind the curtain and “Wizard of 
Oz” virtual characters.  

Often used in theme parks and live theatre, Digital puppetry relies mainly on 
human operators’ skills to control a substantial part of virtual characters’ movement 
and/or speech in order to create an illusion of life. For instance, Disney's tradition of 
emotional involvement with the audience using their classic animated characters 
continues with its modern “Turtle Talk with Crush” show, where performers 
puppeteer the virtual turtle character in a 15-minute improvisational interaction and 
conversation with a large audience. More recently, this approached is further 
developed in the emerging machinima community, where player-controlled game 
characters enact cinematographic scenes in real-time game engines. 

2.2   Autonomous Believable Agents 

A second broad approach for constructing human-like virtual characters is developed 
by the Artificial Intelligence (AI) community. AI researchers have spent decades 
constructing autonomous agents capable of accomplishing a variety of tasks at 
human-level intelligence. Among them, Joe Bates and his students in the OZ project 
at CMU [5] coined the term “believable agents” to describe what many consider to be 
the “holy grail” of computer-driven characters in the context of interactive drama. 
These computer agents utilize various AI techniques to create the illusion of 
personality, emotion, and lifelikeness. Since then, the notion of believable agents has  
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been explored in various domains such as interactive narrative, story generation 
systems, software agents, and robotics. A salient example is the believable agents (i.e. 
Trip and Grace) in Mateas and Stern’s acclaimed interactive drama Façade [6]. 

In comparison, human-driven (digital) believable agents are flexible and more 
robust in difficult scenarios such as free conversation in public spaces. However, their 
level of believability is strongly tied to the expertise of the human operator, and this 
approach can be very costly. Its AI-driven counterpart, on the other hand, has lower 
run-time cost and can, in theory, operate continuously. But this second approach 
requires substantial authorial burden in advance and, more importantly, many of the 
needed technological components (e.g., perception, common-sense reasoning, and 
natural language processing) are still far from perfect. As a result, most autonomous 
believable agents only function properly in very constrained environments. 

3   Building Believable Agents in Educational Systems 

In order to combine to strength of both approaches described above, this section 
proposes a mixed-initiative framework for creating believable characters. Below, we 
will briefly describe our application domain, the TeachME™ system, and propose a 
mixed-initiative system to improve the synergistic collaboration between the human 
inter-actors and the system.  

3.1   A Mixed-Initiative Approach 

Mixed-initiative systems have received increasing attention in domains such as 
robotics [7], but are relatively under-explored in virtual characters [8, 9]. Our goal is 
to provide users with engaging and effective educational experience by creating 
believable agents that exhibit comparable level of believability as human or human-
controlled characters with relatively low requirements/costs. For example, we would 
like to provide a relatively large number of believable agents per moderately-
experienced human operators.  

From the human computer interaction (HCI) point of view, mixed-initiative 
interfaces are situated between the two major interface paradigms — direct 
manipulation (e.g. a word processor) and intelligent agent (e.g. automated web bots) 
[10]. Typically applied to systems with a mixture of human agents and computer 
agents, the term “mixed-initiative” refers to a flexible control strategy where each 
agent can contribute to the task that it does best by temporarily taking control of the 
task (i.e. having initiative) [11]. Seen as an “elegant coupling” of automated services 
with a user’s ability to directly manipulate interfaces to access information [12], 
mixed-initiative systems are gaining popularity in both software and robotic systems. 
A growing belief is that the collaborative control leads to a more balanced and 
symbiotic relation between human and computer/robotic agents based on their 
respective capabilities. By coordinating both parties to request and receive help on 
actions that they could not have performed alone, mixed-initiative systems can 
decrease the need for continuous human monitoring and increase overall performance 
[7, 13].  
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Fig. 1. The TeachME™ System (Left: User’s View; Right: Inter-actor’s View) 

3.2   The TeachME™ Project  

Over the past four years, the lab directed by Hughes has developed several systems in 
which human inter-actors “puppeteer” virtual characters in interactive systems 
designed for training and educational purposes. This section gives a brief account of 
the TeachME™ project, which will be used as the specific domain for us to test our 
research on mixed-initiative believable characters.  

Orlando with its numerous theme parks and entertainment venues is home to a 
large inter-actor community. In 2007, under the direction of Hughes, a software team 
led by Dan Mapes of the Institute for Simulation and Training (IST) collaborated with 
a group of inter-actors led by Jeff Wirth and a team of educators led by Lisa Dieker 
and Mike Hynes from the College of Education at the University of Central Florida 
(UCF). They developed a teacher training system called TeachME™ (Teaching in a 
Mixed Reality Environment). The system provides pre-service and in-service teachers 
the opportunity to learn teaching skills and to craft their practice without placing 
“real” students at risk during the learning process. The original application was 
classroom management [14]. Since then, the system has been used in mathematics 
instruction, writing classes and counselor training. Starting in summer 2009, Utah 
State University adopted the system for working with its teachers of children with 
special needs. Three new partnerships formed in fall 2010 with Old Dominion 
University, West Virginia University and University Center of Greenville South 
Carolina; Florida State University, University of Wisconsin Milwaukee and Western 
Michigan University joined in spring 2011; and there are now emerging partnerships 
with at least five other teacher preparation programs.  

In TeachME™, the user (i.e. teacher trainee) can interact with 3D animated virtual 
students in a middle-school classroom setting, which is displayed at life size on a rear 
projection screen (Figure 1, left frame). Through natural language conversation, 
gesture and body position, the user can interact with the virtual characters. For 
instance, she can walk toward one of the five virtual students (to a marked spot on the 
floor) and ask him a question. Using simple two-camera tracking, the system 
automatically shifts the virtual camera to zoom in on this simulated student.  
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A group of five virtual students are controlled by an inter-actor behind the scenes 
(Figure 1, right view). We use infrared-marker motion capture of the inter-actor's 
head and upper body (the virtual students are seated at desks). We transmit raw 
position/orientation data over the Internet, along with audio/video data over Skype. 
Each student’s behavior is based on one of the personality types identified by Long 
[15] and Dreikurs [16]. The team of inter-actors developed detailed back-stories and 
unique personalities for each student.  

Unlike many AI-driven agents that rely on a small pool of pre-recorded voice 
responses, the characters in TeachME™ behave and converse in a much more 
believable and human way; after all, a live inter-actor is controlling any virtual 
student to whom the user directly communicates. Even as the user focuses on one 
student, the other students carry on their standard pre-programmed behaviors. If the 
teacher ignores the virtual students as individuals or shows little understanding of 
their personal motivations, they will get more rowdy or more withdrawn (depending 
on the character’s attributes). Such increases in the level of chaos can be controlled 
individually or across the entire class by the inter-actor (primarily) or triggered by an 
on-site trainer through a simple key-based system. This project gives life to the virtual 
classroom experience, causing many trainees to feel that they spent a half hour in 
instruction, when the exercises typically last only five minutes. 

 

Fig. 2. Proposed Mixed-Initiative System Architecture 

3.3   Proposed System  

One key element to achieve our goal of improving the efficiency of creating 
believable characters is to alleviate the cognitive load of the human operators during 
the performance and distribute the tasks between the humans and the computer in 
ways which enhance both parties’ strengths. Based on our preliminary study of the 
human operators in the TeachME™ project, we classified the tasks involved in 
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constructing believable characters into human-friendly and computer-friendly ones. 
For instance, human are particularly effective in handling freestyle natural language 
conversations with the user and observing the user’s physical and psychological 
reactions, all of which are widely known as difficult tasks for AI. The computer, on 
the other hand, is more efficient in routinizable tasks, such as idle animations of the 
characters. It is also good at overseeing the over-arching experience and adapting the 
structure of the story based on user interaction.  

Different from both of our existing digital puppetry systems and Niehaus and 
Weyhrauch’s proposed mixed-initiative system [17], this proposed system will have 
an explicit representation of the story. It will allow the overall system (including both 
the human inter-actors and the AI component) to handle much more complicated 
narrative structures where the storyline can change algorithmically based on user 
interaction and allow more user agency in the learning experience.  

We loosely divide the system’s operation into two main tasks: enacting the 
believable characters and maintaining the storyline at the plot level. The first task 
includes 1a) providing characters’ direct interactions with the user (e.g. gesture and 
dialogue), 1b) maintaining the characters’ higher-level consistency (e.g. personalities, 
emotions, patterns of behavior, background story, etc.). The second main task 
includes 2a) instantiating the pre-defined plot structure based on user interaction, and 
2b) restructuring the plot if the initial story fails to work; e.g., if the user continually 
fails a specific learning task, the story should be reorganized to emphasize similar 
tasks. Both tasks require 3) the perception of user interaction and 4) the coordination 
between inter-actor and the AI component to resolve any major potential conflict.  

Based on our initial observation described above, a human inter-actor is 
particularly capable of task 1a), for one character at any point of time, and 3). Both 
tasks are notoriously difficult for computer systems to accomplish. On-going research 
in interactive narrative/computer games [6, 18] and story generation [19, 20] has 
shown that the state of the art artificial intelligence techniques are capable of handling 
tasks 2a), partially 2b). In this iteration of our system design, the inter-actor and the 
computer will work together on tasks 1b), 2b) and 4). 

Figure 2 above shows our design for the proposed system. The AI-based 
Experience Management System (EMS) consists of the states of the characters and 
the story, a drama management module, and a character behavior control module. The 
drama management module is responsible for executing and reconstructing the events 
on the fly so that they will best satisfy the overarching goal. Generally speaking, the 
character behavior control module can control the characters that are not currently 
controlled by the inter-actor. EMS also contains computational models of pre-
authored characters, story content, and the overall goal of the whole interactive 
experience.  

The main human inter-actor provides one character’s direct interaction with the 
user and can partially control the actions of other characters that she is not directly 
enacting.  The character that she enacts can shift in time. A second inter-actor is 
primarily responsible for handling perception for EMS. 

In our system architecture, EMS and the inter-actors communicate mainly in two 
ways. EMS provides high-level information and suggestions to the main inter-actor. 
For instance, it will display the emotional state for each character, and provide 
possible conversation topics and background stories to the main inter-actor. The 
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second inter-actor will observe the actions and reactions of the user and input such 
information to the computer in real time. As computer vision techniques become more 
sophisticated, the perception task may be partially handled by the computer in the 
future.  

4   Conclusion  

This paper proposes a mixed-initiative system to create believable agents in 
interactive educational systems. The key challenges for our approach are: recognition 
of different capacities of the human and the computer; design of the mixed-initiative 
control scheme that is intuitive to human operators; construction of believable 
characters with relatively low cost; and achievement of the overarching educational 
goal. Some of these challenges are of particular relevance to HCI because they call for 
new interaction models which facilitate the shift of shared control between the human 
and the computer. 
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Abstract. The paper describes a collaborative platform to support the 
development and the evaluation of cars interior by using a Mixed Prototyping 
(MP) approach. The platform consists of two different systems: the 3D Haptic 
Modeler (3DHM) and the Mixed Reality Seating Buck (MRSB). The 3DHM is 
a workbench that allows us to modify the 3D model of a car dashboard by using 
a haptic device, while the MRSB is a configurable structure that enables us to 
simulate different driving seats. The two systems allow the collaboration among 
designers, engineers and end users in order to get, as final result, a concept 
design of the product that satisfies both design constraints and final users’ 
preferences. The platform has been evaluated by means of several testing 
sessions, based on two different scenarios, so as to demonstrate the benefits and 
the potentials of our approach. 

Keywords: Collaborative design, Mixed Reality, Virtual Prototype, Haptic 
modeling, Ergonomic assessment. 

1   Introduction 

The development process of cars interior includes the execution of several evaluation 
tests necessary for the optimization of the final product. Specifically, the feedback 
acquired during the evaluation tests performed with end users will determine the 
commercial success of the product. The data concerning the evaluation with end users 
are generally acquired at the final phases of product development, since a physical 
prototype of the product is necessary for the execution of such kind of tests. 
Consequently, these data cannot be used for deeply modifying the shape of the car 
interior and, they will be used only for design restyling.  

Automotive industries are strongly interested in performing evaluation tests early 
in the design phase. These tests involve different experts, who have to collaborate for 
defining a solution that simultaneously satisfies design constraints and end users’ 
preferences. Interior car design, in fact, is not focused only on aesthetic values and  
safety requirements, but it is also strongly related to ergonomic aspects, which 
obviously require the study of interaction between the user and the dashboard 
components.  
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Our research has aimed at developing a collaborative platform based on Mixed 
Reality (MR) technologies that enables designers to assess and refine the shape of a 
car interior in a more natural and interactive way while enabling other experts 
(engineers and ergonomists) to perform some evaluation tests with end users with the 
objective of getting users’ acceptance without the need to build several physical 
prototypes, and thus reducing the product development time. 

This paper is structured as follows: section 2 presents an overview of related 
works, in section 3 we describe the collaborative platform architecture and the 
hardware and software implementation. Section 4 reports about the usability of the 
platform assessed by performing different tests related to two different scenarios 
deriving from typical ergonomic issues of car interiors. Finally, in section 5 and 6 we 
discuss some considerations and present our conclusions. 

2   Related Works 

It has become accepted practice the use of the term “collaborative systems” for 
describing the computer systems that support distal communication between designers 
[1]. The design activities, in fact, involve several professional figures, who have to 
collaborate for defining the final product. These activities range from modeling to 
numerical simulations, evaluations with end users and so on. Therefore, the issues 
related to the collaborative environment are very complex and several authors propose 
different approaches to overcome them. Madsen [2] identifies some of the common 
collaborative barriers such as language differences, time zones, miscommunication, 
ambiguity in requirements, misunderstandings of design intent and proposes a 
collaborative strategy to overcome these barriers in particular for supporting 
distributed teams in CAD systems integration. Li et al. [3], highlight that, due to the 
complexity of collaborative design activities, a collaborative system cannot be a 
simply set-up obtained through equipping a stand-alone CAD system with IT and 
communication facilities, but it needs several innovations or even fundamental 
changes such as infrastructure design, communication algorithms, geometric 
computing algorithms, etc. For this reason, the role of VR technologies [4] and in 
particular of Virtual Prototypes (VPs) [5] is fundamental in this context and several 
examples demonstrate their effectiveness during the product design process [6-12]. 
However, the use of VPs arise many issues related to the interaction, in particular 
during the modification or the evaluation phases of new products. MR technologies 
can enhance the interaction with the VP by providing a more realistic visualization 
and by adding the haptic feedback. For instance, Mixed Prototyping (MP) approach, 
which consists in creating a prototype partially real and partially virtual can be 
effectively used for the rapid design assessment of new products, as described in [13]. 

The evaluation of car driving seats with end users, instead, needs systems, named 
seating bucks, which simulate the car interiors. Many research groups and industrial  
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research centers use this kind of systems. The ELASIS research group [14], for 
example, has developed a system based on a parametric driver’s seat simulator, which 
supports automatic configuration of steering wheel, driver seat and pedals, coupled 
with an immersive VR environment [15]. H. Salzmann et al. developed a two-users 
virtual seating buck system [16], which enables two users to take the function of the 
driver and co-driver respectively. However, these seating bucks are developed by 
using VR immersive environments that reduce the perceived realism of the scene: in 
fact, several users, especially when they have to wear a Head Mounted Display, 
complain about an unnatural perception of space. Also in this activity, MR 
technologies can improve the users’ interaction with these systems. Ohshima et al. 
[17], for instance, describe how a MR system can improve the perception of the 
distances than when the only the visual sense is available, as happens in the VR 
environments. We have also proposed, in a recent work [18], an innovative MR 
seating buck system, which enables us to easily compare, with end users, different car 
interiors. 

The above-presented overview has shown several systems for supporting 
collaborative design and the evaluation of cars interior; however, none of these 
systems enables performing these two different activities collaboratively. Our work 
intends to demonstrate how MR technologies can support these activities by creating 
a collaborative platform based on Mixed Prototyping approach. 

3   The Collaborative Platform 

The main purpose of our work is to provide an effective system for easily and 
interactively modifying CAD models of cars interior in real scale and for verifying in 
real time the modifications with the end users. Usually, these two activities are carried 
out in two different phases of the car interior development and are often performed by 
two teams working in two different locations. The Collaborative Platform aims at 
fostering the concurrent performance of these two activities in this particular 
situation. For this reason, we set the two systems in two different locations during the 
testing sessions and the participants were able to communicate by using commercial 
video-conference software. The designer can modify the 3D model through the 
3DHM system while other experts assess the goodness of the modifications by means 
of the MRSB with an end user. If the user is not satisfied with the results of the 
modification, the designer is able to further modify the model, according to the 
comments of the user and of the other experts. Subsequently, the modified model is 
proposed again to the user, who can express a new judgment. The evaluation test is 
considered finished when all the participants judge positively the final model. 

The Collaborative Platform mainly consists of two different systems: the 3D 
Haptic Modeler and the Mixed Reality Seating Buck.  
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 (a) (b) 

Fig. 1. The Mixed Reality Collaborative Platform: a) 3D Haptic Modeler, b) Mixed Reality 
Seating Buck 

The 3D Haptic Modeler (3DHM) is a workbench integrating stereoscopic 
visualization and haptic interaction (Fig.1a). The display system consists in an 
original solution that we have named Direct Visuo-Haptic Display System (DVHDS), 
based on mirrors and screens for projecting a 3D image over the haptic workspace 
[19]. Such solution allows us to visualize in real scale the area of a car interior, which 
has to be modified. For the haptic interaction, we have used the MOOG-HapticMaster 
(HM) haptic device [20]. This device is able to render very high rigidity with low 
friction and, above all, its workspace is large enough to guarantee an appropriate 
working space. Using a haptic device with a small workspace, as for example the 
Sensable Phantom device [21], would not allow covering the whole area of a car 
interior visualized in real scale. Unfortunately, the HM device does not allow users to 
haptically render any kind of surface. The HM, in fact, can only render haptic effects, 
such as dampers and springs, and spatial geometrical primitives can be defined, such 
as spheres, cones and cubes [22]. In order to solve this problem, we have 
implemented an original algorithm.  

The Mixed Reality Seating Buck (MRSB) is a system that allows us to simulate 
different driving seat set-ups for performing different tests enabling the users to see 
and interact in a natural way with the Mixed Prototype of a vehicle (Fig 1b). The 
MRSB mainly consists of a configurable hardware structure, which simulates the 
driving seat, an Optical See-Through Head-Mounted Display (OST-HMD) that 
enables the user to visualize the virtual representation of the car interior and the real 
environment at the same time, and a robotic arm, which allows us to interactively 
change the position of some physical components of the dashboard (for example, 
buttons, sliders, and knobs). Finally, an optical tracking system equipped with 6 
cameras tracks some elements of the structure, the user’s point of view and the user’s 
hands for aligning virtual components to the real ones.  
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The software application, developed for the collaborative platform, consists of five 
modules: the MainLoop module, the OpenSG module, the ThinkCore module, the 
HapticMaster module, and the Kuka module, as shown in Fig. 2. 

 

Fig. 2. Software architecture 

The core of the system is the MainLoop module. It is based on a publish/subscribe 
paradigm for interprocess communication based on XML messages sent over a 
TCP/IP connection [23]. Thanks to that, the 3DHM and the MRSB systems can be 
placed in different locations and easily connected by Ethernet communication. The 
MainLoop manages the exchange of data within the other modules of the platform 
and permits the definition of a specific behavior for each module using a finite-state 
machine approach. The MainLoop module is also able to connect other clients, which 
extend the platform in order to provide other workstations in different locations. 

The OpenSG module manages the visualization both of the 3DHM and of the MRSB 
through two stereo viewports that support the active stereo and the passive stereo 
modalities. OpenSG is an open source portable scene-graph system able to create real-
time graphics programs by supporting all the modern computer graphics features. 

The ThinkCore module, instead, is based on a subset of the think3 COM API [24]. 
This module allows us to use the functionalities of ThinkDesign CAD system with the 
aim of developing applications working with CAD models. The ThinkCore module 
manages the CAD model by generating a tessellated representation of the model and 
by providing the haptic objects stored in the model. The tessellated representation is 
sent, through the MainLoop module, to the OpenSG module for the stereoscopic 
visualization while the haptic objects are sent to the HapticMaster module for the 
haptic interaction. The haptic modifications, in fact, are made directly on the CAD 
model while the ThinkCore module deals with the updating of the visualization. In 
addition, this module provides us with two powerful CAD modification modalities of 
ThinkDesign: the Interactive Solid Modeling (ISM) and the Global Shape Modeling 
(GSM). Such modification modalities enable us to directly modify the CAD model by 
using the haptic interaction modalities, which are simple and intuitive. 

The HapticMaster module manages the haptic behavior of the HM devices and 
enables us to acquire data from the end-effector position and to generate the objects 
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used for the haptic integration. Since the HM is able to interact only with simple 
primitives, we have implemented a procedure that enables the user to touch the 
general surfaces of the CAD model. The procedure creates a Haptic Virtual Plane 
according to the end-effector position with the same normal of the selected surface. 
The virtual plane moves according to the end-effector position, while the ThinkCore 
module elaborates the new normal in respect to the surface in real time, and gives the 
user the feel to touch the surface. This tangent plane is determined by a normally 
oriented spring that is calculated in the position of the HM end effector. Finally, 
through the HapticMaster module, we have created a sort of magnetic point, named 
Snap Point (SP), which helps the user to haptically select a specific feature of the 
CAD model. We had to implement such haptic object because similar objects do not 
exist in the HM API. The SP is a haptic object made up of three haptic springs with 
the same application point but different stiffness and deadband. 

The Kuka module manages the communication with the robotic arm. In particular, 
the module sends to the robot the position that has to be reached by its end effector. 
These positions are obtained directly from the modification made on the CAD model. 

4   Evaluation Tests 

The case studies, which we have chosen for the evaluation test, have been carried out 
by using two typical ergonomic issues of car interiors. The first one consists in the 
evaluation of the reachability relating to the position of the climate control system 
knob on the car dashboard while the latter one is based on the visibility assessment of 
the left A-pillar. In the automotive field, such issues are considered very useful to 
improve the quality of the final product and the level of satisfaction for costumers.  

The repositioning of the knob has been made by using the ISM modification modality. 
The expert user moves one of the three knobs to a new position according to his 
preferences by using the 3DHM. During the modification, the haptic feedback link the 
knob to the surface of the dashboard and a “ghost” representation of the knob help the 
user to define the final result of the modification. Simultaneously, the new geometry is 
sent to the MRSB and the physical prototype of the knob is moved by the robot in the 
new position. Therefore, the user seated on the MRSB can evaluate the new position of 
the knob both visually, by means of OST-HMD, and haptically, by touching the real 
knob. Fig. 3 shows the modification of the model during the knob repositioning.  

 

Fig. 3. ISM modification applied during the knobs repositioning 
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The second case study, instead, concerns the A-pillar restyling and the modification is 
done by using the GSM modification modality. During the modification, the haptic 
feedback simulates the surface deformation and a graphical representation of the result is 
updated in real time. These feedbacks help the user to define the final result of the 
modification. At the end of the modification phase the user seated on the MRSB can 
evaluate visually the goodness of the modification. The test ends when the user is 
satisfied with the achieved A-pillar modifications. Fig. 4 shows the main steps of the 
dashboard restyling. 

 

Fig. 4. GSM modification applied during the visibility test of the A-pillar 

5   Discussion 

In this section we discuss the data collected during the testing sessions in reference to 
the usability aspects of the collaborative platform. The definition of a protocol for 
evaluating the effectiveness of our platform is necessary and we have investigated 
several approaches in order to define the most suitable one. We have decided to adopt 
the heuristic method proposed by Nielsen et al. [25] that enables us to address the 
usability issues of the collaborative platform. In particular, during the test we have 
involved an expert user for assessing the usability of the 3DHM and other 10 users, 
who are skilled in VR technologies, for the evaluation of the MRSB functionalities. 
The expert user has a background on heuristic methodology, with 3-years experience 
in HCI research, so we can classify him as an HCI expert user. The expert user and 
the other users have been invited to carry out some specific tasks according to the two 
case studies, which will be described in the following. At the end of the testing 
session, all the participants have filled a questionnaire that has been elaborated 
according to the Nielsen’s heuristics. Table 1 presents the correlation between the 
data collected during the testing sessions and the qualitative usability aspects 
investigated. Some of such data have been collected during the execution of the 
testing sessions while the remaining ones are the users’ judgments, related to some 
aspects of our collaborative platform, expressed on a scale from 1 (bad) to 10 (good). 
In this table, we correlated quantitative data collected and qualitative aspects for 
assessing the usability of our system.  
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Table 1. Usability Considerations 

Measurements Value Usability aspects 

Misunderstanding 3% Learnability 

System errors 2% 

User’s errors 10% 
Margin of error 

Influence of surrounding environment 8 

Influence of the structure 7 

Field of view limitation 4 

Time for tasks execution 9 

Efficiency 

Perceived Comfort 6 
Perceived Realism 4 
Global evaluation 6 

Satisfaction 

At first, we correlated the system learnability of the platform to the times that the 
user misunderstood some task during the testing session and asked to explain it. This 
datum is presented as the rate between the number of misunderstandings and the total 
number of tasks (30 for each testing session) and highlights a good affordance of the 
platform. Obviously, this datum will be more significant when the sample of users 
will be wider and more heterogeneous since, in this testing session, the involved users 
are skilled on VR technologies. 

The margin of error is an aspect that we correlated with the errors occurred during 
the execution of the testing session. We divided such data into two categories: system 
and user’s errors. The first one represents the times that one of the components 
constituting the system (robotic arm, tracking system, haptic device, etc.) goes in 
failure mode during the test. In the second category similar kind of errors are 
collected but only if they occurred when the user interacts with the system. These 
values are expressed as the rate between the number of errors and the number of tasks 
in which we subdivided the testing session. We considered the margin of error one of 
the aspects that can represent the reliability of our system. 

The efficiency of the system, instead, has been correlated to users’ judgments that 
relate to some issues, which can limit the interaction and consequently invalidate the 
assessment. The surrounding environment and the presence of the structure, for 
instance, can influence negatively the user during the testing session since they are 
visual noises. The time for task execution is another issue investigated for assessing 
the efficiency and the effectiveness of our approach. Thanks to the robotic arm, the 
time needed for changing the layout is very short (few seconds) and thereby the users 
are able to correctly compare different proposed solutions and the time need to 
complete all the testing session (about 20 minutes) did not wearied any user. 

Globally, the users’ judgments have been positive also in relation to the aspects 
related to the satisfaction in using the system. These results are encouraging and show 
the effectiveness of our platform that certainly improves the normal activities carried 
out for evaluating car interiors. Unfortunately, we cannot do a comparative 
assessment since now there are not similar collaborative platform to compare. 
However, the traditional procedure, which the automotive industries follow to 
validate a car interior, is complex and implies a lot of downtime.  
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6   Conclusion 

This paper has presented our MR collaborative platform for the design assessment of 
the car interiors. The aim of this platform is to improve the decision-make process 
during the project development by providing the possibility of verifying the design 
modifications in real time with the end users. The conducted testing sessions confirm 
the good usability of the platform. However, some technological issues have to be 
solved for improving the effectiveness of our collaborative platform. In the next 
future, we aim at improving the system as regards the interface for the user’s 
interaction, and at solving the technological issues arose during the testing sessions. 
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Abstract. Some addressed issues in projected reality are location acquisition, 
limited work space, and geometric distortion. This paper proposes a low-cost, 
robust, fast, and simple method for handling addressed problems using infrared 
camera in Nintendo’s Wiimotes and a pan-tilt camera head. Two Wiimotes are 
attached on both horizontal and vertical axes of a portable projector mounted on 
a pan-tilt camera head. Hence, it can detect 4 infrared LEDs on the corners of a 
display surface in perspective projection volume. The augmented images are 
wrapped to fit the display area. To increase the system workspace, a pan-tilt 
camera head is used to track the display surface. While the display surface or 
the projector moves, a proposed fast location tracking algorithm between two 
Wiimotes is implemented. Experimental results demonstrate the ability of real 
time location tracking at 97 fps that is more than the refresh rate of typical 
projector. Finally, the active location tracking using the pan-tilt camera head 
can give workspace more than 36 times of the normal perspective projection 
workspace.  

Keywords: Perspective Location Tracking, Projected Reality, Augmented 
Reality. 

1   Introduction 

In modern augmented reality application, projected reality approaches are not limit to 
represent augmentations information. It can enhance human vision sense by changing 
the texture on surface such as projection surfs on the fall, projection of moving wheel 
on a static plate. Existing research works in the field of computer vision, human 
computer interface, augmented reality communities introduce tracking methods  for 
finding projected location such as rotating mirror with video camera [1], attach sensor 
with magnetic or optical tracker  [2], infrared-reflector markers with camera [3], 
passive marker with  rotatable camera [4], 3D surface modeling with a ray/triangle 
intersection algorithm [5],  and structure light patterns with optical fibers [6, 7]. While 
far from a complete list, those methods manifest the value of flexible image 
projection to any surface rather than traditional use of projector on passive flat screen. 

In this paper, the potential of solution of using the perspective projection of 
input/output geometry relationship between camera and projector is explored as 
shown in Figure 1. In an ideal case, camera and projector have the same horizontal 
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and vertical field-of-view (FOV), and alignment. This yields equality between the 
location of targeted object on camera’s plane and projection’s plane. However, it is 
impossible to place camera and projector at the same pose. Hence, this paper proposes 
a method to make virtual camera in ideal case by using two Nintendo’s Wiimotes 
placing closely to the projector on horizontal and vertical axes. 

 

Fig. 1. Ideal case, camera and projector are placed at the same pose. α and β are field of view 
horizontal and vertical angles, respectively. P is a coordinate of (x,y) on camera and projector 
planes. O is a coordinate of (x,y,z) on the world space. 

2   System Overview 

The purposed location tracking system includes a portable projector, four diffusion 
infrared LEDs, two Nintendo’s Wiimotes, a pan-tilt camera head, and a computer for 
rendering wrapped images to the projector as shown in Figure 2. The configuration of 
projector and two Wiimotes are placed on the pan-tilt head that looks at infrared LEDs on 
the display surface. This configuration is designed to prove our algorithm which tracks 
four LEDs at the same time. To project an image onto a display surface, calibration 
between camera and projector for creating the virtual camera using image warping [8] 
needs to be done first. This virtual camera is created to match corresponding points 
between two Wiimotes’ coordinates and convert those points into a projector’s 
coordinate. Wiiuse library[9] is implemented for querying Wiimote’s data in this 
prototype. Secondly, the targeted surface must be inside within the projector’s frustum. 
To do that, it is very common to choose four corners of a display surface to be tracked. 
Figure 3 shows the locations of all four infrared LEDs in the display surface. The virtual 
camera then gives all corners’ positions in 2D space   to the system. OpenGL library is 
used to render textured graphics to fit the whole display surface.  

 

Fig. 2. System overview of the proposed projected reality 
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Fig. 3. Four diffusion infrared LEDs embedded on the corners of surface display 

2.1   Nintendo’s Wiimote 

The Wiimote is one of the most common hacked game controllers developed by 
Nintendo Corporation. It includes many sensors such as accelerometer, infrared 
camera, and buttons. In this system, only the camera and Bluetooth connectivity are 
used. 

The Wiimote can track up to the most brightest four infrared points at 100 Hz at 
1024 × 768 pixels using multiobject tracking (MOT) engine [10]. The camera sensor 
has 45 degree horizontal FOV. In comparison with webcam at the same price, it gives 
more of 2.56 times resolution and 3.3 times refresh rate. Wiiuse library  is used to 
retrieve camera data from the Wiimote via Bluetooth communication [9]. 

2.2   Pan-Tilt Head 

The pan-tilt head is used for increasing workspace of perspective projection volume. 
In comparison with projector’s FOV, it gives more of nine and four times on 
horizontal and vertical FOV, respectively. It consists of two digital servo networked 
motors (Robotis Dynamixel AX12+) which are connected to the computer via TTL to 
USB interface. Pan-tilt head is assembled in a simple direct drive form. To track the 
object, the origin of camera image on left top corner is changed to the center of image 
to find the offset which is determined as error on x and y axes. Centroid of four 
circles is also determined as delegated tracking point. The error in pixels is converted 
to an angular offset shown in [4] as following equations: 

 ∆ tan 2 tan 22  (1) 

∆ tan 2 tan 22  (2) 

Where ,  represents the centroid,  and  are the size of image 
resolution. The angle for motors is obtained from the sum of the resultant values   ∆  and ∆  and each present motor position. The absolute pan and tilt angles are 
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sent to the motor controller when angular offset is more than a threshold to reduce 
unnecessary update. The speed of motor is varied between 2 rpm and 30 rpm 
accordingly to the motor’s angular offset. 

2.3   Virtual Camera 

The simple model of location tracking system is shown in Figure 1. The real world 
object’s position is at point . It appears at point  on the camera plane. If the 
projector generates graphics at point , the graphics is also displayed at point . One 
of research’s goals is to make a virtual camera with three constraints: i) this virtual 
camera is at the same as a projector’s location and alignment, ii) horizontal and 
vertical FOVs are the same as projector’s FOVs, iii) image plane has the same x and y  
axes as projector plane’s axes. It can done by measuring object’s position on x axis by 
using image obtained from camera which is translated on the vertical direction as 
shown in Figure 4. The previous process is also done for object’s position on y axis in 
the same way. Two corresponding obtained points from two cameras are matched and 
used to determine a point in the virtual camera plane. 

 

Fig. 4.  is position of the virtual camera.  is position of the actual camera.  and  are 
projections of the same object in the virtual and actual camera planes, respectively.  

The first camera is placed closely to the projector with a little bit translation on the 
vertical axis as shown in Figure 4. The image from the vertical translated camera is 
warped and clipped to fit the projector’s plane. Therefore, the projection points of the 
same object from the different camera planes,  and , have the same coordinate in 
x axis for any depth. This process is also done for the second camera that is translated 
on horizontal axis. This gives coordinates in y axis on the virtual camera plane. 

In the complete system with two Wiimotes as shown in Figure 5,   and   are 
points on the vertical camera and horizontal camera, respectively.   ,  and ,  are coordinates of  and , respectively. Equation 3 is used to calculate   
which is the corresponding coordinate of the virtual camera plane. ,  (3) 



 Active Location Tracking for Projected Reality Using Wiimotes 313 

 
Fig. 5. Two Wiimotes attached closely on both horizontal and vertical axes of portable projector 

2.4   Image Matching 

In [11], experimental results of fundamental matrix matching and square matching 
methods were compared. They took two sets of four points to determine the 
correspondence between the two images into the matched pair. The square matching 
method is simpler and has less complexity than the fundamental matrix matching 
which calculates twenty-four possible pairing for four points. Square matching 
method is also implemented in this paper. However, this algorithm is broken down 
when the points are rotated to the vicinity of the quadrant boundaries or rhombus 
quadrilateral. For carry this problem, all points need to be rotated a little bit around 
the centroid. The improvement of square matching method is implemented in this 
research to maintain its simplicity and can be adapted to any quadrilateral. First, the  
centroid, , , is calculated from a set of four points. If points are rhombus 
quadrilateral, they are rotated around the centroid by 5 degrees. Secondly, point id, 0,1,2,3 , is assigned for every point ,  as shown in Equation 2.  

 (4) 0,1  is used to divide points into left or right sides of the centroid by a vertical 
line. If  is less than ,  is 0 otherwise  is 1. In the same way, 0,2  is used 
to separate points into below and above sides of the centroid by a horizontal line. if  
is less than ,  is 0 otherwise  is 2. The perpendicular of horizontal and vertical 
lines at the centroid divides each of the four IR points into unique quadrants by 
distinct point id. The same id of each image is corresponding point between images 
from two cameras. This algorithm has a limit to give up to accurate 4 points. As the 
matching points increase, fundamental matrix matching can be implemented to work 
with any number of points. 

2.5   Coordinate Calibration between Two Wiimotes and a Projector 

The virtual camera is the result of collection and calibration of two quadrilaterals 
from Wiimotes onto targeted quadrilateral of projector using  projective mapping 
method[8]. It maps two Wiimote cameras’ coordinate onto a projector’s coordinate as 
shown in Figure 6. For example, if infrared LEDs appear in the projection frustum, 
the infrared LED positions are used to compute corresponding projector pixels 
projected on the positions of infrared LEDs. This method requires four triplets of 
corresponding points that are collected by four-point calibration process as shown in 
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Figure 6. It is a typical calibration process for any touch-screen system. First, four 
known locations are projected as the crosshairs on four corners of projector’s plane. 
Secondly, an infrared LED is pointed at each of these crosshair’s locations to obtain 
triplets of corresponding points. Finally, two warping matrices are computed by 
solving Gaussian elimination. In projective geometry, a 2D real point ,  is 
represented by the homogeneous vector , ,  where , / , /  
for 0. Given horizontal and vertical warping matrices,  and , a vertical 
camera point , , , 1 , and a horizontal camera point ,, , 1 . Hence, the projector point, , can be obtained using Equations 3-5:  , , , , 1  (5) , , , , 1   (6) , ,/ , /  (7) 

For a projector’s coordinate in Equation 5,  and  values are obtained from the 
vertical and horizontal cameras, respectively. 

 

Fig. 6. Overlapped planes from horizontal Wiimote, vertical Wiimote, and projector plane 

2.6   User Interface  

The user interface (UI) is designed for proofing the concept of the virtual camera. The 
UI is implemented using OpenGL library. It has two main windows which are a full 
screen graphics window for projector and a command line window for receiving 
user’s requests. Before using the system, user presses the “C” key to calibrate 
Wiimotes and a projector using four-point calibration method. User then chooses 
augmented data such as static image and video as shown in Figure 7. When the 
display surface is activated in the workspace, the full screen graphics image will be 
displayed to provide augmented data selected by user’s commands. If the object is 
moved far away from the center of image, the pan-tilt head will move to track that 
object. 
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Fig. 7. From left to right: video image projected on moving display. Address information 
augmented onto a post box. 

3   Experimental Results 

Active location tracking system is implemented using a portable projector (3M 
MP150), two infrared cameras (Wiimotes), and a pan-tilt head (Robotics Dynamixel 
AX12+). The images are at a resolution of 640 by 480 pixels. Four 940 nm diffusion 
infrared LEDs are attached to four corners of the display surface. All system 
components are interfaced with a Microsoft’s Windows 7 laptop with an Intel Core i5 
M460 at 2.53GHz. The location tracking method is evaluated in three areas:  i) 
Geometric Proof ii) Projection Accuracy  iii) Processing throughput. 

3.1   Geometric Proof 

Figure 8 is drawn using Thai Geometer’s Sketchpad. It represents boundary of 
projection volume, object in real world space, object position in image plane 
separately for each axis. If camera is translated on the vertical axis, only image on y 
axis has an error as shown in the right side of Figure 8. In this condition, images 
between projector and camera are parallax. The intersection region can use camera for 
measuring value in x axis as shown in the left side of Figure 8. In the other word, if 
camera is translated on the horizontal axis, it can measure the location in y axis. 

 

Fig. 8. Camera’s translation on vertical axis. Left: top view shows the image on x axis 
projected on the same position as camera’s. Right: left view shows the image on y axis 
overlapping between projector and camera.  
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3.2   Projection Accuracy 

Projection accuracy is critical for projected reality. In experiments, the accuracy is 
evaluated by the error from the location tracking using projection crosshair pattern 
onto the target in Figure 9. The target consists of multiple radius circles with shared 
center which is infrared LED. There are 10 circles.  The first one has a radius of an 
infrared LED’s which is 0.25 cm. The range of each circle interval in target is 0.25 
cm. The projection volume is separated into a quadrant which has the origin in the 
center of image. The test point is assigned randomly for 10 points per quadrant and is 
measured the error using the circle interval that shows the center of the crosshair. This 
experiment was run three times with different distances from projector to the plane at 
60, 80, and 100 cm. From experimental results, most of projected points are close to 
the center of the target and placed in the first circle interval shown in Table 1. The 
class interval arithmetic mean is 0.25 cm. 

 

Fig. 9. Left: diffusion LED is pitched at the center of class interval. Right: the error is measured 
by projected crosshair. 

Table 1. Projection Error 

Error Intervals (cm) Frequency(f) 
0.00-0.25 99 
0.25-0.50 21 
0.50-1.00 0 

3.3   Processing Throughput 

The expected throughput is more than the typical projector refresh rate at 60 fps. This 
is important for real-time projected reality with moving object. Two sections affect 
the processing throughput which are input and output section. The effect of input 
section depends on the refresh rate of the camera and the latency of matching. The 
effect of output section depends on the latency of warping and rendering graphics in 
OpenGL. In first section, the camera refresh rate is fixed at 97 fps. The matching 
algorithm is used only when the new infrared is activated or disappeared. In the other 
word, it is typically executed only when the surface display comes into the workspace 
for the first time. Hence, this overhead does not change the camera throughput 
significantly. For the output section, Table 2 shows the number of frames processed 
per second when it renders different kinds of graphics. The throughput decreases as 
the complexity of graphics texture increases. However, the throughput is still higher 
than the projector’s refresh rate. This proposes system has ability to do a real time 
location tracking.  
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Table 2. Latency of texture rendering 

Texture Type Frame Rate (fps) 
4 crosshair (non-texture) 196 
Image  147 
Video 123 

4   Conclusions and Future Work 

This system can augment graphics image onto the moving object using two Wiimotes 
and a portable projector with a pan-tilt head. Two Wiimotes are placed a little bit of 
translation on horizontal and vertical axes to track LEDs placed in each corner of the 
display surface. The system obtains 2D position from two Wiimotes, matches 
corresponding points, computes the 2D position of point in the projector’s plane, and 
displays texture accurately fit to the surface. This research shows the use of two 
camera calibration algorithm to directly map 2D camera’s coordinate into projector’s 
coordinate using perspective projection geometry property. The camera inside the 
Wiimote has a limit of tracking capability for only four LEDs which is insufficient to 
track the complex surface. This would be an interesting avenue for future work to deal 
with complex surface tracking. 
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Abstract. The ability to capture customers’ needs and the voice of customers, 
and to translate them into a set of product specifications that at best satisfy the 
target customers has increasingly become a key element of business strategy. 
The common practice consists in evaluating products at the end of the design 
process through physical prototypes with the participation of users and potential 
customers. The same practice can be implemented by using virtual replica of 
real products, reducing cost and time necessary to build some variants. The 
paper presents a methodology for the development of the virtual prototype of a 
piece of furniture, produced by a company that is interested in studying how 
customers perceive and evaluate some variants of the hinge mechanism. The 
virtual prototype has been implemented using a tool for virtual reality 
applications oriented to non-expert programmers. The modularity and flexibility 
of the approach used for implementing the virtual replica has allowed us to re-
use the components, and to easily change the parameters, also during the test 
activities. 

Keywords: Virtual Products, Virtual Prototyping, Fast Prototyping. 

1   Introduction 

One of the recent trends in interactive product design [1] is the study of the perceptual 
aspects of the products, meant as the way to drive the subjective impression that 
customers have when interacting with the product. While sometimes in the industrial 
design practice the perception is associated with pure visual elements such as shapes, 
colors, and textures, actually also sound and haptic cues concur in creating the overall 
perceptual feedback elicited by the product. This happens especially for those 
products where interaction is not based on pure visualization, but even on touch and 
auditory aspects. When observing customers in front of products of different brands 
with similar prices and technological contents, it can be noticed that they begin to 
interact with them in order to evaluate the product on the basis of the emotions 
provoked and felt. It happens for different kinds of commercial products, from textiles 
to household appliances, to cars. This is what is sometimes recognized as “first 
contact” with the product that is important since it influences the potential customer at 
the moment of purchase, together with the price and other more objective aspects [2].  

Designing the perceptual aspects of products can be a successful strategy when no 
more technological contents can be added to a product to increase the objective value. 
Sometimes the perceptual aspects of the products, and in particular those connected to 
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the sense of touch can be evaluated only when a physical prototype that is much as 
possible similar to the final product is available, and sometimes it happens too late in 
the product development process to perform some significant changes with a small 
effort in terms of money.  

In years Virtual Prototyping, meant as the substitution of physical prototypes with 
their virtual replica (Virtual Prototypes, VP) in some testing activities of the product 
development process [3], has become a diffused practice in the industrial context, in 
order to reduce costs and time required to test different variants of the same product. 
For years the fast evolution of visualization technologies, both from the hardware and 
software points of view with respect to the haptic and sound ones has constrained the 
testing activities concerning the pure visualization aspects. In the recent years haptic 
and sound technologies have gained a technological level so they can be used to 
enlarge the number of testing activities that can be performed in a VR context to those 
including the senses of touch and hearing, and so even to simulate a perceptual 
feedback much more complex and similar to the real one. 

In the paper we describe a case study where we have defined a methodology for 
the development of a fast virtual replica of a piece of furniture, specifically a 
cupboard. The case study has been proposed by a company interested in studying the 
hinge mechanism, by testing how users perceive various variants of the mechanism. 
Therefore, we have been asked to build a virtual prototype of the cupboard, 
simulating the functional properties of the hinge system, including the possibilities of 
rapidly switching between alternatives, or changing the physical behavior and 
responses. The virtual prototype consists of a realistic stereoscopic visualization of 
various kinds of cupboards, integrated with the possibility of opening and closing the 
doors through the use of a general-purpose 6DOF haptic device. The user can see a 
stereo view of the various cupboards, and can open and close their doors, by feeling 
forces returned during the interaction.  

The paper is structured as follows: Section 2 describes the main achievements in 
similar research activities and highlights the main novelties of the work presented in 
this paper, Section 3 describes the case study, Section 4 reports the main steps of the 
implementation of the fast virtual replica of the product, and finally Section 5 
discusses of the results obtained. 

2   Related Works 

The involvement of final users in the product development process is particularly 
important. In fact, a product might be the best from the technological point of view, 
but may elicit a very poor emotional response in the users. Therefore, the study and 
understanding of the emotional response and appreciation of the product might concur 
in designing better products in terms of marketing success [2, 4, 5]. One of the trends 
that are spreading in the product design process is substituting physical prototypes 
that are necessary to perform tests and evaluations with their virtual replica [3].  

Since visualization technologies have been largely studied and refined in the years, 
more than the haptic ones, most of the tests performed have been limited to 
visualization aspects. In [6-8] are described some examples of tasks concerning  
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product evaluation that can be performed when visualization is the unique available 
communication channel. These virtual prototypes consist of realistic, sometimes high 
fidelity and real-time, visualization of the products. Advanced stereoscopic 
visualization technologies allow for a realistic visual perception of the virtual models. 
These environments are appropriate for the evaluation of aesthetic aspects of 
products, as variants of colors, textures and materials in different lighting conditions, 
but not for the evaluation of other features, especially those related to users' 
interaction. The possibility of physically touching and manipulating, and also 
operating and interacting with an object, is an important issue in the assessment of 
several consumer products. In fact, the evaluation of the physical interaction by 
means of “non-physical” components is definitely poor and does not provide useful 
results.  

Some simple haptic devices, such as knobs, have been used for testing user 
interaction with the interface components of consumer products [9, 10]. The user is 
able to evaluate different pre-defined haptic behaviors of the knob and choose the 
favorite one. Another example concerns the use of haptic devices and physics-based 
simulations to reproduce human interaction with textiles [11]. Here the VR 
environment is purely haptic-based and does not include any visualization. In [12] we 
present a multimodal system based on haptic, sound and visualization technologies to 
test human interaction with the Virtual Prototype of a commercial washing machine. 
Haptic feedback is returned through a 6DOF haptic device equipped with a generic 
handle, and some recorded sounds are played when collisions occur. This work has 
inspired the case study described in this paper. 

3   Description of the Case Study 

The case study has been provided by the SALICE company (www.salice.com), which 
design and produce that is interested in studying the hinge mechanism of cupboards 
doors, by testing how users perceive various variants of it. Therefore, we have been 
asked to build a virtual prototype of the cupboard, simulating the functional properties 
of the hinge system, including the possibilities of rapidly switching between 
alternatives, or changing the physical behavior and responses. 

In particular we were interested in simulating the behavior of three different hinge 
systems: the first one (Figure 1-a) is the folding door system that consists of a double 
door in order to provide access to a double cupboard. A composed movement permits 
the user to open the double cupboard only by interacting with the bottom door. The 
second one is the flap door system with push opening (Figure 1-b) that consists of a 
single flap door provided with a push opening system that allows the user to open the 
cupboard by simply pushing. The third one (Figure 1-c) is the flap door system with 
normal opening. The user must pull until a certain opening point and then the lifting 
system opens the door. To close the door the user must push up to the same point 
where the torque returned by the lifting system changes, and the door gets closed. 
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(a) (b) (c)  

Fig. 1. The three cupboards used as case study: a) the folding door, b) the flap door with push 
opening, c) the flap door with normal opening 

The manufacturers provided us both the real prototype of the three hinge systems 
and the CAD models. CAD models are useful to create the visual prototype and to 
study the hinge mechanisms dynamic behaviors, in order to reproduce them into the 
virtual environment. The real objects are useful in order to adapt the perceptual 
experience to what happens in the real product, and so to adapt forces and to match 
the real ones.  

4   Methodology to Create a Fast Virtual Replica 

In this Section we describe the methodology that we have used to implement a fast 
virtual replica of the real product. First we discuss the choice of the hardware and 
software equipment, and then we describe how to simplify the implementation, while 
creating an overall perceptual experience that is as much as similar to the real one. 

4.1   Choice of the Hardware and Software Equipment 

Since the aim of the application is to allow a non-expert users to create rapidly a 
virtual prototype to interact with, it is obvious that the first step is to choose 
commercial tools, both from hardware and software point of view. Virtual Reality 
offers a wide variety of hardware and software technologies that have specifically 
been developed to communicate through three sensorial channels: touch, vision and 
hearing [13-15].  

Since flexibility is one of the key points of our application we base our 
implementation on a VR setup consisting of general-purpose devices. Specifically the 
development of the application is based on the following hardware and software 
commercial tools (Figure 2):  

• the Haption Virtuose 6DOF haptic device (www.haption.com). Despite being 
limited in terms of magnitude of forces and torques that it can render, this haptic 
device is provided with a big working volume if compared with the other haptic 
devices available on the market, and returns both forces and torques;  
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• a retro-projected wall display Cyviz, that is based on linear polarizers mounted on two 
projectors and on some lightweight glasses worn by the user, for the stereoscopic 
rendering of the scale model of the three cupboards (www.cyviz.com). We have 
preferred a wall display to several commercial available HMDs since it is the less 
intrusive and can be used for a longer period [16]; 

• three infrared optical AR-Tracking cameras for the detection of the user’s point of 
view (www.ar-tracking.de). In this way the visual exploration of the object 
becomes more natural; 

• the 3DVIA VirTools, which is a VR development environment (www.3dvia.com).  

We have decised to use the VirTools development environment first because it is well 
integrated with the 3DVIA CAD tool that has been used for implementing the digital 
models, that is SolidWorks. VirTools is based on a simple building-block programming 
paradigm and is well suited to be used even by non-expert programmers. This is 
important since the aim of the work described in the paper is to create a methodology to 
build a fast virtual replica of a real product, in order to perform some qualitative analysis 
on users’ perception of it. This fast prototype can be used even in the early stage of the 
product development process where some detailed decisions have not been taken yet. At 
this stage since several different variants of the same product could be necessary, what is 
important is to be flexible enough to switch from a behavior to a completely different one 
without wasting too much time. 

optical tracking system

retro-projected 
wall display

tracked viewpoint

6DOF 
haptic device

 

Fig. 2. The hardware setup used to implement the case study consisting in: an optical tracking 
system, a retro-projected wall display and a 6DOF haptic device equipped with a generic handle  

4.2   Simplified Visuo-Haptic Interaction 

VirTools is well integrated with the hardware equipment that we have selected to 
implement our case study. VirTools has some limits in terms of haptic control 
algorithms if compared to other specific open source haptic libraries such as CHAI3D 
(www.chai3d.org) and H3DAPI (www.h3dapi.org). Anyway it allows a fast creation 
of a visuo-haptic interaction environment. 
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The visuo-haptic environment should allow the user to naturally interact with the 
virtual prototype. It should include a scale model of the object that is necessary since 
using wrongly displayed visual information can alter the overall perceptual feedback. 
Then it should not contain any GUI elements if not necessary that might distract a 
potential user while performing some tests on the prototype. The interaction should be 
as much as possible intuitive so as not to require a long familiarization with the 
environment. The VR environment should be transparent as much as possible and this 
is important since potential testers can be common users, who do not necessarily have 
confidence with VR technology. 

Our visuo-haptic environment works in the following way: the user holds the 
handle of the haptic device and moves a visual avatar of his hand that has been 
reproduced in the virtual environment. The haptic device is used as input device until 
the hand reaches one of the snapping areas illustrated in Figure 3. When the hand is 
inside one of the snapping areas, it automatically changes its shape by mimicking a 
real hand and is automatically attached to the door. The user is now able to open and 
close the doors, and the haptic device returns forces and torques to the user’s hand. 
The avatar of the hand has been introduced so as to make interaction more realistic 
and even to constrain the user to be visually guided during haptic interaction [17]. 

A combination of forces and torques is returned to the user’s hand depending on 
which cupboard she is interacting with. For example in the case of the folding door 
(Figure 1-a) and of the flap door with normal opening (Figure 1-c) a simple 
combination of a constant force and a constant torque is returned to the hands of the 
user. The direction and orientation of the forces has been computed from the CAD 
models and then imported in VirTools, while the magnitude has been roughly 
computed from simplified mechanical laws and then finely tuned to be as much as 
possible similar to the real cupboards. In the flap door with push mechanism a 
localized effect is added when the door reaches the closing angle. In the case of the 
push mechanism (Figure 1-b) it has been implemented as a two states system: one 
where the system maintains the door closed and the other one when allows the lifting 
system to open the door. This state changes every time the user pushes the door up to 
the maximum closing angle. 

 

Fig. 3. Some haptic snapping effects have been introduced to simplify interaction with the 
Virtual Prototype. When the virtual hand is inside one of the red blocks it automatically 
changes its shape mimicking a real hand interacting with the same object and is attached to the 
door returning to the user forces and torques. 
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The force model implemented in VirTools, despite being very simple, has been 
implemented in a way that it can be easily modified upon user’s requests. In this way 
during the design review with potential customers some coarse mistakes can be 
rapidly corrected, by adapting the force feedback to user preferences and printing out 
the new force and torque values that become design inputs as described in [18]. 

In order to reproduce the rotational limits of the hinge mechanism some small 
blocks have been introduced in the virtual environment. In this way the limits are 
obtained by the collision of the door that is rotating and the block that is fixed (see 
Figure 4). These blocks are not visually rendered.  

(a) (b)
 

Fig. 4. The rotational limits of the hinge mechanism have been simply reproduced by 
introducing some collisions between the unique door that is physicalized and some fixed small 
blocks that are not visually rendered. 

Haptic feedback is not computed on the basis of the visual model through some 
complex simulation algorithms, as it usually happens in physics-based simulations. It 
is indeed completely independent. For instance, in the three examples the only 
element that has some physical properties of mass and surface stiffness is the door, 
which is grasped by the avatar of the hand. It is used to simulate the rotational limits 
by colliding with the limit blocks (Figure 4). All the other elements, as for example 
those that compose the hinge mechanism, are purely visual and are constrained to 
follow the door that is rotating, with the same movements of the real object. 

In the development of the visuo-haptic interaction environment we concentrated 
mainly on the reproduction of an overall perceptual experience as much as possible 
similar to the one the user experiences in the real world. The perceptual experience in 
the VR environment is the combination of a natural visual exploration and the haptic 
feedback. The visual exploration of the prototype is granted by the use of the scale 
model reproduced in stereoscopy, and the tracking of the user’s point of view is 
allowed by the optical tracking system. Then the interaction is made more natural 
thanks to the use of the haptic device.  

In the case study described in the paper we have used a real object to tune the 
haptic parameters, since our initial aim was to create a virtual replica of the real 
cupboards. Conversely, if our aim is to design haptic interaction we can reverse the 
procedure and design the interaction without using the real prototype as described in 
[18]. 
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5   Discussion and Conclusion 

The paper has presented a methodology to create a fast virtual replica of a real 
product. A fast prototype is important when some preliminary testing activities should 
be run early in the product development process, when several strict decisions have 
not yet been taken. In particular our virtual prototype can be used to perform some 
testing activities concerning human interaction, concerning user’s perception of the 
product. It is based on a simplified visuo-haptic interaction environment. A haptic 
device returns to the user’s hand forces and torques that can be easily extracted from 
the CAD model, and the user is free to visually explore the object. He can ask some 
modifications of the haptic behavior, and these values can be used as design 
specifications for a new product. We made use of general-purpose commercial 
software and hardware tools since the aim of the work was to demonstrate how even 
non expert users could be able to create their own VR interaction environment. But it 
is clear that spending much effort on customizing the devices for each sense we can 
make the environment usable even for a more robust and quantitative analysis. 
Anyway the application at this stage can be used to correct some coarse mistakes 
since the very beginning of the product development process, since it allows operators 
to switch among different design variants in short time. 
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Abstract. This paper studies the effectiveness of a tactile display in providing 
information about the orientation of 3d-patterned surfaces. In particular, it 
investigates the perception of the orientation of sinusoidal gratings rendered 
through the display in a passive guided touch modality. The results of this study 
have revealed that participants could successfully perceive variations in the 
orientation of the rendered sinusoidal gratings. Moreover, they indicate a small 
difference in the perception of orientation between touching virtual gratings and 
touching real gratings. 

1   Introduction 

In recent years, there has been increasing interest in the integration of tactile devices 
in virtual reality and teleoperated systems [1], [2].  This integration would allow 
feeling objects’ tactile properties, such as local shape [3], texture [4], and temperature 
[5]. However, due to limitations of the current actuation technologies, the existing 
tactile devices are unable to provide all the tactile sensations that humans experience 
when touching real objects. The way to find out which tactile sensations are able to be 
simulated by a tactile display, and to quantify how close they are to  real touch under 
natural conditions, is to conduct studies that quantify users’ tactile perception ability. 

This work aims to investigate how accurate the tactile display presented in [6] 
provides information about the orientation of 3d-patterned surfaces, in particular 
surfaces with a sinusoidal profile. In touch, tactile orientation cues provide critical 
information about how stimuli are positioned on the fingers which is important for 
grasping and lifting objects. It also provides important information about tactile 
shape. Psychophysical studies have shown that humans have a high capacity to 
discriminate the orientation of shapes and gratings indented into the finger pad [7]. 
The display used in this work is compact, lightweight and consists of 4x4 vertically 
moving pins remotely actuated by miniature DC motors (Fig. 1). To provide an 
objective reference for the evaluation of the rendering and perception of oriented 
gratings through the tactile display, it was also investigated the perception of 
orientation of real gratings (explored using the bare finger). The results presented in 
this paper reflect the effectiveness of the tactile display to provide orientation 
information of small-scale shapes.  
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Fig. 1. Fingertip tactile display of 4x4 vertically moving pins 

2   Materials 

2.1   Tactile Display and Experimental Setup 

The tactile display shown in Fig. 1 consists of 16 vertically moving tactors (4x4), it 
has a tactor spacing of 2mm (centre to centre) and a tactor diameter of 1.5mm. The 
tactors are spring loaded by 0.61N/mm springs and have a nominal amplitude range 
of 0-2mm.  The available force is in the range of 0.61N-1.83N between maximum and 
minimum displacements.  Control of the tactors is continuous over their motion range 
in a position control fashion.  The remotely located actuators and the flexible tendon 
transmission allow the display component to have a small size, which makes it easy to 
attach it to the fingertip. Moreover, it allows the user to freely explore virtual surfaces 
in a natural way utilising a large part of the finger’ workspace. 

 

Fig. 2. a) Setups for the tactile exploration of a) virtual gratings and b) real gratings 

The passive-guided exploration of the virtual and real gratings was performed 
through the setups shown in Fig. 2. During the tactile exploration, the participants lied 
their arm-hand down on a mobile platform and placed their index finger either on top 
of the tactile display for the exploration of virtual gratings (Fig. 2a) or on top of the 
real gratings (Fig.2b). The tactile exploration was performed by controlling the 
velocity and linear displacement of the mobile platform. This was achieved by using a 
SMC linear rodless actuator (Series E-MY2B) which allows 10 different velocities 
(10, 20, 30, 40, 50, 75, 100, 300, 500 and 1000mm/sec).  
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Fig. 3. a) Plastic strips of sinusoidal gratings and b) Coordinates for the tactile rendering of the 
oriented sinusoidal gratings 

2.2   Virtual and Real Gratings  

Both the virtual and the real gratings occupied an exploration area of 12mm wide by 
50mm long and had a wavelength of 6.5mm and amplitude of 0.6mm. The real 
gratings were printed on plastic strips using a high-resolution 3D printer. Virtual 
gratings were displayed by controlling the vertical displacement of the tactile display 
pins according to the calculated shape profile of the simulated gratings. 

3   Methods 

3.1   Subjects 

Seven right-handed subjects participated in this study. Each of them performed the test 
for the discrimination of the virtual and real gratings using two velocities of exploration 
20mm/sec and 40mm/sec. All subjects chose their index finger to perform the test and 
they were not allowed to look at the gratings while performing the tactile exploration.  

3.2   Gratings Rendering 

The virtual gratings oriented at a tilt of θ were recreated along the ry-axis, as it is 
shown in Fig. 3b. The origin of the ry-axis is the start point of the tactile exploration 
and corresponds to the origin of the surface. As the subjects’ finger (on top of the 
tactile display) moved along the ry-axis, the position and displacement of the pins was 
calculated. The position of each pin n (rPn(

rxn,
ryn)), was calculated first by rotating the 
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pin array θ degrees (the array central point C(0,y) is rotated around z-axis) and then 
by calculating their distance with respect C(0,y), as is shown in Eq. (1).  
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The height of each pin n (hn) is calculated based on its position (rPn(
rxn,

ryn)),  as it 
is shown in the next equation. 

( ) ;50),(0,
2

cos
2

1

2

1 ≤≤⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ −+= n

r
n

r
n

r
n

r
n

r
n yxPifPKPh π

λ
π  . (2) 

where λ represents the spatial period of the corrugated surface and K represents the 
maximum amplitude of the surface (0.6mm). 

3.3   Design and Psychophysical Procedure 

Before starting a trial with the real gratings, the experimenter slid the sliding plate 
until the desired gratings were placed under the subjects’ fingertip. 

During a trial, participants were allowed to explore the virtual gratings (finger on 
top of the tactile display, Fig. 2a) and the real gratings (finger on top of the gratings, 
Fig. 2b) in one direction at the speed of 20mm/sec (for 5sec) and 40mm/sec (for 
3sec). The gratings were left or right-oriented, see Fig. 3b, at one out of eighteen tilt 
angles ranged between -75° and 75°. At the end of each tactile exploration, 
participants replied verbally if the gratings were right or left-oriented. 

In each exploration condition prior to the experimental trials a few practice trials 
were performed in order to let subjects become acquainted with the task. For the 
experimental trials, there were 10 repetitions for each tilt angle and velocity of 
exploration. This made a total of 320 trials for the virtual gratings (160 trials per 
exploratory speed) and 320 trials for the real gratings (160 trials per exploratory 
speed). All trials were randomized and accomplished by groups of 80 trials in 
different sessions. Subjects’ performance was evaluated from the percentage of 
correct responses (PCR). 

4   Results 

Fig. 4 shows the mean PCR for each tilt angle using real and virtual gratings. Results 
exploring at 20mm/sec and 40mm/sec are shown in Fig. 4a and Fig. 4b, respectively. 
Fig. 4c summarises the results obtained at both velocities. Paired t-tests indicated that 
the mean PCR obtained for virtual gratings when exploring at 20mm/sec (t(16)=3.35, 
p=0.004) and at 40mm/sec (t(16)=2.86, p=0.012) differs significantly from the mean 
PCR obtained for real gratings. They also indicated that the mean PCR obtained for 
real (t(16)=0.73, p=0.48) and virtual gratings (t(16)=0.44, p=0.67) was not affected by 
the used exploratory velocity (20 and 40mm/sec). 

The mean PCR decrease considerably and standard deviation increases for the tilt 
angles between -30° and 30° and for 60° and 75°. The decrease is greater in virtual 
gratings (from 98% to 52%) than in real gratings (from 98% to 67%).  

The overall mean PCR across the exploration velocities showed that the perception of 
orientation of real gratings (89%) was more accurate than for virtual gratings (81%). 
Moreover, it was observed that the scores for left-oriented gratings were slightly greater 
than for right-oriented gratings, see the percentage values in bold in Table 1. 



 Effectiveness of a Tactile Display for Providing Orientation Information 331 

Table 1. Confusion matrix of percentage of correct answers for real and virtual gratings 

  Exploration at 
20mm/sec 

Exploration at 
40mm/sec 

  Right Left Right Left 
“Right” 78.1% 21.9% 78.6% 21.4% Answers for 

Virtual Gratings “Left” 16.7% 83.3% 16.4% 83.6% 
“Right” 89.5% 10.5% 87.3% 12.7% Answers for 

Real Gratings “Left” 10.5% 89.5% 9.9% 90.1% 

 

Fig. 4. Mean percentage of correct responses for each tilt angle using real and virtual gratings. 
a) Exploring at 20mm/sec, b) 40mm/sec and both 20 and 40mm/sec. 
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5   Discussion and Conclusions 

The results of this study have revealed that when using the tactile display, participants 
could successfully perceive variations in the orientation of small-scale sinusoidal 
gratings. The discrimination performance of the participants was not affected by the 
tactile exploratory velocities used in this study. Moreover, it was found a small 
difference in the perception of orientation between virtual and real gratings. The small 
size of this difference is a very encouraging and somewhat surprising result. Given 
that several factors differ between touching a surface directly with the finger and 
through an array of pins, one might have expected a larger difference in 
discrimination performance. In particular, when touching real gratings a complete set 
of continuous forces (normal, shear and sliding forces) are present and are sensed by 
the users’ fingertip. These force components should be expected to contribute to the 
overall tactile perception. However, when touching virtual gratings, only discrete 
normal forces (delivered by the tactile displays’ tactors) are sensed by the users’ 
fingertip. Secondly, the tactile display has a considerably smaller tactor density 
(25units/cm2) in comparison to the human SAI mechanoreceptor density 
(70units/cm2) that it mainly stimulated. 

Finally, the presented data clearly suggest the promising use of this tactile display 
as an effective means for simulating virtual surfaces containing information of shape 
and orientation.  Future work will involve extensive perceptual studies in order to 
provide a more complete perceptual evaluation of the tactile display. 
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Abstract. We describe ClearSpace, a tool for collaboration between distributed 
teamrooms that combines components of virtual worlds and mixed presence 
groupware. This prototype is a starting point for exploring solutions to display 
and presence disparity by leveraging model-based user representations. We 
describe our deployed system and a mirroring approach that solves several 
problems with scaling up ClearBoard style portals to a common virtual space. 
We also describe techniques for enforcing consistency between heterogeneous 
virtual and physical contexts through system-managed awareness. 

Keywords: Mixed Reality, Distributed Groupware, Mixed Presence 
Groupware. 

1   Introduction 

In our global, information-driven economy, distributed workforces have become a 
fact of life. Highly distributed groups face significant challenges to collaboration and 
to forming a shared group culture. While issues such as working asynchronously or 
the loss of physical cues like gestures are key, perhaps the thorniest problem is a 
distributed workforce's heterogeneity. An in-house user study by Sun Microsystems 
found that 70% of distributed meetings involved a combination of co-located 
teamroom users and remote users [1]. Workers may be in offices or on trains, 
conversing at a table or on a mobile, or in one of a thousand other work contexts. 
Crafting a shared work context from a potentially infinite number of individual 
contexts is no easily specified task. Both virtual worlds and Mixed Presence 
Groupware (MPG) researchers have confronted this problem. Virtual worlds address 
user heterogeneity by creating a new, virtual world to be shared. MPG systems in 
contrast carefully track physical cues to bring remote users into an existing 
workspace, creating a shared "mixed" reality. Our ClearSpace project explores the 
capacity of a system to blend these the extremes of physically and virtually focused 
systems, combining virtual worlds and MPG approaches and gracefully handling 
discrepancies in device configuration to support many heterogeneous users. We have 
designed a system based on the open-source Project Wonderland virtual world toolkit, 
which uses a magic mirror technique to mix the physical and virtual work contexts 
into a single persistent work environment. In our prototype system, we have 
developed a whiteboard-style application inspired by Ishii's Clearboard [2], with 
virtual analogues. Rather than using video, we use several tracking systems to map 
physical motion to articulated avatars in the virtual world.  
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Our system has served as a base for exploring solutions to presence and display 
disparity as described by Tang et al [3]. We are particularly concerned with 
consistency between physical and virtual contexts, especially user perspectives and 
the physical or virtual placement of work artifacts within the combined teamroom. 
We believe realizing consistency on many levels including appearance, affordance 
and physical to virtual mapping is critical to overcoming presence and display 
disparities. The next section covers related work and the following section describes 
our prototype system. Section 4 discusses how a requirement for multiple access 
points to teamroom documents lead to a mirror-based approach rather than a window 
approach. Section 5 discusses the management and awareness of workspace 
documents. Section 6 describes how system managed awareness facilitates scaling 
across heterogeneous physical to virtual configurations. 

2   Related Work 

The virtual worlds approach to remote collaboration, exemplified by cAR/PE! and 
GAZE, minimizes individual physical context  by creating a new, shared virtual 
context [4, 5]. In both systems, video representations of users are placed in a virtual 
environment or teamroom. GAZE and cAR/PE! also incorporate some degree of head 
tracking to communicate gaze or control position in the virtual world. While simple 
tracking can help communicate physical cues, no support for co-located users is 
provided, and all users may as well be remote. Such enforced homogeneity may 
overcome certain challenges of creating a shared context, but it does so at the expense 
of natural co-located interaction. Mixed Presence Groupware (MPG) emphasizes the 
physical. These systems, such as VIRTUE, Carpeno and VideoArms center on an 
augmented room or artifact like a table or vertical display that becomes a shared 
context [6-8].  Sophisticated human tracking systems are used to communicate as 
many physical cues as truthfully as possible. Rather than bringing users into a new 
virtual environment, these systems seek to bring remote users into the same physical 
realm as co-located users. Such specialized environments can be costly, making these 
systems difficult to scale. Users in a different context, perhaps on a mobile device at a 
field site, are unable to participate. 

Display and presence disparity, described by Tang et al, are particularly important 
to our work [3]. Display disparity refers to the difficulty of sharing contexts or 
viewpoints. Users may have different sized displays or displays may be at different 
orientations, making referring to work artifacts cumbersome. Presence disparity refers 
to the feeling of co-presence that exists between collaborators. Users collaborating 
through a remote system are limited to whatever tracking or communication signals 
are supported, which can lead to a distinct lack of presence. A user whose 
communicative repertoire has been impoverished by their means of accessing the 
system may feel noticeably 'apart' from other collaborators. Explicit concern with 
display and presence disparity is a key difference between ClearSpace and some  
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closely related work. Both VIRTUE and Carpeno for example combine interactive 
table environments with virtual worlds [6, 7]. In either system, one can work with a 
remote collaborator on a horizontal interactive table, or look 'across the table' at a 
vertical screen for visual representation of their partners. Our system also combines 
elements of MPG and virtual worlds, but our focus on display and presence disparity 
has led to interesting differences in our design. Perhaps the most obvious of these is 
our use of "mirroring", through which remote users appear to be physically located 
alongside physical users. Through this approach, we hope to create a vertical display 
that doesn't form a cognitive 'wall' between collaborators, even without the aid of a 
conjoined collaborative table. 

3   System Configuration 

Ishii’s ClearBoard project had the benefit of placing video cameras near the remote 
user location behind the interaction surface, which also allowed the system to capture 
interactions with the whiteboard surface. A more conventional placement of a camera 
at surface depth does not allow the capture of hand interactions with that surface. A 
further drawback of using video in general is that it highlights differences in the user 
context such as lighting, clothing, background and even camera resolution and 
connection bandwidth. In contrast, a model-based representation tends to mask these 
differences, which aligns well with our approach, which is to reduce display and 
presence disparity through consistent representations for all users. We understand that 
any model-based representation we develop will fail to capture the subtlety and range 
of video. However, we believe that the increasing use of human tracking technology 
(i.e. Microsoft Kinect) suggests that these approaches will eventually capture as much 
if not more fidelity than video alone. Furthermore, we feel that starting from a model-
based approach allows us to consider a much greater range of scenarios than normally 
apply when using video alone. 

Before engaging in an analysis of how to best merge virtual worlds with interactive 
whiteboards we had to determine a hardware and software configuration that met 
some minimum requirements for capturing the user and their input. Feeling that 
tracking the head and hands brings the highest marginal value in representing overall 
physical embodiment, we chose a combination of vision-based head tracking and 
hand tracking in front of a large LCD panel. The prototype we developed consists of 
two 65” Sharp displays each mounted with multitouch overlays from NextWindow 
and Logitech QuickCam Pro 9000 cameras. For head tracking we used the FaceAPI 
library from SeeingMachines, which tracks the head location and orientation of a 
single user in three dimensions along with lips and eyebrows. Another commercial 
system, the ZCam from 3DV, had been demonstrated to track hands and recognize 
some simple gestures but became unavailable after Microsoft Corporation purchased 
it. As a fallback, we turned to an OptiTrack fiducial tracker with multiple cameras (6) 
focused on the interaction space in front of the LCD display. We deployed our virtual  
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teamspaces using Sun Microsystems Wonderland open source Java library, which 
features full persistence and module-based customization. The base Wonderland 
system includes several features that support collaboration such as an interactive SVG 
whiteboard module and stereo directionalized voice conferencing. We developed a 
VRPN client module for acquiring head and hand tracking data, and customized the 
avatar character class to perform arm inverse kinematics from hand position. We 
modified the SVG whiteboard module to include free-hand drawing and interactive 
client updates during gestures. We also added features that let us store and load 
documents using a WebDAV repository. We also created a Metadata module for 
tagging documents and a ProjectManager module that lets the user choose from a set 
of associated documents from within a HUD view. 

4   Creating a Shared Collaborative Space Using Portals 

One of our main goals was to allow scalability and flexibility in how the system is 
configured and used. Real world use of whiteboards in teamrooms provides the 
flexibility to leave content on multiple boards over time and to use any of those 
surfaces at any time. Like many other collaboration systems, the ClearBoard design 
creates a portal to the remote site on the other side of a display surface. While most 
systems use the display as a window into the virtual world we realized that this limits 
ability to scale to multiple portals. In order to implement an interactive whiteboard 
across the physical/virtual divide, the rendering into the virtual space has to be flipped 
across the vertical display plane. Using a window paradigm, a second portal on an 
adjacent wall in the room adds a second viewpoint into the virtual world from beyond 
another similarly placed portal in that space (Fig. 1a). The local portal user and a 
virtual collaborator can both turn in the same direction and transition their 
collaboration onto the second portal in a natural manner. 

Unfortunately, using a window portal approach creates some problems. Given 
physical user P looking into a portal with another to their right, the arrangement of the 
virtual world will appear to be reversed with the second portal residing to the left of 
users in the virtual world. When the scene is later viewed through a virtual world 
browser (VWB), this inconsistency may interfere with workflow or even create 
confusion.  A second issue arises when localized sound sources are added to the 
configuration. Sound is a critical part of distributed collaborations and directional 
sound has been shown to facilitate discriminating individual speakers amongst other 
competing voices [9].  If the sound of user V is directional, then its source will have 
to make an abrupt transition from one location to another as user P turns to the other 
view (Fig. 1a). Finally, having multiple viewpoints into the virtual space begs the 
following question: If a third user V2 joins the collaboration through a VWB, do they 
find user P on the same side of the whiteboard surface as user V1? If the user P 
viewpoint is indeed looking into the teamspace from outside then on which side  
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should V2 join the collaboration? If user P is indeed inside the teamspace with V1 and 
V2 his will inevitably lead to confusion as V2 may believe they are standing next to 
user P when in fact they are across from him. 

 

Fig. 1. In a), a physical user P looks through window portal 1 at virtual user V for whom portal 
2 appears to be on their left. If P turns to look through window portal 2 the audio for V must 
transition. In b), mirror portals avoid these issues since user P acknowledges that the portal is 
the right of V. As P turns the audio source for V inside the room remains consistent. 

The solution to these problems lies in acknowledging that transitions between 
physical portal and similarly aligned virtual portal views behave in much the same 
way as collaborating in front of mirrors. The main implication being that a mirror 
view reflects back the virtual image of user P (Fig. 1b). Making this subtle change 
suggests that user P is actually sharing space with user V. Instead of acknowledging 
separate local space and remote spaces, the two spaces are fused into a common 
shared space. There is already some empirical support that virtual users respect 
personal space in much the same way as physical users do [10]. One can easily 
imagine a scenario where P and V1 are collaborating and V2 approaches from the rear. 
When P and V1 see themselves and the approaching user V2 sharing the same space 
they will naturally move aside, acknowledging the presence of user V2 in their own 
space. A mirrored paradigm resolves questions about where each collaborator resides 
because all are collaborating in the same virtual teamspace side-by-side. A mirror 
paradigm allows gaze and gestures between users to work in a natural manner without 
software intervention. This approach also resolves discontinuities with directional 
sound. When user P acknowledges that V is standing to his side it becomes possible to 
locate the sound source of the collaborator within the same room (Fig. 1b). When 
turning to look into another portal, the sound location of V within the room stays 
consistent with their visual location in the other portal. 

The foreshortening that happens close to a virtual camera makes showing activity 
within a virtual teamspace impractical with window portals. However, they can 
increase awareness of the virtual context for user P by creating views into the space 
surrounding the teamspace through virtual doors and windows. Analogous to their 
function in physical spaces, these apertures give feedback to virtual users indicating 
when they are visible to physical teamroom users. While head tracking can provide 
perspective corrected views in a mirror portal, window views are best rendered using 
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a fixed viewpoint since they will be viewed from disparate viewpoints within the 
room. This general rule enforces another of our principles for the ClearSpace design, 
that user distance from portals should reduce the granularity of the information they 
provide. 

5   Managing Teamroom Work Artifacts 

Documents produced by portals include whiteboard drawings, affinity diagrams and 
introduced PDF documents, images and 3D models. A VWB user can ostensibly peel 
a finished document off of a portal and place it arbitrarily within the teamspace. 
Moreover, these VWB users can also travel arbitrarily to documents in order to access 
them. This raises an important question: Should all documents be portals in 
themselves? If each document is a portal in itself then two VWB users can 
conceivably collaborate on a document away from the physical portal. If physical 
portal users are prevented from joining in on the collaboration, then this lack of 
consistency in affordance will contribute to presence disparity. To avoid this, VWB 
users can travel to, access and manipulate documents in any location privately, but all 
collaborations must happen through portals. When users want to make their actions 
pubic and available for collaboration, they have to move a document onto a portal. 
This requires the user travel to a nearby portal, determine if another user is currently 
using it and coordinate placing a copy of the document into the portal. A VWB user 
accessing a document can also bring the document into a heads up display (HUD) 
mode. In HUD mode, the user has the option to see users publicly manipulating the 
document appear behind it. The decision to move to a portal can start by switching 
viewpoint to that of the portal that created the document. From there, the presence of 
other users, their activity and negotiation for portal space can begin. 

A well-established design principle of Computer Supported Collaborative Work 
(CSCW) is the need to maintain awareness of collaborator activities. In many 
collaborative workspaces global actions are inherently visible to other users, while in 
virtual environments a common shared viewpoint cannot be guaranteed. Remaining 
aware of the viewpoint of virtual users via their location and head orientation helps in 
this regard. Some virtual environments such as Second Life do not enforce a linkage 
between user embodiment and viewpoint. In an effort to ensure consistency of both 
affordance and appearance, user viewpoint should always be tied to their 
embodiment. This is no longer the case when a user brings a document into a HUD 
view and some visual feedback to users becomes necessary to maintain awareness. In 
this situation, the VWB user can be automatically moved into a position in front of 
the associated document and returned to their position when the interaction ends. A 
semi-transparent trace avatar can also remain at the original location to avoid 
discontinuities in user awareness. This same technique can also be used when a VWB 
user decides to take HUD interactions to a portal for public collaboration. If the user 
decides to stay in front of the document or portal their trace avatar can move to join 
them there, making other users aware of the action. 

Although using a virtual world as a document repository makes user actions with 
those documents visible, forcing all users to travel to find and access documents is 
impractical. A useful HUD addition is an overview mode that includes thumbnails of 
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associated work artifacts created by the same portal. When a VWB user employs this 
overview HUD they are no longer just interacting with a single document and a trace 
visualization of the overview HUD in front of the user is used. Access rights to user 
information determine the degree to which users can actually see the details of this 
behavior. To ensure consistency, this same overview mode is available to physical 
portal users as well. When a portal user takes his interactions private their view of the 
portal may change but those of other users at the portal remain the same. Portal users 
become aware of private actions of other users through a change in their appearance 
to semi-transparent and a trace of their activity. This trace can appear localized to an 
area around the virtual user in order to reduce any conflict between it and the 
document visible in front of the physical portal user. 

A key ingredient in teamroom activities is the placement of documents in locations 
throughout the space. When a new document is introduced into the teamspace, a 
VWB user can ostensibly place that document anywhere in the environment. When 
introduced via a portal, either by whiteboarding or some other means, it is appropriate 
to place the document around or beyond that portal. Documents in the virtual world 
are associated with the portals that introduce them and should benefit from a visual 
indication by either restricting their location to a portal wall or visually indicated area 
around the portal. Physical portal users are somewhat more restricted in their ability 
to arrange documents within the scene. A simple heuristic for blank document 
creation is to position finished documents on the wall in sequence from left to right. 
When more explicit control over document position is required, a fixed third person 
view of the portal is appropriate. Using the same fixed view of the portal between 
physical and VWB users provides consistency. The fixed view around the portal 
should let users scale less prominent documents to a smaller size. This action can 
either result in scaling the document or only the appearance of scaling by pushing 
documents back in depth. Algorithmically adding depth to documents should be 
avoided if it begins to compromise the ability of teamroom users to appreciate 
document arrangement when viewed later through a VWB.  

A portal view using a mirror paradigm will only include documents arranged 
behind the portal within its viewing frustum. And, a third person viewpoint will not 
facilitate arranging documents behind the user. One solution to this problem is to 
project a window portal view from a fixed perspective onto the wall containing the 
actual portal. This display around the portal creates a focus-and-context style display 
and gives the user arranging documents immediate feedback about their actions 
through peripheral vision. With hand tracking and some simple gesture recognition in 
front of the portal, a user can move documents off of the portal space and into 
position on the wall. Another way to make documents around a portal visible is to 
show the third person viewpoint instead of the mirrored view of the wall behind the 
user. Regardless of what is shown beyond the screen, some form of mode switching 
will be necessary to disambiguate between actions directed at the portal from those 
directed at content beyond it. A third person view of content on the wall around the 
user can also be created in a physical room by placing a mirrored wall at the back of 
the room. It may provide more spatial consistency to the user to use a virtual mirrored 
rear wall to construct the third person view that includes yet another view of the user 
within it. 
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6   Exploiting Model-Based Representations to Manage Awareness 

One of the most significant advantages of a model-based user representation is the 
flexibility it affords. Procedural manipulation of user representation can be used to 
exaggerate awareness of user behaviors by amplifying their rendered signal [11]. This 
can also be extended to synthesizing behaviors such as gaze that have not been 
captured but are inferred from user behavior [12]. An example of how this might be 
exploited in a mirror portal setup involves awareness of gaze between two remote 
users. Given P side-by-side with virtual collaborators V1 and V2, when V1 addresses 
V2 he will only turn his head slightly to make eye contact with that user (Fig. 2a). 
When interpreted by the system, the awareness of this action to P can be enhanced 
visually by showing V1 actually turning to face V2. Once the underlying system is 
managing the gaze and gestures of users it also becomes feasible to have the system 
manipulate their apparent location. The space in front of portals will undoubtedly get 
crowded with the addition of multiple collaborators and the inclusion of mirrored 
avatars. Instead of having users explicitly coordinate their use of portal space, implicit 
heuristics can manage proxies of each user differently in each portal. Like some voice 
conferencing support systems, those users actively engaging in conversation or 
whiteboard activities can be represented near the front while those not participating 
are moved to a location around the periphery (Fig. 2b). 

 

Fig. 2. In a), user V1 turns slightly to look at V2 but his representation turns to completely face 
V2. In b), the representation of a less active V2 moves to the periphery while a more active V3 
moves forward 

The straightforward way to ensure a consistent relationship between physical 
portals and virtual portals is for each to share the same size and relative location. 
More realistically, there will be mismatches between not only different physical 
teamroom setups but also between physical portals and their virtual equivalent. When 
the locations of portals do not align, the transformation of user position into those 
coordinate systems will create discontinuities as the user moves between portals. A 
model-based representation allows the system to leverage blending to generate 
consistent behaviors as users transition between different frames of reference. A 
simple heuristic that can be used in this context involves using the relative head 
orientation towards each portal. Following this approach, a user facing a portal would 
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see virtual user V in the appropriate position relative to that portal (Fig. 3a). However, 
as user P turns to address another portal, the avatar of user V would appear to move as 
necessary to assume their appropriate position relative to the portal in view (Fig. 3b). 

A more common discrepancy will be relative size, which results not only from 
physical portals of varying sizes but also from mobile devices. Transforming user 
behaviors between a small portal and a larger portal simply means applying them to 
an avatar sized appropriately for the larger context (Fig. 3c). Both user A interacting 
with a laptop and user B at a smaller portal will have their movement scaled up to fit 
their presentation. For laptop user A, gaze and mouse activity become a combination 
of gaze and body movement in the remote portal. Similar heuristics can also be 
applied to allow portals to pan and zoom into documents. The main result is that 
portal users no longer share the same viewing frustum of the portal or the users 
beyond it. When a remote user zooms into a document, the reduced viewing frustum 
is highlighted by a rectangle on the remote portal (Fig. 3c). When combined with their 
mirror reflection, this rectangle gives users visual feedback about their visibility to the 
remote user. Larger portals do not have to result in larger documents as sub-parts of 
whiteboard space can be saved off as individual documents. As portals increase in 
size to that of a wall, their effective work area becomes bounded by the size of the 
portal in the virtual teamspace and the viewing frustums of remote collaborators.  

 

Fig. 3. In a), user V appears in the actual position relative to the front portal and in b), appears 
relative to the side portal when P faces it. In c), laptop user A and remote user B both appear at 
the same scale in a larger portal. A reduced frustum of user C appears as a rectangle. 

7  Discussion and Future Work 

In this project, we developed a ClearBoard inspired distributed collaboration system 
based on the Wonderland Java library. Instead of using video, we used model-based 
representation in an effort to fully explore the potential of using mixed reality 
techniques and system-managed awareness to decrease display and presence 
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disparity. In contrast to using a window into the virtual environment we found that a 
mirrored paradigm solved a number of problems with scalability and flexibility. Our 
analysis suggests that managing user awareness will help handle discrepancies in 
portal size and location. In addition to executing many of the unimplemented system 
features described here, our future work will include replacing our OptiTrack fiducial 
tracking system with one or more Microsoft Kinect controllers. 

Acknowledgments. We would like to thank Sun Microsystems for their financial 
support, Jacob Schiefer, Aneesh Tarun and the Steelcase WorkSpace Futures team for 
their generous time spent inside Wonderland evaluating ClearSpace concepts. 
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Abstract. In this paper we present a GPU-accelerated implementation of the 
well-known freeform deformation algorithm to allow for deformable objects 
within fully interactive virtual environments. We furthermore outline how our 
real-time deformation approach can be integrated into the X3D standard for 
more accessibility of the proposed methods. The presented technique can be 
used to deform complex detailed geometries without pre-processing the mesh 
by simply generating a lattice around the model. The local deformation is then 
computed for this lattice instead of the complex geometry, which efficiently can 
be carried out on the GPU using CUDA. 

Keywords: Deformable objects, real-time simulation, FFD, CUDA, X3D. 

1   Introduction 

In this paper we present a hardware accelerated implementation of the freeform 
deformation (FFD) algorithm to allow for fully deformable objects in interactive 
virtual environments. The presented method can be used to deform complex detailed 
geometries without pre-processing the mesh by simply generating a lattice around the 
model. The local deformation is then computed for this lattice instead of the complex 
geometry, which efficiently is carried out on the GPU using CUDA. Freeform 
deformation is a common technique in computer graphics and image processing. In 
the field of medical imaging for instance, the grid-based FFD is used for registration 
approaches [2, 3], today’s DCC tools (like e.g. 3ds Max [14]) utilize it as another 
modeling method, whereas we discuss the FFD in the field of object animation [4]. 

Despite the advancements in simulating deformable objects such as cloth [12, 15], 
hair [8, 17], or biological tissues [10, 11, 19] – not least because of the proliferation of 
multi-core CPUs and the rapid GPU development cycles [16] – it is still rather 
difficult, if possible at all, to integrate such techniques into interactive 3D applications 
like in Virtual or Mixed Reality environments [17, 20]. Hence, for ease of access, in 
this paper we will first discuss, how we have integrated this deformation method into 
X3D [9], an open ISO standard that not only defines a 3D interchange format, but 
which can also be used as a declarative application description language. The 
integration is achieved by means of a new physics material node type that is designed 
as a part of an object’s general appearance. This idea is similar to the approach 
recently presented in [7], where the authors proposed an additional X3D node set that 
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e.g. contains a special physics node for defining the physical properties associated 
with a shape node’s geometry. Although these extensions originally were only 
intended for haptic rendering, they have the potential to support more dynamic and 
realistic object behaviors. 

Next, we present and compare our implementation with focus on the various 
CUDA kernels used, while utilizing the OpenGL – CUDA interoperability as 
described in [5] for maximum performance. Here, we have basically implemented two 
different methods: the first one is based on the Bernstein polynomials as proposed in 
the original algorithm [1], while the other one utilizes a mass-spring-system that acts 
on the control points as described in [8]. Although the first method is not physically-
based, it is very fast, easy to implement even with CUDA, and allows achieving 
useful and interesting deformation effects during runtime, like elastic objects of 
arbitrary shapes that bounce in a plausible manner. Due to the inherent connectivity of 
the mass (or control) points in a mass-spring-system, the latter method is more 
intricate to implement on the GPU due to its SIMD architecture, but allows the 
application developer to design highly dynamic scenes. 

To further optimize performance, we propose to use two different CUDA kernels. 
For objects with many vertices we can reach a full occupancy of all multiprocessors 
on the GPU. Therefore, vertex deformations are computed per thread: each thread 
needs all control points and the corresponding vertex. However, for low-poly objects 
only a few multiprocessors are used. Therefore, we will present our second approach 
based on parallel reduction. After that, we will present our runtime results and discuss 
some application examples, before we finally conclude the paper. 

2   Related Work 

In computer science there exist different methods to simulate deformable objects. 
Usually one distinguishes between physically-based deformation methods, like the 
finite element method (FEM), and geometrical ones. The latter only change the shape 
of polygonal models and are suitable as a tool for intuitive deformation tasks such as 
in CAD- or modeling-packages [14]. A well-known geometrical method is the grid-
based free-form deformation. The original FFD method already was published by 
Sederberg and Perry 25 years ago [1], and is basically a geometric spline deformation 
based on the trivariate Bernstein polynomials [1, 18], which can be manipulated 
through a 3D lattice of control points, in which the geometries to be deformed are 
embedded. The idea is exemplarily visualized in Fig. 1 with a linear deformation. 

However, other deformation schemes are possible, too, such as the mass-spring-
based simulation presented in [8], which combines this indirect deformation method 
with a more physically-based type of mesh deformation to animate complex hairstyles 
in real-time. Similarly, the SOFA framework for medical simulations is presented in 
[10]. Along with other grid-based deformation schemes a mass-spring-system is 
utilized for object deformations, which in a prototypical implementation is further 
accelerated with CUDA [6] by exploiting the highly parallel nature of modern 
graphics hardware. In [11], researchers from the same group lately also presented a 
method for simulating detailed geometric models using coarse grids by taking into  
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account the topology and physical material of the embedded geometry to overcome 
problems like disconnected parts (with possibly different material properties) that are 
located within the same grid cell. 

Generally, to achieve an animated deformation using physically-based methods, a 
simulation system needs to be advanced in time. Therefore, in [11] the implicit Euler 
integration scheme [12] is used to solve the motion equation for the given time step. 
The type of differential equation to be solved depends on the type of motion equation. 
Newtonian motion is based on Newton’s second law of motion (i.e., F = m · a) and 
can be solved by integrating an ordinary differential equation. The implementation is 
relatively easy because of the discretization to a finite number of mass points, and the 
integration is independent for each such particle. 

 

Fig. 1. Basic principle of grid deformation: on the left, exemplarily a cube embedded in a 
surrounding 3D lattice is shown, and on the right, the deformed grid/ cube is visualized 

As already mentioned in the introduction, it is still rather difficult to integrate more 
advanced deformation techniques into interactive 3D applications like in VR or MR 
environments. Therefore, in [7] the authors proposed an additional X3D node set that, 
amongst others, contains a special physics node type for defining the tangible physical 
properties that are associated with a shape node’s geometry (analogously to the X3D 
appearance node that is responsible for the optical properties of a certain geometry). 
Likewise, this physics node can be parameterized with various child nodes for 
specifying friction and so on. However, these extensions were only intended for 
haptic rendering, though they have the potential to support more realistic and 
physically-based object behaviors, e.g. in case of collisions with other scene objects. 
Similar in spirit, the VR/AR framework Instant Reality [13], which utilizes X3D as 
application description language, provides a “simulator” component that allows 
modeling simulation systems (e.g. for flow fields, particle dynamics or hair). 

In this regard, X3D already provides a “rigid body physics” component, which 
describes how to model rigid bodies and their interactions, and a “particle systems” 
component, which specifies how to model particles and their interactions through the 
application of basic physics principles to affect the resulting motion [9]. However, 
simulated deformable objects are still not part of the current X3D standard. 
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3   Concept and Implementation 

In this section, we first describe the high-level concept, i.e. how we have integrated 
dynamic mesh deformations into X3D [9] with a new set of nodes for interactively 
controlling and parameterizing the desired deformations. After that, we explain our 
CUDA-based implementation to achieve better performance. 

 

Fig. 2. Class diagram of the X3D Shape node: child nodes that are part of the X3D standard are 
shown in black, whereas the proposed new PhysicsModel node set is depicted in green 

3.1   Proposed X3D Node Extensions 

As already mentioned, our extension proposal basically follows the concepts as 
described by Wei et al. [7], though their focus was on enriching the standard X3D 
Shape node (which already aggregates the mesh geometry and appearance or optical 
properties – see Fig. 2) by function-defined geometry and tangible physical properties 
to allow for haptic exploration. Similar in spirit, with the ParticleSystem the X3D 
“particle systems” component defines a special type of shape node that specifies a 
complete particle system, since appearance and geometry both need to be controlled 
by the simulation to create plausible particle effects. 

In contrast to the special case of particle physics [9], and following [7], we extend 
the standard shape node with a field ‘physicsModel’ for defining the object’s physical 
properties in a composable way (as shown in the middle of Fig. 2), in order to support 
effects such as friction, restitution, or gravity and other external forces etc., which are 
not only useful for specifying deformation parameters but also for rigid body physics. 
If none of the PhysicsModel‘s child nodes are specified but a lattice dimension is set 
and some force is applied, the system defaults to geometric deformation. 

3.2   GPU-Based Implementation 

We use OpenGL and the interoperability with CUDA to implement the FFD on the 
GPU. The first step is to initialize OpenGL and load the mesh to a so-called VBO 
(Vertex Buffer Object), which conceptually is an array of bytes that can handle the 



 Mesh Deformations in X3D via CUDA with Freeform Deformation Lattices 347 

upload of vertex attributes such as vertex positions, normals, colors and texture 
coordinates to the device memory of the graphics card. The deformation is then done 
within the rendering loop. In each iteration, the deformation is computed from the 
original object and the result is stored in a separate VBO, which we call Deformed 
Mesh VBO. Afterwards, the deformed mesh is used for display. 

The lattice dimension is determined by the user manually via the SFVec3f field 
‘latticeDim’ of the proposed PhysicsModel node (see greenish middle part of Fig. 2). 
All relevant lattice data is stored in a separate VBO. Based on the number of control 
points in each direction, the resulting object lattice is positioned automatically. The 
control points are arranged in equidistant steps (compare Fig. 1). 

Moving a control point leads in turn to a deformation of the attached object (note 
that the mesh indices do not change during the deformation calculation). Therefore, 
the deformation function inside the rendering loop is called and the new positions of 
the mesh vertices are calculated, whereas this calculation depends on the chosen type 
of deformation. Currently, two deformation methods are provided: a geometrical one 
based on Bernstein polynomials [1] (outlined in sections 3.3 and 3.4) and a more 
physically-based that follows a mass-spring-system approach (see section 3.5). 

 

Fig. 3. Illustration of implementation concept (with CPU and GPU part) 

In Fig. 3, the overall concept of the FFD implementation is coarsely sketched. 
Here, deforming the lattice means, that e.g. the user interactively changes the position 
of the control points (or respectively deforms the grid with a force F). Afterwards the 
CUDA kernel computes the FFD including the distance d from each point p to the 
surrounding control points. The weighted translation vector f is added to p and the 
result is then stored in the Deformed Mesh VBO. 

The FFD itself is realized using CUDA. Before the data in the VBOs is usable, it 
has to be registered once as a CUDA resource. To gain access to the VBO data, a 
pointer to the memory location is needed. This is done by mapping the VBO resource 
to the CUDA address space. The result of the mapping is a pointer to the relevant data 
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which can now be used in CUDA kernels. A more detailed description of the OpenGL 
– CUDA interoperability can be found in [5] on page 38 – 40. 

To further optimize performance we have implemented two different CUDA kernel 
approaches. One kernel is optimized for a low amount of vertices per object (about 
500) and the other kernel is adjusted for objects with thousands of vertices. 

3.3   CUDA Kernel for Complex Objects 

For more complex high-resolution models we can easily reach a full occupancy of all 
multiprocessors (MP). Therefore, we compute the deformation of one vertex in one 
thread. Each thread needs all control points and the corresponding vertices. As 
mentioned in the previous section, we first focus on geometric mesh deformation 
methods, since these are much easier to parallelize. Hence, for each control point the 
Bernstein polynomial will be computed and therefore it is important, that the vertices 
as well as the control points are copied to shared memory. We choose a block size of 
16 × 16. The first step is that each thread uploads one vertex to the shared memory. 
The vertices will be copied in a coalescing way, because 16 threads in a row copy 
vertices that are stored consecutively in the global memory. 

In our approach the control points will not be copied to shared memory, because 
this will limit the lattice dimension and the occupancy of an MP can decrease. With a 
device of compute capability 1.3 (e.g. an NVidia GeForce GTX 295 graphics card) 
1024 threads t can be hold by one multiprocessor. In our case four blocks will be 
assigned to one MP. The following equation shows, that 12 kB of the shared memory 
s are used by the vertex data (where one vertex consists of three float values): 

s = t · 3 · sizeof (float) = 1024 · 3 · 4 Byte = 12 kB 

The shared memory thus has a total amount of 16 kB. If a full occupancy of one 
multiprocessor is desired, then the maximum size of the lattice is 85 control points. 
To reduce the latency of the copy of the control points from the global memory, every 
thread loads identical control point data. This leads to broadcast memory accesses 
where the copy is fully parallelized. After copying the data, the FFD will be computed 
and the result is stored at the address of the Deformed Mesh VBO. 

3.4   CUDA Kernel for Simple Objects 

When an object with only a few vertices shall be deformed, it is not ideal to use the 
CUDA kernel for complex objects. Assume that we have an object with 512 vertices. 
Then there will be only two blocks with 16 × 16 threads and only two multiprocessors 
of the GPU will be used. To alleviate this issue we compute the deformation of one 
vertex in one block. Each thread in a block will compute one “sub” deformation. This 
means that a thread computes one Bernstein polynomial of one control point. 
Therefore, each thread uploads a control point to shared memory and computes a sub 
deformation. This sub deformation must then be summed up to get the complete 
deformation. This is done with the help of parallel reduction. To do the parallel 
reduction, similar to the FFT algorithm in signal processing, the thread count of one 
block must be the next power of two. A disadvantage of this technique is that the 
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lattice can only have as much control points as the maximum count of threads per 
block, but in general the lattice for small objects has much less control points. 

3.5   Dynamics Simulation 

In order to simulate elastic objects, the other method is based on a mass-spring-
system that acts on the lattice, as originally proposed in [8] for hair simulation. In our 
first prototypical implementation we simply identify Newton’s second law of motion 
with Hooke’s law of elasticity (i.e., F = D · Δ l). Then, the forces between all control 
points are updated in each frame and applied to the control points. To parallelize this 
approach all possible forces between the control points are independently computed 
by following the ping-pong “rendering” approach (via a helper buffer) as known from 
GPGPU programming. Afterwards, each control point is handled by a thread that 
computes the movement, which results in the final deformation. 

4   Discussion and Results 

We have implemented our FFD approach using CUDA and C++ and prototypically 
integrated the proposed node set into the MR framework Instant Reality [14]. First, 
we compared the computation time on the CPU with both approaches for simple and 
complex objects with a different count of vertices for a wireframe goblet model. In 
Table 1 the results are shown – all measurements are done with a lattice of 3 × 3 × 3. 
For a small number of vertices there is not much speed up. If the object has less than 
5,000 vertices, a slight speed up can be achieved when using the CUDA kernel for 
simple objects. If the number of vertices reaches 10,000 vertices and more, the 
computation time of the CPU is very high. With the CUDA kernel for complex 
objects we can achieve a considerably smaller computation time of the FFD. 

Table 1. Runtime comparison of both CUDA kernels vs. computation time on CPU 

#vertices CPU time/ ms GPU time/ ms 
(kernel f. simple obj.) 

GPU time/ ms 
(kernel f. complex obj.) 

502 7.5 4.0 15.1 
3099 47.6 5.2 15.4 

34,834 526.0 39.5 15.9 

Fig. 4 shows the deformation of two different 3D objects: a simple point cloud 
given as X3D PointSet node (left) and a dino model given as IndexedFaceSet nodes 
(right). The grid’s control points are visualized as blue spheres, which for testing 
purposes can be moved to trigger the deformation process. Table 2 shows the runtime 
results obtained from both test sets shown in Fig. 4. For comparison, a different 
hardware setup was chosen here. Instead of the Core2 Quad CPU @ 2.66 GHz (where 
obviously only one core was active) and a GPU with compute capability 1.3 – as used 
for the benchmarks in Table 1 – a single core CPU and a caps 1.0 GPU was used. 
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Table 2. Benchmark (Pentium IV @ 3.2 GHz CPU with GeForce 8800 GTX GPU) 

Model #vertices latticeDim CPU time/ ms GPU time/ ms 
Point cloud 5,000 3 × 3 × 3 15 2.7 

´´ 10,000 3 × 3 × 3 47 5.4 
´´ 10,000 4 × 4 × 4 94 10.7 
´´ 10,000 5 × 5 × 5 203 34.5 
´´ 10,000 6 × 6 × 6 359 162.8 
´´ 50,000 3 × 3 × 3 219 26.9 

Dino 8,145 7 × 7 × 7 484 207.0 

 

Fig. 4. Left: PointSet node with 15,000 test points and 3 × 3 × 3 control points (visualized as 
blue spheres). Right: Dino model with 2 × 3 × 4 control points (the three colored cones in the 
deformed image denote manipulation handles). Both are shown undeformed and deformed. 

5   Conclusions 

In this paper we have presented a hardware accelerated implementation of the 
freeform deformation algorithm to allow for fully deformable objects within 
interactive virtual environments. Moreover, we have described how an integration of 
the presented deformation approach into the current X3D standard can look like to 
improve the accessibility of the proposed methods also application developers that are 
no experts in this area. These techniques can be used to easily deform complex 
geometries without pre-processing the mesh by automatically generating a lattice 
around the model. The local deformation is then computed for this grid instead of the 
original geometry, which efficiently can be done on the GPU using CUDA. 

Another benefit is the generalization of physical properties that are inherently 
associated with a certain 3D object, which can also be used to define the respective 
parameters for both already existing X3D physics component. However, a drawback 
of our CUDA-based implementation is that high-end graphics hardware (i.e. a modern 
Shader Model 4.0/ 5.0 GPU) is required. 
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Abstract. Ubiquitous Virtual Reality, where ubiquitous computing meets 
mixed reality, is coming to our lives based on recent developments in the two 
fields. In this paper, we focus on the conceptual properties of contents including 
definition rather than infrastructures or algorithms for Ubiquitous Virtual 
Reality. For this purpose, we define u-Content and its descriptor with three 
conceptual key properties: u-Realism, u-Intelligence, and u-Mobility. Then we 
address the overall scheme of the descriptor with a Context-aware Augmented 
Reality Toolkit for visualization and management. We also show how the 
proposed concept is applied in the recent applications.  

Keywords: Ubiquitous VR, u-Contents, Augmented Reality, Context.  

1   Introduction 

M. Weiser’s [14] vision of Ubiquitous Computing (ubiComp) has been being realized 
in our daily lives. Recently, small computing devices, such as smart phones and 
tablets, with higher computing powers and equipped with wireless communication 
capabilities have become available. Additionally, Internet access is available almost 
everywhere in the world. As a result, the computing paradigm has shifted towards 
ubiComp, in which computing resources are invisibly distributed everywhere at 
anytime according to the considerable developments that have been implemented in 
both Internet infrastructures and computing hardware. In addition to the paradigm 
shift, a new type of content has emerged by virtue of mashups. For instance, virtual 
buildings are connected to the corresponding real ones, such as SecondLife [1]. 
Contents generated by a mashup of geographic data with real images are used in 
navigation services. The contents that are mainly exploited in Virtual Space have been 
involved with real environments more and more.  

Ubiquitous Virtual Reality (U-VR) is a new computing paradigm established on 
ubiComp and Virtual Reality (VR) [11]. The basic concept of U-VR is based on the 
seamless mapping between a virtual world and the corresponding real world. Lee et 
al. [11] suggested three key terminologies to be used when explaining U-VR.: 
context, activity and reality. A new concept and representation of contents is 
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mandatory in order to support the key terminologies from a viewpoint of contents. For 
example, mobile Augmented Reality (AR), which overlays the informative contents 
onto real environments using mobile devices is a representative example of U-VR 
realizations. However, it is inefficient when used to represent multimedia in mobile 
AR environments in a conventional way because much relevant information from 
exterior sensors and services, such as users’ profiles and locations, cannot be 
represented. The contents can exist not only in the virtual world like SecondLife, but 
also in real environments with the help of AR technologies. In this case, we need to 
have a hybrid description for the fusion of environmental context and ordinary 
contents.  

A relatively small amount of work has been done to define a new concept of 
contents for U-VR environments. As an initial work, Oh et al. [13] introduced u-
Contents, contents for U-VR. They particularly defined and explained u-Contents 
with a relevant scenario. Kim et al. [8, 9] reviewed the concept and discussed 
realization issues. Barakonyi and Schmalstieg [2] proposed intelligent agents for AR 
with consideration for ubiComp environments. They showed how AR agents help the 
given task in real applications. [2]’s work has been described from the viewpoint of 
an agent. For the last few years, standardization groups have researched multi-media 
applications, such as MPEG-7 (Multimedia Content Description Interface), MPEG-21 
(Multimedia Framework), and MPEG-V (Information Exchange with Virtual 
Worlds), to reflect changes in the computing environment to multimedia contents 
(MPEG, 2009). Although the previous studies, including those involving MPEGs 
have dealt with some important issues for content representations and behaviors, there 
are still ambiguous issues in terms of relating contexts to contents in practical 
applications with current trends of new computing environments.  

In this paper, we present a new definition of contents used in U-VR, which is an 
extension of Kim et al.'s work [9]. The previous work [9] did not explain practical 
issues in reference to u-Contents. In this work, we address properties and descriptors 
of u-Contents for general and practical U-VR applications. First, we review the u-
Contents definition and we introduce three key properties: u- Realism, u-Intelligence, 
and u-Mobility, which are derived from key U-VR terminologies: reality, context, and 
activity. Then we reveal the relationships among the three properties. Based on these 
relationships, we discuss the descriptor with Context-aware Augmented Reality 
Toolkit that facilitates the usage of u-Contents for U-VR applications. We also 
present preliminary applications to show how the proposed u-Contents are used in  
U-VR environments.  

2   u-Content Definition and Properties 

2.1   Definition 

We define u-Contents as multimedia contents used in U-VR environments. In 
particular, u-Contents realistically mediate real space, intelligently respond to user-
centric contexts, and seamlessly migrate among selected entities. The terminologies 
we use for defining u- Contents are as follows:  
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• Ubiquitous Virtual Reality (U-VR): an emerging environment in which a 
collaborative wearable context-aware mediated reality is realized [11].  

• Mediated Reality: an environment in which not only visual material can be added 
to augment real world experiences, but where reality may also be diminished or 
otherwise altered, if desired [12].  

• User-centric Context: user-centric information among a variety of contexts in 
service environments that is interpreted in terms of 5W1H (who, when, where, 
what, how, and why) for applications [5]. 

• Selected Entity: closely related entities in one community. We follow Dey's [4] 
definition that the entity can be any person, place, or object.  

2.2   Properties 

In this section, we describe u-Contents properties in detail. u-Contents have three 
properties: (1) u-Realism, (2) u-Intelligence, (3) u-Mobility. u-Realism of u-Contents 
is necessary for the realization of mediated reality. u-Intelligence is a property which 
makes contents respond intelligently, while u-Mobility covers seamless migration 
among devices or/and spaces. Fig. 1 shows the three properties of u-Contents and their 
continuum. We annotate the example of contents in space. The continuum starts from 
existing multi-media contents and ends at the proposed u-Contents. The scale is 
determined by the weight of each property. We also address issues that should be 
resolved in the contents.  
 
u-Realism. u-Realism is a realistic mediation that adds virtual contents into or 
removes real entities from real space by reflecting users’ and environmental contexts. 
u-Realistic contents are seamlessly registered with a physical space in terms of users’ 
senses. The visual registration overlays the virtual contents onto the real image as if 
the virtual contents are parts of the real one. The visual sense, in particular, is the 
most important aspect for seamless registration rather than tactile or auditory senses. 
That would be why most research in AR mainly concentrates on tracking or 
registration methods for the stable and accurate visual registration of contents. 
However, the image formation pipelines of the virtual contents and the real images 
are basically different so that this difference reduces the realism of the contents. 
Enhancement of u-Realism is achieved by reducing the differences between the 
augmented contents and the real scene. Klein and Murray [10] proposed a method that 
simulates each image formation step in order to reduce visual differences between 
real images and virtual contents. Besides matching different resolutions between two 
different contents in each space, we also need to consider the calibration and tracking 
techniques for seamless registration of the contents. In the continuum, ‘decoupled’ 
stage means that the contents are separated from real space. ‘loosely-coupled’ means 
that the contents are linked and registered with real entities but they can be 
distinguished easily. ‘seamless’ means that we cannot know whether the augmented 
one is real or not.  
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Fig. 1. u-Content continuum; each axis represents three properties, u-Realism, u-Intelligence, 
and u-Mobility. Each property has three keywords that can explain the level of completion. We 
map the existing contents or services to our continuum. 

u-Intelligence. u-Intelligence is a property in which contents respond to situational 
information with respect to a user and adaptively change representations according to 
a user’s explicit interaction and implicit states, such as intention, attention, and 
emotions [3]. The goal of u-Intelligence is to offer users good experiences by 
providing personalized and responsible contents in U-VR environments. To 
effectively support personalized experiences, u-Intelligent contents should understand 
the user’s characteristic. Therefore, we need context-awareness to make contents 
reflect users’ contexts. The contents also should perceive the users’ interactions and 
respond to their interactions to allow users to interact with the intelligent contents. To 
make responsible contents, we should consider the method to decide content’s 
behavior and how to express the content’s responses at various situations (e.g., 
gestures, using image and 3D models, and sound). Then contents have memory to 
store past experience and the stored experience is used as the source to decide a 
behavior. In the continuum, ‘reflective’ responses happen through external factors 
directly. ‘reactive’ responses occur through a user, an object, and environments. The 
contents behavior is determined by processing contexts. ‘proactive’ responses happen 
through the prediction and the forecast. The contents memorize its experience and 
predict situation through the experience.  

u-Mobility. u-Mobility is a property that enables u-Contents to move among selected 
entities. It includes contents that move from one environment to others and to selected 
entities. u-Contents can be transmitted and translated in accordance with 
characteristics of u-Mobility. There are three key issues to be considered in order to 
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achieve the u-Mobility property. The first one is content transmission, for example, 
minimum requirements of network bandwidth and supported protocols. It is necessary 
to consider the quality of contents and to support real-time visualization. After the 
transmission, context-awareness, especially environmental context information, is 
required because u-Contents have to be adapted to the new environment. When we 
consider u-Contents as multi-media contents that exist in real, virtual, and mixed 
environments, u-Mobility is necessary to allow the contents to migrate between those 
environments. The third issue of u-Mobility relates to privacy when contents are 
shared. When contents move to other users’ entities, disclosure and privacy control 
have to be considered. In order to determine how to share u-Contents with others, 
personal and social context have to be considered. The social context is realized by 
user social network among users and properties of u-Contents. In the continuum, 
‘stand-alone’ stage means that the contents can be viewed through homogeneous 
devices. ‘movable’ content can be viewed through heterogeneous devices by 
migration. The last ‘adaptive’ stage means that we can view the contents in any 
devices according to dynamic situations through changing properties of content in 
accordance with target environments or devices.  

3   u-Content Descriptor for Visualization and Management 

It is important to formulate a context in a consistent way. To achieve consistent 
context formulation, we have adopted Jang and Woo’s [6] Unified Context-aware 
Application Model (UCAM) in the 5W1H (who, when, where, what, how, and why) 
form. The proposed descriptor is designed to include not only the general meta-data 
of a context, but also descriptions of each u-Contents property in the 5W1H form. 
Representations of contents in the 5W1H form allow U-VR applications to exploit 
user contexts and environmental contexts in their contents rendering process in two 
ways, directly and indirectly. 

3.1   Descriptor Format 

The u-Contents descriptor is a header of u-Contents in a meta-data form. The descriptor 
defines the characteristics of multimedia contents that are being followed. Extensible 
Markup Language (XML) is adapted for formatting data. Note that u-Contents descriptors 
should be written from a contents viewpoint, not an applications viewpoint. Table 1 shows 
the u-Contents descriptor that classifies the u-Contents into each 5W1H field.   

Table 1. u-Content descriptor format in 5W1H 

Field Description 
Who The author (owner) of the contents 

When The last creation or modification time 

Where The position of the contents in a local or a global coordinate 

What 
Parameters for u-Contents properties: [u-Realism, u-Intelligence, u-
Mobility]; Refer Table 2 more in detail.  

How 
The information about types of authoring tools or context-aware toolkits 
involved with all fields 

Why The last inferred results obtained from a certain context-aware toolkit 



 Visualization and Management of u-Contents for Ubiquitous VR 357 

Table 2. Description of ‘What’ field 

Property Static attributes Dynamic attributes 
Quantitative information of 
contents body:  
(e.g.) size or dimension of data, total 
mesh numbers of a 3D graphics 
model, etc. 

Context history of contents body: 
(e.g.) pre-contexts are kept for 
other applications  

u-
Realism 

5 senses representation: 
(e.g.) data representation considering 
sight, hearing, touch, smell and taste.  

Environmental information: 
(e.g.) light source positions, 
temperature, intensity of 
illumination, etc. 

Quantitative information: 
(e.g.) the list of possible responses, 
etc. 

User-specific information: 
(e.g.) user-specific logics 

u-
Intelligence 

Additional information for 
intelligent responses: 
(e.g.) the list of autonomy control 
rules based on content-specific 
information. 

Environmental information:  
(e.g.) a user location, profile, etc. 

Privilege of u-Contents: 
(e.g.) an ownership of u-Contents, 
privilege of entities sharing the 
ownership, the level of disclosure and 
permitted modification.  

Community information:  
community meta-data 

(e.g.) members, the goal of the 
community and relations among the 
entities.    u-

Mobility 
Requirement for movement: 
(e.g.) properties of a target entity: 
minimum bandwidth of network, 
supported protocols, etc. 

Movement information:  
(e.g.) the movement information is 
kept for understanding usage of the 
u-Contents.  

 
The descriptor can be compatible with contents used in common authoring tools 

except for the ‘What’ field. The ‘What’ field, where the properties of u-Contents are 
mainly described, has two types of attributes, static and dynamic. While the static 
attributes are not changeable, the dynamic attributes can be overridden whenever the 
u-Contents are passed to context-aware modules for processing. We rely on these 
simple criteria of types to classify and to group characteristics of u-Contents. Detailed 
descriptions of the ‘What’ field are shown in Table 2.  

The proposed descriptor can be extended to represent the meta-data of existing 
content formats because it includes the information in existing 3D models, videos, 
images, and so on. There is less possibility of experiencing compatibility problems 
when using the proposed descriptor in conventional contents and context-aware 
applications. We found similar approaches in MPEGs. MPEG-7 has a descriptor for 
audio-visual contents and MPEG-21 has a digital item that is the fundamental unit  
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(meta-data) of distribution and transaction within the MPEG-21. We expect that the 
combination can be implemented within our descriptor by rearranging detail 
components.  

3.2   Descriptors in a Context-Aware Augmented Reality Toolkit 

We display the framework, Context-aware Augmented Reality Toolkit (CART), to 
validate the usages of the proposed descriptor. The main goal of the CART is to 
facilitate the usage of various contexts and contents for U-VR applications. Basically, 
the CART encodes and decodes u-Contents descriptors for U-VR applications. Hence, 
the CART allows developers to easily fuse AR and context-aware technologies for U-
VR applications. The CART consists of a context-aware module and an 
augmentation- enabled module. Fig. 2 shows how u-Contents are used as one input of 
CART. When the u-Contents are delivered to CART, the u-Contents descriptor (D) is 
separated from its body. Then, the descriptor is sent to UCAM to be integrated with 
all contexts from other services or sensors in the environments. The context-aware 
module has functions to communicate, integrate, and manage contexts represented in 
the 5W1H form. UCAM supports three core functionalities: communicator, context 
integrator, and context manager. The communicator gathers all raw signals from 
sensors via networks and passes them as preliminary context (p-context). In the 
context integrator, the p-context is transformed to the integrated context (i-context) by 
fusing available contextual information. The context manager finalizes the given  
i-context with predefined context and packages them as final context (f-context). The 
f-context is transmitted by the communicator and shared with other U-VR 
applications. The u-Contents descriptor also goes through the same path, and 
contextual parts are selectively overwritten during the process.  

 

Fig. 2. Flow of u-Contents in the Context-aware Augmented Reality Toolkit 
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The context cannot be sent to the augmentation module directly because the scales 
of parameters in the context module are different from the scales in the augmentation 
module. Consequently, we need another manager in order to change parameters into 
the scale of AR environments. u-Reolism, u-Intelligence, and u-Mobility managers 
reverse the scales of parameters. The u-Realism manager extracts the defined 
information from the f-context and transforms it into rendering parameters. While the 
u-Intelligence manager determines responses, the u-Mobility manager directly 
receives contexts from sensors because it is related to low level processing, such as 
parameters for tracker modules.  

4   Examples 

In this section, we introduce simple examples and discuss the contents from the 
viewpoint of the proposed concept. Although the existing examples do not explain the 
u-Contents concept in all aspects, they can help us understand the u-Contents and 
properties. 

4.1   Virtual Character in the U-VR Room 

Fig. 3 shows the snapshots of the corresponding places in real, virtual, and augmented 
space. If we think this as a preliminary U-VR space, the bluebird in the room could be 
u-Content. We designed the 3D bluebird model that acts like a virtual pet as the 
avatar. Basically, the bluebird reacts against two outer contexts, a user’s location and 
environmental sound information. The bluebird has basic predefined behaviors, such 
as ‘fly,’ ‘walk,’ and ‘run’. Our assumption is that the user can see the bluebird via a 
Head-Mounted Display (HMD) or personal mobile devices. When a user enters the 
room, the bluebird is augmented onto the most silent place, the place furthest from the 
user. After the user sits on a sofa, the bluebird tries to move toward the user. When a 
sound such as clapping, is generated, the bluebird returns to the silent place again. 

4.2   3D Content Interacting with a Real Object 

u-Intelligent contents should respond to users or objects including virtual and real 
objects, according to situational information. Fig. 4 shows 3D content responses 
according to situational information. In Fig. 4, there is a 3D augmented character that 
has predefined behaviors. In Fig. 4(a) and Fig. 4(b), the 3D character perceives a 
relative position and direction (velocity) of the real toy cart, and determines to push or 
pull the toy cart. In Fig. 4(c), the 3D character is collided to the toy cart and falls 
down, as it perceives direction and speed of the toy cart. Because the 3D character 
considers content's responses to a real object's status, this example is not a perfect  
u-intelligent content. It should consider how to be aware of user’s characteristics and 
respond adaptively in order to achieve u-intelligence. 
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Fig. 3. Virtual bluebird in the U-VR room. The environment has three modes; real, augmented, 
and virtual reality. 

(a) (b) (c) 

Fig. 4. 3D character responses according to geometrical and conditional information between 
3D character and a toy cart: (a) push, (b) pull, and (c) fall down 

5   Conclusion and Future Work 

We presented u-Contents concept with the visualization and the management schemes. 
And also we introduced recent on-going works and their relationship within the u-
Contents continuum. Two examples in Section 4 showed the preliminary works to 
explain our concept. The bluebird example can be mapped ‘loosely-coupled’, ‘movable’, 
and ‘reactive’ stages. The example dealing with content interaction can be mapped 
‘loosely-coupled’, ‘stand-alone’, and ‘reactive’ stages. As one of consecutive works, the 
standardization activity is initiated [7] to represent mixed reality contents. However, we 
expect that there will be many practical obstacles to be resolved. One of them is 
“Contents Ecosystem”. In the future, u-Contents and their Ecosystem should be 
discussed together to verify the availability of the proposed contents concept in daily life.   
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Abstract. We present a system for controlling the camera movement in an 
interactive dynamic virtual world. The camera control is scripted in a specialized 
scripting language. A portable script interpreter has been implemented, allowing to 
run the scripts both on standard PCs and XBOX 360 systems.  
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1   Introduction 

Interacting with semi autonomous agents in dynamic virtual environments has been in 
a central research topic over the last decades. Agent control has become more reactive 
and intelligent, making the agents' actions more realistic and user friendly. Camera 
control, on the other hand, has not been in focus of research so much. In most virtual 
environments the camera is realized as a simple follow up camera or it takes on the 
first person perspective of the currently active agent. This simple approach has a 
strong negative impact on the way interactive stories are constructed in virtual 
environments. 

Therefore, in order to make the human computer interaction believable, an 
adaptive and intelligent camera control is essential. Outside the realm of virtual 
environments a team consisting of director, cameraman and cutter are responsible for 
the selection of angle, focus and movement of the camera. In our approach we like to 
transmit this idea of directing the camera into the field of virtual environments. 

As a test bed we developed an XNA-based game engine for the XBOX 360 and 
standard PCs (see 2). The game engine allows us to display complex 3D virtual 
environments. Animated agents populate the world, assets can be placed, the agents 
are able to manipulate the assets and can interact and communicate with other agents 
(see 5). 

The central part of the game engine is a portable script language interpreter 
targeting the intelligent and adaptive camera control. An easy to learn C-like syntax 
has been defined for the script language. The script interpreter and the game loop are 
seamlessly integrated, making camera control simple, yet powerful. 

Scripts can be attached to any kind of agents within the virtual environment. This 
also includes cameras as a specific kind of agent. As such, the script language, could 
also be used to control the agents, which is a nice side effect of the development. It 
should also be noted that up till now, no functional script interpreter existed for the 
XBOX 360. 



 Semi Autonomous Camera Control in Dynamic Virtual Environments 363 

The camera control language abstracts away from the underlying mathematical 
concepts. Instead the commands mimic the language used in film making. The script 
language includes control statements making it possible to react to dynamic state 
changes in the virtual environment. 

All parameters of the camera can be controlled over simple to use commands. The 
camera control parameters include position, focus, zoom, angle, field of view, 
animated movement, follow up behavior, path following and even visual special 
effects, using pixel shaders for image post processing. 

The following script defines two positions in the virtual environment. The camera 
is focusing an agent and then continuously moves from position p1 to position p2 
without losing focus on the agent: 

 
#import "vector.sfx"; 
 
Vector3 p1 = Vector3{10.0, 100.0, -300.0}; 
Vector3 p2 = Vector3{10.0, 100.0, -300.0}; 
 
Focus(agent); 
 
// Move from one point to another 
// in an infinite loop. 
while(true) 
{ 
 Wait(MoveToPoint(p2, 10.0)); 
 Wait(MoveToPoint(p1, 10.0)); 
} 

Listing 1: Example script with moving camera 

Even as the agents moves through the world, the camera will not lose focus on 
him. The camera's movement is controlled independently of the agent's actions. It will 
continue in parallel as long as the director is not giving new commands, aka attaching 
a new script to the camera. Attaching and detaching scripts can also be accomplished 
with a script command. As such, a the behavior of a camera can change over time. 
Finally a message based communications system has been implemented, that enables 
the exchange of data between multiple scripts. 

I our experiments the described approach has shown to be very versatile. The 
camera control is clearly separated from the agent control. The compact syntax of the 
camera control language makes it simple to define complex camera movements, 
which are both controlled, yet reactive. The scripts tend to be small in size, and are 
easy to program and understand. The script language supports a more film oriented 
style of camera control, thus enhancing the quality of story telling in virtual 
environments. 
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2   Game Engine Architecture 

Fundamentals: it's not possible to develop a whole game engine during a single 
project year (lack of time and students do not meet the necessary requirements). 
Nevertheless the students still were able to develop playable games, having their 
focus of development on the visual parts of the game (rendering and animation). 
Using the Microsoft XNA Framework, the games were developed in C# and runnable 
on PC and Microsoft XBox 360. 

Based on the results of the course, a new game engine was developed. The goals of 
the game engine are: Previsualization, simple definition of virtual worlds, realistic 
lighting and rendering, simple development of 3D games with mixed environments. 

The developed script language, as a central part of the game engine, aims for a 
simple camera control. Conceptual, the camera control orientates itself by the 
vocabular of film creation, which means it abstracts from the underlying linear 
algebra and does not require knowledge of it. 

The goal of the game engine architecture is to provide simple to use components 
and base classes the students can use to achieve fast results (see 3). 

 

Fig. 1. Components of the game engine architecture 

The script interpreters main task is to move objects in the virtual world. Therefore 
moveable objects implement the interface IMoveable or extend the base class 
MoveableObject, which provides basic movement functionality for objects. Both 
make objects controllable by the developed script interpreter. The MoveableObject 
class provides the fundamentals for the implemented camera class. The lighting 
model consists of several local light sources, which are spot lights and point lights. 
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Those light sources are also capable of drawing a shadow map and casting realistic 
shadows using the created shadow map. There is also a directional light source, which 
does not cast shadows. Spot lights and point lights make use of the provided classes 
for moveable objects so light sources are controllable via scripts as well, just like the 
camera class. 

3   Script Language 

Currently, there is no functional script language supporting the XNA Framework and 
especially not a script language supporting XBox 360. Therefore a script interpreter 
was developed, supporting game development on PC and XBox 360. 

The ANTLR (see 1 & 5) class library for C# was used to generate the parser 
classes from a formal grammar.  The main part of the development was the 
integration of the script interpreter into the game loop. On the one hand, the scripts 
must execute concurrently and seamlessly to the game loop. On the other hand, the 
developers using the script interpreters shall not bother with the integration into the 
game loop or managing the scripts seamless execution. To meet those requirements, 
the scripts must be able to stop execution at a specific point and continue later. That 
means each script shall have the opportunity to execute on an update cycle of the 
game loop, stop and continue on the next update cycle. To achieve this, a seperate 
thread for each running script is used, which makes it easy to make scripts wait for a 
specific event to occur using thread synchronization mechanisms. 

This way, scripts can synchronize with the game loop by using an event-based 
mechanism to start events that take several frames to complete, wait for their 
completion by the game loop and resume afterwards. 

3.1   Language Design 

For a better learnability the syntax of the script language orientates by existing 
languages. A simpler version of the C syntax was chosen to provide an easy syntax 
that is also well known by many developers. So the language design is simple and 
imperative. Functions are chosen to provide a way to interact with the game engine.  
The mentioned synchronization with the game loop also makes use of functions to 
create and wait for specific events. 

The script language also provides primitive data types like Integer, Char, Float, 
Boolean and String. In addition to that, the language also supports the definition of 
custom structs. This can be used to work with more complex data types like vectors or 
even matrices.  

To support a modular script code, import statements are supported and to keep the 
scripts well documented, single line and multiline comments are also supported. 

3.2   Script Interpreter 

As already mentioned, ANTLR was used to generate a parser from a formal grammar. 
The developed ANTLR grammar was used to generate a lexer, parser and tree parser. 
In a first pass, the lexer makes a lexical analysis of the script to find "words" (so 
called tokens) which are then used in a second pass by the parser to recognize the 



366 M. Klomann and J.-T. Milde 

grammatical structures of the sentences (grammar rules). The parser generates an 
Abstract Syntax Tree (AST) which is later used for an efficient execution of the 
script. The script execution happens in a third pass. The generated tree parser 
traverses the generated AST, recognizes commands (e.g. function calls) and passes 
them to the actual interpreter, which will execute the command then. 

The interpreter itself works as a one-pass system, which means that function and 
struct definitions are recognized in the execution pass. This restricts those definitions 
to appear in the source code before they are used the first time. 

Script execution time is only a few milliseconds, which is required by a real-time 
application like a game engine. However, on the first script execution, the Just-in-
Time-Compiler needs to compile the required sources first, so that script execution 
takes a lot longer then. But this has no negative impact on practical applications. 

A big advantage of this script interpreter is the support for Microsoft XBox 360. 
It's fully compatibel with both systems, PC and XBox 360, while other interpreters 
(e.g. LuaInterface, see 4) are limited to PCs. But performance differences caused by 
the different hardware of the XBox 360 must be taken into account, too.  

3.3   Scripted Camera Control 

The current application of the script interpreter is the camera control. Using abstract 
commands that orientate by camera directions for a camera man (panning, zooming 
and movement), a simple camera control arises that doesn't require knowledge of 
linear algebra or 3D programming. Therefore, the commands only interact with the 
event mechanism by creating events and waiting for their completion. The created 
events are completed by the game loop of the game engine. When an event is 
completed, the game loop notifies the script so it can resume. 

This way, complex camera movements can be accomplished with only a few 
commands while details of the implementation, like matrix multiplications, stay 
hidden. 

The following is a sample script that moves a camera along a specified path and 
also keeps focus on a point in space: 

 
#import "vector.sfx";  
 

Vector3 target = Vector3{100.0, 50.0, 100.0}; 
Focus(target); 
 

// Define a new path for the camera.  
// Each key point will be 
// approximated by a mathematical curve at the specified 
// point in time. The used mathematical curves provide a  
// smooth approximation and interpolation  
// which results in a  
// smooth movement of the camera. 
 
int pathID = NewPath(); 
AddKey(pathID, 0.0, Vector3{-5.0, 50.0, 165.0}); 
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AddKey(pathID, 5.0, Vector3{50.0, 70.0, 100.0}); 
AddKey(pathID, 10.0, Vector3{150.0, 90.0, -200.0}); 
AddKey(pathID, 15.0, Vector3{200.0, 110.0, -400.0}); 
AddKey(pathID, 20.0, Vector3{-40.0, 70.0, -400.0});  
AddKey(pathID, 27.0, Vector3{-5.0, 50.0, 165.0}); 
 

// Tell the camera to move along the  
// previously defined path,  
// which results in a unique ID that can be  
// used to wait for the  
// completion of  the task. The move takes 27 seconds. 
 

int waitID = Move(waitID); 
Wait(waitID); 

 

Listing 2: Camera movement with fixed eye point 

It takes just a few lines of code to let the camera move along a long path. The 
synchronization with the game loop is done by the call of the function "wait", which 
waits for the completion of the specified event. 

Die beteiligten Komponenten besitzen folgende Struktur: 

 

Fig. 2. Components of the scripted camera control 

3.4   Extending the Language 

The language was not only designed for the use in a camera control, but to be used in 
almost every application in a game engine. It's already possible to control every 
moveable object that extends the class "MoveableObject". Furthermore it is possible 
to extend the script interpreter by adding more script functions that provide an 
interface between scripts and game engine. Methods programmed in C# can be added 
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as script functions using delegates and will be called in case the corresponding 
function is called inside a script. Therefore, scripts can be used to control Non-player 
characters (NPCs), in-game events or the whole game (A.I.). 

In addition the script interpreter is not limited to applications in game engines, but 
can also be used in ordinary applications. 

4   Future Work 

Using multiple threads to achieve a seamless concurrent execution of scripts and 
game engine brings major performance issues in case that many scripts are executed 
at once. This is primarily caused by frequent context switches and a default stack size 
of one megabyte per thread, which is a huge memory waste on systems like the XBox 
360. 

For those reasons, another solution to achieve a seamless execution of scripts, that 
does not depend on a separate thread per executed script, must be found.  

This requires that scripts can be paused at any time and continued later. To 
implement this in a single thread, the execution context of a script must be backed up 
on each interruption and restored on continuation. Considering the call stack of the 
CLR is write protected, this is not possible. This also means, the script interpreter is 
not capable of achieving a seamless execution without using multiple  threads or 
without major restructures. So a suitable script interpreter requires a VM maintaining 
his own call stack. This also excludes parsing a hierarchical structure, like the AST, to 
interpret a script, because parsing such a structure still requires parts of the execution 
context, that are important for script interpretation, to be stored on the call stack of the 
CLR. Therefore a more suitable script structure must be provided in order to achieve a 
linear script execution, which does not store essential information on the call stack of 
the CLR. To produce a linear intermediate language, another parsing pass must be 
introduced. The intermediate language is comparable to assembler and instructions 
are not linked in any way. This enables the script interpreters VM to execute the 
scripts using a program counter that keeps track of the last executed instruction, 
making it possible to pause the script and continue at any point in time. This 
development shall make the system more flexible and scalable to use it in every 
imaginable scenario not limited by the number of concurrent scripts. 

5   Conclusions 

The system runs stable on both platforms, PC and XBox 360. The script language can 
be used to implement flexible camera controls. The system is also extensible, which 
makes it suitable for many other applications within game engines or in ordinary 
applications.  
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Abstract. In this paper, we propose a vision-based indoor navigation system for 
a smart-phone. The proposed system is designed to help a user traveling around 
an indoor environment to determine his current position and to give him the 
direction toward a chosen destination. For sensing user’s position and 
orientation, the system utilizes panoramic images, which are pre-captured the 
environment and then processed to create a database. For matching images 
captured from user’s smart-phone with the database, we use SURF[1], a robust 
detector and descriptor. Besides, to minimize responding time, the system 
employs client-server architecture in which a server module is mainly in charge 
of time consuming processes. Also, a tracking mechanism is applied to reduce 
matching time on the server. The experimental results show that the system can 
work well on a smart-phone in interactive time. 

Keywords: Indoor navigation, panorama tracking, augmented reality. 

1   Introduction 

Generally, navigation in unknown environment considers Global Positioning System 
(GPS) to estimate positions. Many GPS-based navigation systems running on robot or 
vehicles are available and work effectively. Recently, with the growing of new 
generation of smart-phones that are equipped with GPS sensor, navigation on a smart-
phone becomes realistic. However, a GPS-based navigation method only works well 
in outdoor environment. Since GPS signals are not available for indoor environment 
and other sensors such as WiFi-based estimation [2] and RFID-based tracking [3] are 
not robust yet, in this paper we focus on vision-based navigation method that is 
normally simpler, cheaper and easier to deploy broadly than other solutions. 

Vision-based localization methods are normally based on the analysis of captured 
images to get information of current position. In our proposed system, indoor 
localization is based on the comparison of runtime captured images with the database 
of reference images, which are pre-captured from the targeting indoor environment. 
Each image can be described as a set of natural features, thus the comparison of two 
images becomes feature matching problem. To deal with this problem, we apply a 
SURF feature [1] which has been found to be highly distinctive and repeatable. 
However, SURF-based matching shows low speed when running on a smart-phone 
due to limited resources of the device, thus we employ client-server architecture to 
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reduce system’s responding time. Because reference images in the database should 
cover entirely the targeting environment for efficient localizing, we rely on pre-
captured panoramic images to reduce the number of required reference images. 

The remainder of this paper is structured as follows. Section 2 surveys related 
works in vision-based mobile phone localization and natural feature descriptors. 
Section 3 describes our approach in detail. Experiment results and discussions are 
presented in Section 4. We conclude with a discussion of limitations and future work 
in Section 5. 

2   Related Works 

The AR-PDA project [5] develops an image-based object recognition and tracking 
method for AR applications that requires the 3D-model of an object to be matched. A 
fully indoor navigation system targeting on camera phone has been proposed in [6], 
which is based on floor corners and SIFT features. This work relies on client-server 
architecture to reduce response time, but the system still suffers from late response 
that is about 10 seconds. S. Saito et al. takes a different approach. They present their 
indoor positioning system [7] based on fiducial markers that are pre-designed for 
containing position information. Using markers for determining user’s position is easy 
way to deploy, but it locks a user to fixed positions for sensing current position. In our 
proposed approach, we try to make a user freely move around environment while 
getting navigation guides at anywhere he is staying. To enable this feature, we apply 
natural feature-based matching method for our system. 

For comparing two different images, many approaches have been proposed. Point-
based approach uses interest point detectors and local descriptors to localize and 
describe image features. SIFT (scale invariant feature transform) method [8] is well-
known for its robustness. The SIFT feature descriptor is invariant to scale, orientation, 
affine distortion and partially invariant to illumination changes. A research mentioned 
in [9] indicates that the SIFT-based descriptors outperform other local descriptors on 
both textured and structured scenes. The SURF descriptor [1] is partly inspired by the 
SIFT descriptor and has similar performance to SIFT, while it is much faster than 
SIFT. Considering the system performance, we choose SURF as our main detector 
and descriptor. 

3   Proposed System 

3.1   System Overview  

Considering the overall performance, the proposed system is designed in client-server 
architecture. It consists of a client module running on smart-phone(s) connected to a 
server via a wireless network. The system’s architecture is demonstrated in Fig. 1. 
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Fig. 1. System architecture diagram 

The client module uses smart-phone’s camera for capturing images of the real 
world and sends those images to the server. When the server receives an image, some 
filters are applied to the image to remove noises. After that, the received image is 
compared with ones stored in the database. The comparison of images is based on 
SURF features [1] that are detected in the image. If any match is found, the server 
estimates current user’s position and orientation and they are sent back to the smart-
phone. Based on the estimated position and orientation, the client module will display 
a direction to a chosen destination. Fig.2 shows the system’s processes and their 
relations.  

 

Fig. 2. System’s workflow diagram 

3.2   Database Creation 

Because our position recognition approach is based on image matching, we need to 
create a database of features of reference images. Features on the DB are compared 
with features of smart-phone’s images during the runtime phase. A large set of 
reference images should be taken so that they cover the targeting environment. For 
minimizing the number of required images, we capture panoramic images that are 
taken in the environment. Specifically, creating the database has following steps: 

• Step 1. We setup a 2D reference coordinate system in the indoor environment and 
then the coordinates of featured places (i.e. rooms in a building) are roughly 
estimated.  
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• Step 2. For each featured place, we create several 360o panoramic images. 
Panoramic images are easily created by using some available applications such as 
panorama tools using a stitching method. In our work, we use wide-angle camera 
lens for capturing environment and then use a stitching tool to create panoramas. 
Besides, the number of panoramic images in each featured place has to be 
minimized to reduce the matching time while maintaining the required resolution 
of position estimation. Practically, we divide each place into 4 m x 4 m cells and 
take one panoramic image in the center of each cell. The position and orientation 
are recorded with each panoramic image. The orientation of panoramic image 
means the angle between the view’s center and Y-axis of the reference coordinate 
system.  

• Step 3. We divide horizontally each panoramic image into four sub-images. That 
means one sub-image covers 90o of the view and it is easy to calculate the 
orientation of each sub-image based on the orientation of the original panoramic 
image. Fig. 3 shows one set of sub-images of a panoramic image. 

• Step 4. We run SURF detector and descriptor on each sub-image and then store the 
descriptors with corresponding positions and orientation information into the 
database. 

 

Fig. 3. a) 360o panoramic image b) Four sub-images created from the panorama 

3.3   Position and Orientation Sensing 

An image sent from a smart-phone to a server is processed using SURF. Generated 
SURF descriptors are compared to ones in the database. If any match is found, the 
corresponding position and orientation of the matched sub-image in the database are 
considered as the position and orientation of the smart-phone. However, the captured 
image from the smart-phone is usually smaller than reference sub-images and these 
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images are not often aligned. Therefore, we apply homography to revise the real 
orientation of the smart-phone: we use RANSAC[4] to estimate the central point and 
four corners of the matched reference sub-image in the captured image’s frame. 
Having that information, we can calculate the error of the orientation using the 
equation 1. After estimating the current coordinates and the real orientation of the 
smart-phone, it is straightforward to calculate the direction from the current position 
to the chosen destination since any chosen destination’s coordinates is known.     = 90

 

(1) 

Ws: Width of reference image in captured image’s frame. 
∆x: Difference of 2 central points’ x-coordinate in captured image’s frame. 

To reduce matching time, not all of the reference images in the database are used to 
compare with smart-phone’s captured image. Each captured image is firstly compared 
to reference sub-images that are closely located to previous position of the smart-
phone. Assuming slow user’s motion, this mechanism can avoids comparing a 
captured image to all reference images, which is significant time consuming process. 

4   Experimental Results 

We have implemented a test version of the proposed navigation system for 
performance evaluation. The client module is deployed on an iPhone-3GS whereas 
the server module is running on a PC-2.4GHz. The tested indoor environment is a 
museum and a database of features is created from 11 panoramic images. The system 
is then tested in the real museum with a following scenario: 

 

Fig. 4. An example of server-side operation. Left image is one received from iPhone. Right one 
shows the direction to the target location. 
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“A user travels around the museum with an iPhone. When he needs to move to 
another place, he uses the iPhone to capture images (or objects) near his current 
position. Based on the captured image, the navigation system running on the iPhone 
will show a virtual arrow indicating the direction to the destination. Moreover, an 
estimated distance to the destination is also displayed”. 

The testing results show that the system can guide a user successfully to a 
destination in an interactive time by displaying a correct direction and an approximate 
distance. For each image received from an iPhone client, the server consumes around 
0.7 second to determine position and orientation of the iPhone. Considering time for 
transferring information from the server to the phone, the average response time of 
the proposed system is around 1 second. 

5   Conclusion 

We have proposed a navigation system for mobile phone in indoor environment. The 
proposed system exploits the characteristics of panoramic images, which cover 360O 
of surrounding scenes, to create a database of reference images. Smart-phone’s 
positions and orientations are estimated based on positions and orientations of 
matched panoramas. Besides, to improve the performance of the system, the system 
employs a client-server architecture that outsources all time-consuming tasks to a 
server.  Also, a tracking mechanism is applied to reduce matching time on the server. 
Therefore, the system achieves reasonable responding time as proven in the 
experimental evaluation.  The limitation of the system is the difference between 
estimated smart-phone’s position and real position. Currently, the estimated position 
is same as the nearest (or the most similar) panorama’s position. For any applications 
which require more precise position of a smart-phone, we need to improve the 
position estimation method. This problem is addressed as our future work.  
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Abstract. In this paper, we analyze and classify digital ecosystems to 
demonstrate the need for a new digital ecosystem, oriented towards contents for 
ubiquitous virtual reality (U-VR), and to identify appropriate designs. First, we 
survey the digital ecosystems, explore their differences, identify unmet 
challenges, and consider their appropriateness for emerging services tightly 
linking real and virtual (i.e. digital) spaces. Second, we define a new type of 
content ecosystem (u-Content ecosystem) and describe its necessary and 
desirable features. Finally, the results of our analysis show that our proposed 
ecosystem surpasses the existing ecosystems for U-VR applications and 
contents. 

1   Introduction 

An ecosystem is a system defined by the interactions of a community of organisms 
with each other and with their environment; in a natural ecosystem, the natural 
environment is in which interdependent organisms, such as plants and animals, and 
physical factors of the environment, such as rocks and soil. [1] The interactions 
between the organisms in computing resources (e.g., devices, systems) including 
users can define non-natural ecosystems such as digital, mobile, or content 
ecosystems.  

Many researchers describe digital ecosystems [2-5], defined as ecosystems formed 
by computing resources (e.g. devices, services, data), in order to acquire new 
perspectives on information systems. Some researchers focus on mobile ecosystems 
[6], and more rarely on content ecosystems. Mobile ecosystems are digital ecosystems 
in which the mobility of users drives interactions and evolutions. Typically, a mobile 
device informs a service about its position, orientation or movement, and the service 
processes this information to suggest or provide appropriate contents. For example, a 
smart phone may use an embedded GPS to tell its position to a navigation service, 
which calculates and displays a path to the user's destination, indicating restaurants on 
the way. Besides, content ecosystems are digital ecosystems that preserve the order of 
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contents that are created, maintained, modified, evolved, or destroyed by means of 
users' participation. Typically, the devices provide stable standard hooks (e.g. API, 
codec), and are considered more or less equivalent from a systems perspective; rather 
than organisms, they become parts of the environment (which does not preclude 
improvements). 

Mobile ecosystems and content ecosystems can both be extended but are basically 
disjoint; their features can promote services in ubiquitous virtual reality but are 
difficult to combine in their current form. Consequently, it is important to define and 
realize a new type of ecosystem for u-Contents (u-Content ecosystem), based on 
mobile and content ecosystems, ideally with minimal fundamental changes to 
effectively and efficiently reuse existing works. Here, we use u-Contents according to 
the following definition: “contents appropriate for an UbiComp-enabled smart 
environment, making virtual reality pervasive into our daily lives” [7]. The u-Content 
highlights the importance of users, who are continuously immersed in a mix of real 
and virtual spaces (aka U-VR [8] space), whose contexts and activities influence the 
relevance of contents and services, and who may produce as much as consume 
contents. 

For the u-Content ecosystem, we should precisely match contents to users’ 
characteristics (e.g. abilities, preferences, viewpoints), to the physical world (e.g. 
location, luminance, noise), events, social situations, and to goals of producers and 
consumers. We also need to motivate and support a sustainable participation of users 
as mobile producers and consumers, which implies simple contents creation, flexible 
distribution, easy retrieval, and seamless interaction. Finally, the permanent self-
growth of contents is highly desirable.  

Through this paper, we consolidate information from diverse sources, providing a 
consistent bibliography from fields such as information systems, human-computer 
interaction, and the semantic web. Our survey revealed 8 key concepts: digital food 
(resource needed by contents), digital organ (component of contents), digital species 
(type of contents on various platforms and devices), digital community (group of 
contents), digital environment (e.g. mobile device, intranet, Internet), digital 
ecosystem type (e.g., mobile, contents, digital health ecosystems), eco-relationship 
(relationship between two or more digital species), and eco-law (e.g. format, 
application specification and restriction). Based on our thorough analysis using the 
key concepts, our taxonomy helps visualize all related aspects and find out essential 
technical components for u-Content ecosystems. 

Moreover, we demonstrate that traditional digital ecosystems cannot appropriately 
process u-Contents due to low considerations for human factors (e.g. restrictions for 
kids, adaptations for novices, rewards to motivate end-user participation), energy 
management (e.g. contents download consumption), and users' context (e.g. profile, 
user-created contents, location, time, activity, belonging to a community). Our 
analysis also highlights weaknesses in the temporal management (up-to-date/real-
time, old/archived, future/predictions), in the contents management (equal versus 
unequal treatment), and in the provision of alternatives to find, combine (e.g. 
subtitles, translations), transform (e.g. format, version), and use contents.  

In this paper, we propose the foundation of a new digital ecosystem for u-Content. 
First, we survey the digital ecosystems, explore their differences, identify unmet 
challenges, and consider their appropriateness for emerging services tightly linking 
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real and virtual (i.e. digital) spaces. Second, we define a new type of content 
ecosystem (u-Content ecosystem) and describe its necessary and desirable features. 

The proposed u-Content ecosystem enables new services while facilitating the 
realization–and enhancing the quality–of existing services. Elements of interest 
concerning our u-Content ecosystem notably include the provision of adaptation 
mechanisms to enable personalization and situational focus, and of reward 
mechanisms for content contributors to encourage participation. Finally, the results of 
our analysis show that our proposed ecosystem surpasses the existing ecosystems for 
U-VR applications and contents. 

2   Key Concepts and Analysis 

In this section, we define, clarify and exemplify the 8 key concepts that our survey 
revealed: digital food, digital organ, digital species, digital community, digital 
environment, digital ecosystem, eco-relationship, and eco-law. We then analyze 
related literatures by applying the key concepts and sometimes we interpret the 
literatures based on our view. 

2.1   The 8 Key Concepts of the Digital Ecosystem 

Digital foods are resources individuals must consume to survive and prosper [3], 
including data, memory space, and processing cycles. Here, “consume” means 
various things: data may remain available without change, memory may be freed 
later, and processing cycles may be replenished.  

Digital organs are permanent software and hardware parts of individuals that 
support specific features of digital species [2]. Mobile ecosystems typically feature 
antennas and algorithms for power management, localization and face recognition; 
content ecosystems notably feature affective meta-data [9].  

Digital species mimic biological species, living organisms that are autonomous, 
viable, and self-organizing, based on purposes, hardware and software [2, 3]. 
Alternatively, some consider the abstractions of the devices as species, instead of the 
devices themselves [3]. In any case, digital species may be neutral to, benefit or harm 
their ecosystem. In generic ecosystems, digital species notably include computers, 
displays, cameras, smart cards, and card readers; in specific ecosystems such as health 
ecosystems, they may be medical devices or measuring tools [2]. In content 
ecosystems, digital species notably include 3D models and 3D contents.  

Digital communities are groups formed by digital species, mimicking communities 
of intelligent or stupid animals and plants [2].  

Digital environments are environments in which digital species evolve, and in 
which individuals complete their life-cycle. Environments apply pressure but also 
offer cradles, dwellings, graves, and resources (e.g. information and transaction flows 
[2]). Digital environments may be spatial [3], with functions to indicate local 
resources and neighbors, or not; for example, environments for virtual reality are 
typically spatial whereas the World Wide Web is basically non-spatial. Ecological 
niches associated to idiosyncratic eco-laws may form the environment [3], with a 
dynamic hierarchy of niches containing one or more niches (enclosing niches) and 
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fully contained niches (enclosed niches). In generic ecosystems, nested ecological 
niches may be printers in smart rooms in smart buildings in a smart city. In health 
ecosystems, information includes personal health records, and transactions include 
verifications and money transfers when purchasing drugs [2].  

A digital ecosystem is a “dynamic and synergetic complex of digital communities 
consisting of interconnected, interrelated, and interdependent digital species situated 
in a digital environment that interact as a functional unit and are linked together 
through actions, information, and transaction flows” [2]. Examples include content 
ecosystems, mobile ecosystems, pervasive ecosystems [3], health ecosystems [2], and 
cyber-physical ecosystems such as the Energy Web [10].  

Eco-relationships are relationships between digital species such as commensalism, 
mutualism, parasitism, and predation. Although central in Nature, predation is rarely 
presented in digital ecosystems; for examples of digital predation, see [3]. Hadzic and 
Chang [2] defines digital symbiosis as similar to biological symbiosis, with 3 types: 
mutualism (both species benefit), commensalism (one species benefit with no cost to 
the other) and parasitism (one species benefits at cost to the other). For example, 
digital symbiosis can appear between decision-support and reservation systems [2].  

Eco-laws are fixed permanent laws regulating local interactions and changes in a 
digital ecosystem [3, 10]. They may determine how and when individuals can 
reproduce, find/affect/kill individuals, or produce/find/alter/consume resources [3]. 
Villalba et al. [3] distinguishes internal from external laws, managing what happens 
respectively within a niche and between a niche and the rest of the space. Elsewhere, 
the laws may be phylogenetic (i.e. linked to the evolution of species), ontogenetic (i.e. 
linked to individual development, with little environmental influence) or epigenetic 
(i.e. linked to learning from environmental interactions) [10].  

Finally, humans and communities thereof strangely fit digital ecosystems: people 
can be seen on a par with digital species or environmental resources... or may be 
ignored altogether. When considered, their main generic categories are producer [3] 
(e.g. designer, advertiser [11], service developer [3]), consumer [3, 10] (e.g. audience 
[11]), prosumer [10], and maintainer/owner (e.g. display owner [11]). 

2.2   Analysis of the Survey 

One of examples for digital foods is museum contents which include objects like 
images and their metadata for tagging and annotating [12]. That is, different groups of 
stakeholders (museum curators, owners, professional researchers and the general 
public) add new objects and attributes, edit, and browse the collection individually. 
Another example of digital foods is contents/articles which are posted on a web-page 
(i.e. Slashdot.org) for idea sharing. Slashdot is a virtual community site where 
community members write articles. These articles usually comment on current affairs, 
such as a report or news item written elsewhere, which the author then critically 
summarizes and links to [13]. Liu et al. [14] proposed designed and implemented a 
robust and adaptive super-peer based algorithm to construct and manage the digital 
ecosystem where each digital device (node) sends service requests to share resources. 
We can consider these kinds of service requests and services themselves as digital 
foods. Hadzic and Chang [2] defined digital organs as software and hardware that will 
support the digital species features. 
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Boley and Chang [15] defined agents as entities that join an environment or a 
community based on their own interests, and species as types of agents, respectively. 
Hadzic and Chang [2] described digital organs are assembled into a digital species 
body. They mentioned the majority of digital species consist of ‘hardware’ together 
with its associated ‘software’. Briscoe [16] mentioned that the agents of the digital 
ecosystem are functionally parallel to the organisms of biological ecosystems, 
including the behavior of migration and the ability to be evolved. In [12], we can 
think of various management interfaces, such as the tagging and browsing software 
and associated hardware, as digital species. That is, they provide different user 
interfaces for adding/editing new objects and attributes, and for browsing/searching 
the collection. It seems that Wagner et al. exemplified digital species as a unique 
online comment moderation process engine that is “slash” engine. Anyone can 
comment, even anonymously, but comments are subsequently rated for quality for 
balancing egalitarian forces with quality assurance [13]. In [14], a large collection of 
digital devices and super-peer based algorithm to construct and manage the digital 
ecosystem overlay could be digital species. Digital devices communicate through 
message exchanges, and every digital device is a node in the digital ecosystem 
overlay.  

Even though Boley and Chang [15] mentioned the concept of digital communities, 
those are very similar to the description of a digital environment. Hadzic and Chang 
[2] also considered digital communities as some groups in a digital environment. 
Briscoe [16] simply defined a digital community as strongly connected cluster or 
group based on [17] where Begon et al. defined a community as a naturally occurring 
group of populations from different species that live together, and interact as a self-
contained unit in the same habitat which is a distinct part of the environment. In the 
virtual museum application [12], digital community/environment can be considered 
development platform relying on web technologies (including web 2.0 and web 
services) and semantic web technologies.   

Boley and Chang [15] defined an (agent) environment as an environment which 
contains human individuals, information services as well as network interaction and 
knowledge sharing tools along with resources that help maintain synergy among 
human beings or organizations. The definition of a digital environment by Hadzic and 
Chang [2] is an environment in which digital species jointly live, function, and relate. 
In addition, they mentioned that the digital environment is very analogous to the 
biological environment, and the digital environment was considered as an important 
constituent for digital ecosystem.  Briscoe [16] considered an environment as 
population’s habitat where different species live together and interact.   

Digital ecosystems are self-organizing systems which can form different 
architectural models through swarm intelligence, where local interactions between 
agents determine the global behavior [15]. Hadzic and Chang [2] defined a digital 
ecosystem as the dynamic and synergetic complex of digital communities consisting 
of interconnected, interrelated, and interdependent digital species situated in a digital 
environment that interact as a functional unit and are linked together through actions, 
information, and transaction flows. Briscoe [16] considered digital ecosystems 
software systems that exploit the properties of biological ecosystems. Eklund et al. 
[12] designed a digital ecosystem of the virtual museum of the pacific, which is a 
web-based knowledge management system (or information space) for ethnographic 
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objects. Wagner et al. [13] defined a digital ecosystem as a kind of community where 
different parties with different levels of interest and resources participate and provide 
resources in a give-and-take that creates benefits for all. A digital ecosystem is an 
emerging paradigm for economic and technological innovation to support the 
cooperation, knowledge sharing and development of open and adaptive technologies 
[18].  

It seems that Boley and Chang [15] emphasized the benefit and profit of species 
through the relationship within communities. Precisely, collaboration between entire 
digital ecosystems should be able to provide benefits to all ecosystems involved. In 
addition, participation of individuals in multiple digital ecosystems helps them to 
reach their goals. Eklund et al. described relationships across ecosystems as any 
inferences that are formed as a result of user communities tagging and annotating 
objects (or writing wiki entries) in their own group [12]. For example, historians, 
anthropologists and curators are each members of their own ‘group’. If 
anthropologists are a group within their own ‘ecosystem’ and the historians belong to 
another, a cross-ecosystem relationship is formed from their respective collaborative 
inputs into the virtual museum. Wagner et al. [13] stressed on a dynamic give-and-
take between community members to achieve benefits for all through an effective 
information and coordination mechanism, those also require little learning and little 
effort to maintain, i.e., a well designed system enabling the professional virtual 
community. Sometimes, species cooperate with each other in order to share resources 
[14]. They dispatch the service requests from users to client nodes. One peer group is 
able to provide a type of service that differs from the other peer groups.   

An example of eco-law could be the acceptance and rejection process by 
moderating editors [13]. After articles are posted by community members on the 
virtual community site, there is a moderation process for each article.  

3   Ecosystem Realizations 

To realize ecosystems, we may integrate many complementary concepts and 
technologies.  

3.1   Necessary and Desirable Features 

In the case of content ecosystems, the Semantic Web techniques (based on formal 
syntaxes, ontologies, inference rules) can greatly support human-machine and 
machine-machine interoperability. For example, we can consider discovery process 
based on semantic matching within a niche (or nearby one) [3]. Besides, Villalba et al. 
[3] identifies a single key component for passive species: a public semantic 
description of its features; active species add: a set of needs e.g. nature of its foods, a 
happiness status driving activities, and an internal logic to maximize its happiness. 
Here, happiness is typically goal/need-oriented and time-dependent, and may depend 
on the happiness of nearby individuals. These components may notably enable 
evolvability and self-healing but may hamper privacy awareness and self-protection. 
Finally, individuals/species should ultimately be endowed with manipulation to  
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reconfigure themselves and the (real) world/environment [19]. This ability would 
most notably increase robustness and self-protection while uniquely helping deal with 
limited access.  

3.2   Application 

This section exposes the scope and interest of attempts to establish ecosystems so far 
and in particular content ecosystems. The concept of ecosystem has been applied to 
the domains of advertisement, energy and health. Besides, Hadzic and Chang [2] 
suggested digital business ecosystems, digital government ecosystems, digital law 
ecosystems, and digital industry ecosystems but without clarifying their potential 
components.  

In the domain of advertisement, Villalba et al. [3] discussed an advertising 
ecosystem. For example, in MyAds [11], information and advertising agents could 
move among screens, looking for people with specific user profiles, and then try to 
control a selected screen with their own contents [3]. In the "display niches", 
information feeds user agents, who feed advertiser agents then display-bound 
monitoring agents selectively spread information and guide advertiser agents, forming 
a feedback loop; eco-laws define how user agents make user profiles available in the 
displays [3]. In cloud-based ad printing service [20], web content is automatically 
reproduced with automatic contextual ad and coupon insertion when the web content 
is printed. 

In an Energy Web system [10], autonomous agents control the production and 
usage of distributed renewable energy sources to optimize energy use and allow rapid 
innovation. It is envisioned based on 5 layers: distribution, control, prosumer, 
community, and incentive (from more technical to more social). A digital health 
ecosystem has been proposed, focusing on electronic health records, notably 
involving hospitals, health services, general practitioners, pharmacies, health systems, 
and health information resources [2]. According to [19], ecosystems may increase the 
efficiency of, and innovation in, mHealth (e.g. disease prevention and management) 
by providing flexibility.  

In the domain of P2P applications, the BitTorrent ecosystem is one of the 
successful open internet applications in the present. Zhang et al. [21] crawled popular 
torrent-discovery sites than studied in-depth the Ecosystem’s tracker, peer, user 
behavior, and content landscapes. In the domain of digital museums, information and 
knowledge of museum artifacts have been digitally collected to construct the 
ecosystem of the virtual museum [12]. Additionally it encourages sustainable user 
participant by containing a wiki component, where the ecosystem enables the creation 
of user-defined perspectives with semantic theme. 

All these ecosystems could be merged into a universal digital ecosystem [2], in the 
same sense that our natural ecosystems can be merged into an Earth ecosystem. 
Conversely, many digital ecosystems could be split into lower-level ecosystems; for 
example, a digital ecosystem may be split into a digital dental ecosystem, a digital 
physiotherapy ecosystem, a digital surgery ecosystem, and so on [2].  
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4   Discussion 

Considering u-Content and its characteristics, the existing ecosystems have strong 
limitations linked to contents manipulation, privacy, standards, user participation, and 
management.  

Contents are still difficult to manipulate, notably because of structures (e.g. file 
formats) are not organized to allow innovations and because semantic information is 
missing. However, solutions can be integrated in ecosystems. For example, to 
facilitate pervasive video editing, Paluska et al. [22] proposed the concept of chunk: a 
“typed, ordered, fixed-size array of fixed-size slots” with slots holding scalar data and 
linking to another chunk. ChunkStream demonstrated adaptations to local constraints 
[22]: bandwidth using a search tree, and screen sizes using several fidelity levels. 
These chunks can be generalized to other types of applications and contents. 
Regarding semantic information, many types of contents lack semantics, techniques 
to provide semantics, and tools to enable interoperability; for instance 3D media [23], 
sounds and smells. For u-Content manipulation within the ecosystem, representations 
of u-Reality, u-Intelligence, and u-Mobility need to be formally defined. Metadata 
that describe u-Content can be further utilized in means of context-aware 
manipulation for filtering and recommendation. With this support, u-Content can be 
updated and modified by multiple users and enriched collectively by users as well as 
between interactions of u-Contents.      

u-Content may be particularly constrained legally because, by their nature, they 
heighten privacy threats. For example, Europe's rights commissioner discussed in 
2010 a legal "right to be forgotten" online (correction, withdrawal, deletion of 
contents) that may be included in a soon-to-come update of the EU data protection 
rules [24]. Existing ecosystems do not particularly facilitate contents removal. 
Ecosystem features that regulate what to share, how to share, who gets the 
right/ownership and granting accessibility of who can view, edit and publish need to 
be included in u-Content ecosystem. 

Ecosystems typically lack standardized formats and (high capacity, quality) 
infrastructures to share contents, which is particularly true for health services [2]. This 
is also true for u-Content but the difference is that u-Contents are just emerging: now 
is the best moment to establish standards, now that we can see what u-Content should 
be, and before specific solutions become de facto standards. Such activities are 
currently taking place in u-Content [7] and mixed reality content representation [25].  

User participation is an important feature missing in usual digital ecosystems. A 
user may stop providing contents or feedback if her costs and expectations exceed her 
benefits. For participatory sensing, costs include bandwidth, CPU and energy 
consumption as well as privacy [8]. For user participation, Lee et al. [8] proposed a 
Reverse Auction based Dynamic Price incentive mechanism with Virtual 
Participation Credit, maintaining a sufficient number of users providing 
environmental data while lowering costs to purchasers. Provision of incentives to 
users as well as providing gaming and engaging experiences should also be included 
in u-Content ecosystem.  

Finally, we lack efficient techniques to manage distributed online evolution [10], 
suitable ways to measure fitness in a distributed way with noise [10], suitable metrics 
to assess robustness and resilience in autonomic complex systems [10], guidance for 



 Foundation of a New Digital Ecosystem for u-Content: Needs, Definition, and Design 385 

diagnosing e.g. simulations to test ecosystems and security assessments. Villalba et al. 
[3] even points out that we ignore what the threats are in a digital ecosystem.  

Considering the properties we wish to imbue, and the limitations noted so far, it 
appears that inventing one or several appropriate frameworks will require direct 
hands-on experience.  

5   Conclusion 

In this paper, we analyzed digital ecosystems to demonstrate the need for a new 
digital ecosystem, oriented towards contents for ubiquitous virtual reality. We 
surveyed the digital ecosystems and defined a new type of content ecosystem (u-
Content ecosystem). Through this paper, we consolidated information from diverse 
sources, providing a consistent bibliography from fields such as information systems, 
human-computer interaction, and the semantic web. Based on the results of our 
analysis, we showed that our proposed ecosystem surpasses the existing ecosystems 
for U-VR applications and contents. We expect our proposal to lead to self-emergence 
at both the micro (better contents and more interesting links between contents) and 
macro (prosumers) levels. 

References 

1. Wikipedia, http://en.wikipedia.org/wiki/Ecosystem  
2. Hadzic, M., Chang, E.: Application of Digital Ecosystem Design Methodology Within the 

Health Domain. IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems 
and Humans 40(4), 779–788 (2010) 

3. Villalba, C., Mamei, M., Zambonelli, F.: A self-organizing architecture for pervasive 
ecosystems. In: Weyns, D., Malek, S., de Lemos, R., Andersson, J. (eds.) SOAR 2009. 
LNCS, vol. 6090, pp. 275–300. Springer, Heidelberg (2010) 

4. Dong, H., Hussain, F.K., Chang, E.: Semantic Service Retrieval and QoS Measurement in 
the Digital Ecosystem Environment. In: International Conference on Complex, Intelligent 
and Software Intensive Systems (CISIS), pp. 153–160 (2010) 

5. Pfeifer, T., Malone, P.: Digital Ecosystem for Cross-domain Context Sensing and Tradinz. 
In: 32nd IEEE Conference on Local Computer Networks (LCN 2007), pp. 228–230 (2007) 

6. Xia, R., Rost, M., Holmquist, L.E.: Business Models in the Mobile Ecosystem. In: 2010 
Nineth International Conference on Mobile Business / 2010 Ninth Global Mobility 
Roundtable, pp. 1–8 (2010) 

7. Kim, K., Han, J., Kang, C., Woo, W.: Visualization and Management of u-Contents for 
Ubiquitous VR. In: The 14th International Conference on Human-Computer Interaction 
(2011) (to be published) 

8. Lee, Y., Oh, S., Shin, C., Woo, W.: Ubiquitous Virtual Reality and Its Key Dimension. In: 
International Workshop on Ubiquitous Virtual Reality, pp. 5–8 (2009) 

9. Tkalčič, M., Burnik, U., Košir, A.: Using Affective Parameters in a Content-based 
Recommender System for Images. User Modeling and User-Adapted Interaction 20(4), 
279–311 (2010) 

10. Carreras, I., Miorandi, D., Saint-Paul, R., Chlamtac, I.: Bottom-Up Design Patterns and the 
Energy Web. IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems and 
Humans 40(4), 815–824 (2010) 



386 Y. Oh et al. 

11. Di Ferdinando, A., Rosi, A., Lent, R., Manzalini, A., Zambonelli, F.: MyAds: A System 
for Adaptive Pervasive Advertisements. Pervasive and Mobile Computing 5(5), 385–401 
(2009) 

12. Eklund, P., Wray, T., Goodall, P., Bunt, B., Lawson, A., Christidis, L., Daniels, V., Van 
Olffen, M.: Designing the Digital Ecosystem of the Virtual Museum of the Pacific. In: 3rd 
IEEE International Conference on Digital Ecosystems and Technologies, pp. 805–811 
(2009) 

13. Wagner, C., Liu, L., Schneider, C., Prasarnphanich, P., Chen, Huaping.: Creating a 
Successful Professional Virtual Community: A Sustainable Digital Ecosystem for Idea 
Sharing. In: Digital Ecosystems and Technologies (DEST 2009), pp. 163–167 (2009) 

14. Liu, M., Koskela, T., Ylianttila, M.: Constructing a Robust Overlay for Digital 
Ecosystems. In: Digital Ecosystems and Technologies (DEST 2009), pp. 430–435 (2009) 

15. Boley, H., Chang, E.: Digital Ecosystems: Principles and Semantics. In: Digital 
Ecosystems and Technologies (DEST 2007), pp. 398–403 (2007) 

16. Briscoe, G.: Creating a Digital Ecosystem: Service-Oriented Architectures with 
Distributed Evolutionary Computing. In: Java One Conf., p. 0759 (2006) 

17. Begon, M., Harper, J., Townsend, C.: Ecology: Individuals, Populations and Communities. 
Blackwell Publishing, Malden (1996) 

18. Nachira, F., Dini, P., Nicolai, A., Le Louarn, M., Rivera Lèon, L.: Digital Business 
Ecosystems. The European Commission (2007) 

19. Estrin, D., Sim, I.: Open mHealth Architecture: An Engine for Health Care Innovation. 
Science 330(6005), 759–760 (2010) 

20. Yang, S., Jin, J., Parag, J., Liu, S.: Contextual advertising for web article printing. In: The 
10th ACM Symposium on Document Engineering (DocEng 2010), pp. 195–198 (2010) 

21. Zhang, C., Dunghel, P., Wu, D., Ross, K.W.: Unraveling the BitTorrent Ecosystem. IEEE 
Transactions on Parallel and Distributed Systems (2010); Online published 
(10.1109/TPDS.2010.123) 

22. Paluska, J., Pham, H., Ward, S.: ChunkStream: Interactive Streaming of Structured Data. 
Pervasive and Mobile Computing 6(6), 607–622 (2010) 

23. Spagnuolo, M., Falcidieno, B.: 3D Media and the Semantic Web. IEEE Intelligent 
Systems 24(2), 90–96 (2009) 

24. Waterfield, B.: Right to be forgotten. The Telegraph (2011) 
25. Kim, H., Yoon, H., Choi, A., Baek, W., Lee, I., Kim, D., Woo, W.: Data Markup 

Representation for Mixed Reality Contents. In: International AR Standards Meeting 2011 
(2011) 



R. Shumaker (Ed.): Virtual and Mixed Reality, Part II, HCII 2011, LNCS 6774, pp. 387–396, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Semantic Web-Techniques and Software Agents for the 
Automatic Integration of Virtual Prototypes  

Rafael Radkowski1 and Florian Weidemann2 

1 Heinz Nixdorf Institute, Fürstenallee 11, 33102 Paderborn, Germany 
2 University of Paderborn, Warburger Straße 100, 33100 Paderborn, Germany 

rafael.radkowski@hni.uni-paderborn.de, fweidema@uni-paderborn.de  

Abstract. A virtual prototype is a computer internal representation of a real 
prototype. It is composited by a set of different aspect models. A common 
technique to analyze a virtual prototype is the usage of virtual reality 
applications. However, this requires a composition of different aspect models 
and their integration into a virtual environment. In this paper, an agent-based 
technique is presented, which facilitates this automatic integration of different 
aspect models. The Resource Description Framework is utilized to annotate the 
aspect models. A software agent compares the annotations of different models. 
By this it identifies similar models. A software prototype has been created that 
shows the usefulness of the approach.  

1   Introduction 

A virtual prototype (VP) is the computer internal representation of a real prototype or 
product [1]. It is based on the digital mock-up (DMU). The DMU represents the shape 
and the structure of the product. Two types of models are the origin of the DMU: 3D-
CAD models and the logical structure of the product. The VP extends the DMU by 
further aspects. Aspects like the kinematic, dynamic, tension or information 
processing. A computer-internal model represents each of these aspects [2]. 

For the analysis of VPs the technology virtual reality (VR) and VR-applications are 
utilized commonly. VR displaces the user into a three-dimensional, computer-
generated virtual environment (VE) [3]. To analyze a virtual prototype in the VE, the 
VP is integrated as a 3D model. Aspects like the kinematic behavior, tensions, etc. are 
calculated using simulation software. The results of these calculations also have to be 
integrated into the VE and to be combined with a certain VP. Therefore, it is 
necessary to combine different models, which represent the different aspects of a VP. 
The relations between the aspect models have to be identified, the data has to be 
specified that describe these relations, and finally everything have to be implemented. 
Today, different engineers do this integration manually, supported by several 
graphical interfaces that visualize the relations. 

However, the manual integration is error-prone and time-consuming. The 
engineers have to know very well the meaning of different models. This is difficult 
when they do not know these models or use black-box models. Furthermore, the 
manual integration is labor consuming. Meanwhile, the engineers cannot focus on 
their intrinsic engineering tasks.   
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To face this problem, the Collaborative Research Center (CRC) 614 “Self-optimizing 
Concepts and Structures for Mechanical Engineering” follows a novel approach: Aspect 
models of VPs are annotated by techniques commonly used in the field of the semantic 
web. Software agents use these annotations in order to composite VPs autonomously 
and finally, they integrate them into a VE.  

This paper is structured as following: The next section introduces some related 
work. The concept is explained in section three. Then an application example is 
presented. The paper closes with a summary and an outlook.  

2   Related Work 

The related work is separated into two sections. First the related work in the field of 
software agents supported engineering is reviewed. The second part introduces the 
utilization of the Resource Description Framework (RDF) to model technical systems.  

In engineering, software agents are utilized in many different application fields. 
Mainly agents are used to support the design process by making decisions, which are 
based on a large amount of data. Mendez et al. describe an agent-based software 
architecture for agents in virtual environments [4]. They introduce the concept of 
expert agents. Expert agents are software agents with an expert knowledge in a 
specific technical domain. Based on this knowledge, the expert agent is capable to 
find a solution to solve a specific problem. This paper introduces a similar idea. 
However, their desired tasks are training tasks. Galea et al. present a framework for an 
intelligent design tool that assists a designer while working on micro-scale 
components [5]. They do not label their framework as software agent, but they use a 
similar artificial intelligence technique to model the knowledge and the reasoning 
system. Multi-agent systems have also been used to support engineers in time-critical 
tasks [6]. An agent aggregates relevant information from other agents that represent 
different members of an engineering team. Thus, an engineer gets the right 
information at the right time. Baolu et al. propose the so-called Multi-Agent 
Cooperative Model (MACM) [7]. It is a product design system that allows an easy 
access to similar data of different products. The system facilitates the product design 
and manages product data.  With its aid the product design cycle will be shortened. 
Geiger et al. introduce the agent modeling language SAM (Solid Agents in Motion), a 
language to describe 3D models in virtual environments and their behavior. This work 
is similar to our approach. However, the agents generate rule-based animations to 
explain the kinematic behavior [8].  

Some researchers have already used RDF and the related reasoning mechanism for 
the engineering of technical systems. For instance, Bludau and Welp have developed 
a framework, which supports engineers during the development of mechatronic 
systems [9]. Their framework searches for active principles and solution elements, 
which meet a given specification. Restrepo uses Semantic Web (SW) techniques to 
search for design solutions for a given problem [10]. He has developed a database, 
which contains different design solutions; every solution is annotated by RDF. A  
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reasoning mechanism searches for solutions, which meets the given design problem. 
Ding et al. use XML-based annotations to annotate CAD models with design 
constrains, goals, relationships, and bounds [11]. They mainly annotate geometric, 
topological and kinematic properties of a given design. Their approach can be utilized 
to find an optimal design solution during the product development process. The 
authors use XML as notation basis, but their notation is similar to a RDF notation. 
Ding et al. developed an XML-based product representation that allows an annotation 
of geometrical properties, too [12]. For further information, Li et al. present a 
classification of different annotation approaches [13].  

In summary, the work supports the importance of software agents and annotation 
techniques in engineering design.   

3   Concept for the Automatic Integration of Virtual Prototypes 

Fig 1 shows an overview of the concept. On the bottom of the figure, the grey circle 
indicates the virtual environment. The boxes inside the virtual environment symbolize 
the VPs. A software agent represents each VP.  

 

Fig. 1. Overview of the concept 

In this example, a VP includes two models: a 3D model and a behavior model. 
Both models are shown on top of the figure. Left, the 3D model, the behavior model 
on the right. In this case it is a screenshot of Matlab/Simulink. The application  
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contains and processes a model that simulates the behavior. Both models are 
annotated. Therefore, an RDF-notation is utilized; the annotations describe the 
purpose of the models. Normally, more than two aspect models (3D model, behavior) 
and one VP are used. The small example should facilitate the understanding of the 
concept. 

Objective of the software agent is to combine both aspect models (3D model, 
behavior) to one virtual prototype and to integrate them into the VE. In order to 
realize this a VP-template exits inside the virtual environment. The task of the agent is 
to integrate the aspect models into that template. It proceeds as following: The first 
step is an initialization by a user (1). Normally, the user specifies one model (3D 
model or behavior model) as origin. The objective of the agent is to identify the other 
models and to integrate them into the template of the VP. Therefore, it searches for 
every available model. A service directory of the agent platform references them. The 
annotation of every available model is read (2). The agent compares the RDF model 
of the 3D model with the RDF model of the behavior model (3). A set of production 
rules is used for this task. If two models pass the production rules, the agent assumes 
them as similar.  

Then the 3D model is integrated into the VE by loading the model and including it 
into an internal data model (4). The behavior model cannot be included by loading. 
Normally, its processing would exceed the resources of every computer very fast. The 
behavior model is executed on a different computer system. However, only the results 
of the simulation are necessary for an analysis of the VP. Therefore, the results need 
to be transmitted to the VP. A communication server (CS) is used for that purpose. It 
manages the communication between the simulation software and the VP/VE. The 
task of the agent is to establish the communication between the behavior model and 
the 3D model. Therefore, the agent has to configure this communication server (5).   

3.1   Semantic Annotations with the Resource Description Framework 

The Resource Description Framework (RDF) is a description language, which is used 
to annotate the content of a web page in the context of the Semantic Web [14]; it is a 
syntax for meta data of a web page. The underlying model is based on a directed 
graph. The nodes of the graph are denoted as resources, the edges are denoted as 
properties. The idea of RDF is to describe complex facts by a network of simple RDF 
statements. A RDF statement consists of a subject, a predicate and an object.  

In our concept the semantic annotation with RDF describes the purpose of each 
model. The challenge during the generation of the annotation has been to figure out 
the elements of a certain model, which need to be annotated in order to describe the 
purpose of a model and finally to facilitate the automatic integration of the model. We 
have specified models for following aspects of a VP: shape (3D model), behavior, 
functions, and activates. In the following the annotation of a 3D-model is explained 
by an example. Fig 2 shows a 3D model of a shock absorber and its annotated items. 
The symbols in the figure show a graphical representation of an RDF-based semantic 
annotation.  
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Fig. 2. Example of the semantic annotation of a 3D model 

Four items of a 3D model has to be annotated: the entire part, the active surfaces, 
the sub-parts and the active directions: 

• Entire part (1): The resource is linked to the variable, which represents the model, 
normally a file. In this example, the name of the model is model_shock_absorber. 
The variable is annotated by the predicate element. To describe the element, a 
literal is used. In this example it describes the part as “shock absorber in front left”.   

• Active surface (2): The active surfaces of a component are the surfaces, which 
fulfill the functions of this component [15]. The resource is linked to the variable 
in the data structure of the 3D model, which represents the active surface. In the 
example, the name of the variable is element_surface_cly. As predicate the word 
active_surface_2D is used. This predicate specifies the item as active surface.  

• Active part (3): This type of part is moving to cause an effect of the entire model. 
The resource refers to the variable, which describes the main part in the data 
structure of a 3D model; here it is the entire pisiton. The word has_moving_part is 
used as RDF predicate to annotate the sub-part, which describes the part in the 
structure of the entire 3D model; the variables name is part_piston. Furthermore, to 
describe this active part, a predicate is_active_part is used. It facilitates the 
annotation with a literal. In this case the literal contains: “Part of the shock 
absorber, which is moving.” 

• Active direction (4): The fourth annotated type of item is the active direction. 
According to Pahl/Beitz [15] the active direction describes the direction, into 
which a function of a component effects. In figure 2, the piston of the shock 
absorber is the active part, which active direction should be described. The variable 
global_coord_system_z describes the coordinate system; it describes the direction 
of moving. It is attached to the resource part_piston by the predicate 
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has_active_direction.  In addition, the resource global_coord_system_z needs to be 
annotated with a human understandable literal. In the example, the literal says 
“Moving direction of the piston”. It is attached to the resource by the predicate 
translation.  

The entire description shows one example only. The example should give an 
impression, how the semantic annotation with RDF is working and which elements of 
a 3D model are necessary in order to describe the purpose and functionality of a 3D 
model in a natural way (literals). Altogether 36 RDF keywords were defined to 
describe the active surfaces and directions as well as the parts / sub-parts of an 
assembly. Further details of the model are explained in [16]. 

3.2   Software Agent Reasoning 

The software agent has two major tasks: First, it has to find similar aspect models and 
second it has to establish the communication and the exchange of data between 
different software tools. In the following the reasoning mechanism is described. Fig 3 
shows the principle by an example. 

 

Fig. 3. Schematic overview of the reasoning by an example 

On the left side of the figure a 3D model of a mobile robot is visualized, on the 
right side the behavior model of the robot is indicated. Both models are annotated 
using an RDF notation; the figure shows a part of the RDF description only.  The 
mobile robot is the so-called BeBot, which is under development at the Heinz Nixdorf 
Institute. The BeBot is an autonomous driving robot; it can fulfill different tasks in a 
team. To get a VP of the BeBot the variables of the behavior model need to be linked 
with the related variables of the 3D model. In this example the variable speed is 
shown in the figure.  
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The reasoning mechanism identifies variables that are related to each other. In 
general the software agent compares the RDF models, two at the same time, and 
converts the results of the comparison into a numerical value. This numerical value 
expresses the similarity of two models respectively their variables. The comparison is 
based on production rules. Each production rule has the form: 

IF (Condition C1 & Condition B1 &… & Condition Cn & Condition Bm)  
THEN A1; …; Ao 

(1) 

Conditions of type C are predicates of the 3D model, conditions of type B are 
predicates of the behavior model. By these production rules a set of corresponding 
predicates is identified. As corresponding predicates each pair of predicates is defined, 
which describes the same meaning of an item. For instance, condition C states translation 
& cal (calculate) and condition B states output & velocity are defined as corresponding 
predicates; they result in an output A = 1. Otherwise they result in an output A = 0.  The 
result of this calculation is weighted by a weight value g:  

Ao = A g + E (2) 

The value g indicates the importance of a production rule. The term E is an offset. 
It is calculated by a comparison of the literals of each pair of corresponding 
predicates. This is done by a statistical phrase analysis (for further details [16]). The 
results of every production rule are described as a vector: 

Asimilar = {A1, A2, … , Ao} (3) 

This vector is a rating scale for the quality of the similarity in a certain task.  
After the vector is determined the agent ranges all results Asimilar,i, where the index i 

refers to a certain production rule of two compared models. A statistical method is 
used for this comparison, the so-called squared ranking. This method calculates a 
likelihood value p(i) for each corresponding pair of predicates: 

p( j) =
1

size
⋅ Emax − Emax − Emin( )⋅ (Rsimilar, j −1)2

size −1

⎛ 

⎝ 
⎜ 

⎞

⎠
⎟ 

 

(4) 

With two rating values Emax and Emin. These values express the estimated amount of 
minimal and maximal corresponding predicates, respectively the number of possible 
relations. The equation assigns a numerical value to each production rule and 
expresses the fulfilled rules by a numerical value. A high value indicates the 
similarity of the compared variables.   

The agent links all data, whose value p(j) exceeds a threshold pthreshold.:  

p(i) > pthreshold 

At this time the threshold is determined empirically. After this decision, the agent 
establishes the communication between the behavior model and the 3D model. 
Further information about the communication infrastructure and the behave of the 
agent inside the virtual environment has been presented in [17].  
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4   Application Example 

To test the entire concept a software prototype has be developed and the described 
concept has been realized and integrated into this application. The software prototype 
consists of four components: The first component, a virtual environment is based on 
OpenSceneGraph (www.openscengraph.org), an open source scenegraph library for the 
development of 3D graphic applications.  The second component is a simulation for 
mobile robots. This simulation is carried out with Open Steer (http://opensteer. 
sourceforge.net/), an open source software library. The third component is JADE (Java 
Agent DEvelopment Framework). JADE is a software framework that facilitates the 
implementation of multi-agent systems through a middleware that complies with the 
FIPA (Foundation for Intelligent Physical Agents) specifications, a standard specification 
for software agents. The fourth component is a communication server. It realizes the 
exchange of data between the three components, mentioned before. The technical aspects 
of the server are described in [17].  

A test application has been developed to analyze the usefulness of the developed 
models and the production rules. Objective has been to find out whether the discussed 
way facilitates integration of two models to one virtual prototype. Therefore, a 
Capture-the-Flag (CtF) application has been used. Originally CtF is a game where a 
hunter needs to capture a flag, the other players chase the hunter and try to prevent 
him from capturing the flag. In our case the players are the BeBots; one is the hunter, 
the other try to chase it. The BeBots operate autonomously without any interaction by 
a user. Figure 4 shows two screenshots of the application. The left figure shows an 
overview of the virtual environment. The flag stands in the middle of the 
environment. Spheres are placed as obstacles. The BeBots need to avoid them. The 
right figure shows a detailed view to the scene. The BeBot with the yellow diamond 
on top is the hunter and tries to capture the flag. 

 

Fig. 4. Overview of the application (left), the architecture of the application (right) 

Each robot is represented by a 3D model and a behavior model. Both models have 
been annotated by the RDF notation [16]. The annotation of the 3D model describes 
the input variables to set the position and direction of a robot as well as a state 
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diagram to visualize its current state. The behavior model provides the position and 
direction of each robot. Both applications (VE and behavior) need to be linked by the 
agent respectively the agent has to identify the variables and to link them. 

In summary the agent has been able to realize the communication between both 
models / applications utilizing the RDF-based annotations of both models. The 
desired application could be realized, without any need for a user to describe the 
communication manually.  

5   Conclusion and Outlook 

This paper introduces software agents that facilitate the automatic integration of 
different aspects model of virtual prototypes. The aspect models become annotated by 
and RDF-notation. The notations of two models are processed and a vector is 
determined that expresses the similarity of two models. The concept has been tested. 
Therefore, an application has been developed that includes different mobile robots. 
Task of the agent has been to integrate the models into a template of a virtual 
prototype. The results show us that the concept can be utilized for the desired task. 
The results are a first step, but two things could be shown by this work: 

First, a RDF description for the different aspect models is the right way to annotate 
the different models. The resources and properties of the developed RDF notation 
facilitate the computer-internal annotation of the task, the visualization, and the 
functions. They can be used as meta data for these aspects. 

Second, software agents are a suitable solution to structure the software for the 
desired task. The agent communication allows the loading of different RDF notation. 
Furthermore, production rules can be utilized as internal agent model, as knowledge 
base, that drives the decision.  

In summary the approach works well, when two models are used that represent 
different aspects (shape, behavior) of an equal technical system like the BeBot.  

Altogether the results are a good starting point for further research. Until now, the 
carried out tests show us the usefulness of the concept at separated applications. The 
concept has not been generalized. In order to generalize it, a common set of 
production rules needs to be identified. For this purpose, we will perform a study 
utilizing different application examples with different VPs. On this basis a common 
set of production rules will be developed.  
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Abstract. The current challenges in manufacturing engineering are the 
integration of the product/process/factory worlds (data and tools) and the 
synchronization of their lifecycles. Major ICT players already offer all-
comprehensive Product Lifecycle Management suites supporting most of the 
processes. However, they do not offer all the required functionalities and they 
lack of interoperability. An answer will be given by the development of a 
Virtual Factory Framework (VFF): an integrated virtual environment that 
supports factory processes along all the phases of its lifecycle. This paper will 
focus on the Virtual Factory Manager (VFM) that acts as a server supporting 
the I/O communications within the framework for the software tools needing to 
access its data repository. The VFM will ensure data consistency and avoid data 
loss or corruption while different modules access/modify partial areas of the 
data repository at different times. Finally, an industrial case study will show the 
potentiality of the VFM. 

Keywords: Virtual Factory, Interoperability, Reference Model. 

1   Introduction 

Manufacturing has to cope with a complex and evolving market environment. While 
the world crisis breaks the balance between demand and production, the global market 
pushes for a continuous change. Several critical aspects related to the rapid 
prototyping of factories have to be addressed. It is critical to provide sufficient 
product variety to meet customer requirements, business needs and technical 
advancements [1], while maintaining economies of scale and scope within the 
manufacturing processes [2]. Therefore, the current challenge in manufacturing 
engineering consists in the innovative integration of the product, process and factory 
worlds and the related data, aiming at synchronizing their lifecycles [3]. This 
synchronization can be empowered by digital technologies, as it is shown both by 
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industrial practice and academic scientific research. Indeed, the topic of Digital and 
Virtual Factory [4, 5, 6, 7] have been addressed by several research projects, such as 
METNET, SPAS, MANUVAR, EMI, EMERALS [8], VFTS [9], IRMA, DiFac [10] 
and Dorothy [11]. The Virtual Factory (VF) paradigm can assist a production 
environment by addressing various key issues like: (1) reduction of production times 
and material waste thanks to the analysis of virtual mock-ups, (2) development of a 
knowledge repository where people can find stored information in different versions, 
with both advisory role and support to the generation of new knowledge, (3) 
improvement of workers efficiency and safety through training and learning on virtual 
production systems, (4) creation of a collaboration network among people 
concurrently working on the same project in different places. 

The complexity of the problem calls for support tools to effectively address all the 
phases of the factory lifecycle. Indeed, the ICT players (e.g. Siemens PLM, PTC and 
Dassault Systèmes) already offer all-comprehensive suites containing software tools 
that have been developed or acquired in the recent years. These tools deal with most 
of the factory planning, design and deployment phases. However, the current 
approaches still do not meet the demands of the industry and fail to provide all the 
required functionalities. One of the reason is the lack of interoperability. Moreover, 
Small and Medium Enterprises cannot afford the present expensive PLM software 
suites.  

The previous analyses highlight the need of a novel framework for the VF enabling 
a step forward in the state of the art, by describing the factory as a whole consisting of 
processes, dependencies and interrelations, data and material flows [12]. This 
framework should guarantee the democratization of industrial systems for simulation 
and analysis, by reducing the total cost of ownership of a holistic virtual 
representation of the factory. In particular, the following aspects of democratization 
need to be properly addressed: 

1. Decrease of the investment and operating costs that are currently associated with 
the commercial all-comprehensive software suites. 

2. Wider range of users. The functionalities and usage of simulation and virtual 
factory technologies should be extended from the workstations/desktops of the 
engineers to the laptops of managers and marketing executives. 

3. Usage and management. Democratization also means giving engineers and field 
technicians the ability to take advantage of simulation and virtualization of 
processes without relying on dedicated specialists. 

This paper presents a framework for the VF that is carried out by the European 
project “Virtual Factory Framework” [13]. The framework is introduced in Section 2, 
whereas Section 3 focuses on the development of its main software components. 
Finally, Section 4 shows the results obtained with the first implemented prototypes. 

2   Virtual Factory Framework 

The Virtual Factory Framework (VFF) can be defined as “An integrated collaborative 
virtual environment aimed at facilitating the sharing of resources, manufacturing 
information and knowledge, while supporting the design and management of all the 
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factory entities, from a single product to networks of companies, along all the phases 
of the their lifecycles”. The VFF architecture (see Fig. 1) is based on four Pillars: (I) 
Reference Model, (II) Virtual Factory Manager, (III) Decoupled Functional Modules 
and (IV) Integration of Knowledge. The key characteristics of the pillars are 
openness, scalability and easiness to plugin the decoupled software tools, thus 
reducing the investment costs compared to “all-in-one” software suites. Moreover, the 
VFF aims at promoting major time and operating cost savings, while increasing the 
performance in the design, management, evaluation and reconfiguration of new or 
existing factories. 

IEP
(Information Exchange Platform)

Module 1 Existing
application Module NAdaptation

Module

Plug-in 1

Plug-in 2

Virtual Factory
Manager

VF Data Repository

Templates
and

Good Practice

Knowledge
Manager

GUI GUI GUI

 

Fig. 1. Virtual Factory Framework architecture 

The Reference Model establishes a coherent standard extensible Virtual Factory 
Data Model for the common representation of factory objects related to production 
systems, resources, processes and products. The common data model can be 
considered as the shared meta-language providing a common definition of the data 
that will be governed by the Virtual Factory Manager (Pillar II) and used and updated 
by the Decoupled Functional Modules (Pillar III). Since the VFF has to deal with the 
interactions between several activities, it is necessary to take care of data evolution 
along the factory lifecycle phases as well. 

The Virtual Factory Manager (VFM) is the core of the VFF and handles the 
common space of abstract objects representing the factory as defined by the common 
data model (Pillar I). The VFM orchestrates the decoupled functional modules and 
provides a controlled access to the different virtual factory instances. Considering the 
characteristics of the data model and the need to interface several decoupled modules, 
the structure of the VFM has been designed by adopting star network architecture as 
shown in Fig. 1. Next section will delve into the structure of the VFM by presenting 
its main characteristics and the development of the first prototype. 

The Decoupled Functional Modules (named VF modules) are the software tools 
that implement the various methods and services to support the activities related to 
factory design, performance evaluation, management, production monitoring, etc. The 
VF modules can be located on a remote workstation or on the server where the VFM 
resides. Considering the scope of the VFF approach, the VF modules can be grouped 
into categories. For each category, different solutions can be adopted according to the 
specific needs and the availability of commercial applications. The integration of VF 
modules endowed with different functionalities and level of detail but insisting on the 
same factory representation will offer the possibility to reach a wide range of users. 
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Integration of Knowledge aims at supporting the modeling of complex systems and 
providing greater comprehension of the business processes. The Knowledge Manager 
(see Fig. 1) is responsible of the knowledge repository that is designed according to 
an ontology-based approach. A knowledge association engine will extract the 
knowledge from the repository by means of rule-based mechanisms and case-based 
reasoning techniques. The exploitation of embedded and constantly growing 
knowledge presented as good practice and templates (i.e. toolsets of pre-dealt 
problems) will enable the engineers to easily use and manage the virtual factory 
without specific expertise or experience. 

3   Virtual Factory Manager 

This section presents the analysis of the requirements for the VFM (Sect. 3.1) and its 
proposed architecture (Sect. 3.2). Finally, the VFM prototype is described (Sect. 3.3). 

3.1   VFM Requirements 

The main goal of the VFM design and implementation consists in obtaining an open 
integration platform representing a common and shared communication layer between 
already existing and newly developed software tool to support the factory design and 
management. This final goal leads to the definition of several requirements: 

• Platform independent interfacing capabilities. The VF modules are software tools 
developed by different vendors/organizations, with different programming 
languages, operating systems and HW architectures. The VFM has to interface all 
of them by providing its services in an open and “proper” way.  

• Management of concurrent access and data consistency. Several software tools can 
access and/or modify partial areas of the factory data at different, and possibly 
overlapping, times. Therefore, the VFM is required to ensure that concurrent 
accesses occur without endangering the data integrity and slowing down the 
planning process to unacceptable levels. 

• Management of evolving Factory Data. The VFM has to provide functionalities for 
managing the evolution and revision of the data related to complex entities like 
production systems, processes and products. 

• Data safety must be ensured in case of hardware failures or user errors. 
• Addition of customized functionalities. Third party developers need an appropriate 

mechanism to enrich the set of functionalities provided by the VFM without 
impacting on its core. 

• Response time. The interaction between the VFM and the VF modules requires the 
support of communication mechanisms that are able to provide answers in an 
appropriate time frame. 

3.2   VFM Architecture 

The architecture of the VFM was designed to provide support to the required 
functionalities. Each solution implemented by the VFM is based on stable and  
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well-established technologies in order to obtain an overall system capable to respond 
to industrial needs of reliability. The resulting VFM architecture is shown in Fig. 2 as 
an UML component diagram.  

 

Fig. 2. UML component diagram of the VFM 

The VF Data Repository is the central data repository where all the shared data will 
be stored. The evolution of the factory data is managed by the Versioning System that 
organizes and updates the set of virtual factory instances. The Versioning System 
guarantees the data safety as well, since it allows restoring an older version at 
anytime, thus preventing data losses due to user errors. Moreover, rollback methods 
can be used in case of data inconsistencies due to broken connections or other factors, 
always ensuring data safety. 

The functionalities of the VFM are exposed as web services that have been 
identified as a suitable and widely adopted solution to guarantee platform 
independent interfacing capabilities. The Application Server provides the front end 
for the exposure of VFM functionalities and takes care for the information transport 
of the VFM. The Web Application Container is the component of the architecture that 
provides a platform for implementing and publishing VFM functionalities. 

The Information Exchanging Platform (IEP) is the main component of the VFM 
and provides VF modules and plugins with a high level access to the data stored in the 
VFM. It represents the preferred (even if not the only one) way to connect to the 
VFM, since it provides a complete set of methods for structured data retrieval and 
validation, data locking mechanism and factory version management. In particular, 
the locking mechanism helps to manage the concurrent access of the VF modules.  

A Plugin is a component that enables the VFM to be scalable by hosting server 
side third party software, thus adding customized functionalities. Server side software 
packages provide their own specific services interfacing the containing framework 
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that ensures local optimized access to the IEP and support to a container already 
configured for exposing methods as web services. 

The interaction between the VFM and the VF modules mainly consists in an 
exchange of data streams only after specific requests (e.g. download/upload of data, 
locking of data, etc.) are made by the VF module. This kind of interaction requires no 
“real-time” response from the VFM. Nevertheless, if some module has specific 
requirements on the type of interaction (e.g. for response time or for data encryption), 
the implementation of a server side plugin with a dedicated proprietary interface is 
always possible and supported by the VFM structure. 

3.3   VFM Prototype 

The implementation process of the VFM prototype was driven by the adoption of 
open source platforms while following the architecture in Fig. 2. This decision was 
taken to obtain a completely open solution that can be developed and maintained by 
different actors. Java was chosen as software platform because of the availability of 
high-level and reliable tools that enable the application in real industrial scenarios. 

The VF Data Repository was developed as a file system where all the data are 
stored on the server in form of files. The adoption of a file-based system instead of a 
Database Management System (DBMS) is justified by its flexibility and the 
possibility to apply a versioning system. Most of the data are stored in XML files [14] 
that can be validated by a set of XSD (XML Schema Definition) [15] files 
representing the the VF Data Model. Besides XML files, the file system can host files 
of any kind (e.g. binary files for graphical and geometric representations). 

The Versioning System was developed by adopting Subversion [16] that is a 
widespread open source version control system. Its original purpose is to maintain 
versions of software source code and text documents, but it can be used to track 
changes in any kind of file and it is suitable for the VFM needs since it is efficient 
when applied to text-based files as the XML files are. 

The Application Server was implemented as an Apache HTTP Server [17] that is 
an open source modular web server and one of the most deployed HTTP servers. 
Moreover, Apache is well known for being reliable and for supporting most of the 
programming languages and platforms. 

The Web Application Container was developed using Apache Tomcat [18] that is 
an open source project of the Apache Software Foundation. It powers several large-
scale and mission-critical web applications for a wide range of companies and 
organizations. Tomcat can be paired with “Tomcat mod” that is a supporting 
component required to forward the information received by the Apache Server to 
Tomcat, and then to the plugins. 

The IEP component was implemented as a Tomcat web application and its 
functionalities are exposed as a set of cross-platform web services based on SOAP 
(Simple Object Access Protocol) [19], thus enabling any VF module to use them. The 
IEP prototype provides both automated versioning and locking mechanisms to 
prevent data inconsistency thanks to “check-out” and “commit” operations. 
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4   Testing the VFM Prototype 

This section explores the potentiality of the VFF and in particular of the VFM by 
showing how different software tools can interoperate while addressing the same 
industrial problem. In particular, the test case is focused on the design of a factory 
layout for a Romanian company (Compa S.A.) playing in the automotive market. A 
reduced version of the final VF Data Model was developed as an XSD file and three 
software tools were deployed in the VFF as VF modules: GIOVE Virtual Factory 
[20], Factory Layout Planner [21], and 3DCreate by Visual Components Oy [22]. 

GIOVE Virtual Factory (GIOVE VF) is a virtual reality collaborative environment 
aimed at supporting the factory layout design. Machines, operators and other 
resources can be selected from a library and placed in the 3D scene of the virtual 
factory. The virtual environment can schematically display performance measures 
that are provided by simulators and/or monitoring tools. Thanks to its user-friendly 
interface, GIOVE VF enables the collaboration between managers, experts and also 
workers in an intuitive way. 

Factory Layout Planner (FLP) is a client/server application that enables the 
collaborative development of a factory layout thanks to three key features: the 3D 
visual editing of the layout, the possibility to act on the same layout in a distributed 
environment, the ability to perform Discrete Events Simulation (DES) on the layout. 
The collaboration on the layout can be both remote and local; the former allows user 
distributed all over the world to cooperate in the layout creation, the latter allows 
users to act on the same device at the same time on a common model. This 
functionality can be achieved thanks to the integration of multi-touch tables. 

3DCreate by Visual Components Oy performs material flow and robotic simulation 
on the same platform for simulation and visualization of complete manufacturing 
systems. 3D equipment models can be created with increasing level of details to a 
point where they represent real factory counterparts in look and behaviors. New 
factory layouts are created from a catalog by simply snapping equipment models 
together. The user can run simulations and perform a large number of general layout 
validations, like collision detection, resource utilizations, cycle times, etc. 

The interoperation between the previously described software tools represents an 
interesting test bed for validating the VFM concept because: 

• The tools were developed with different programming language and can operate on 
different OS and platforms, thus enabling the validation of the VFM “universality”: 
i.e. GIOVE VF was developed in C++, whereas FLP in Java. Visual Components, 
developed in C++, was connected to the VFM through Python. 

• The tools share some functionalities (e.g. visualization of a 3D factory layout), thus 
enabling a validation of the VFM functionalities. 

• The tools have complementary functionalities (e.g. navigation in a 3D 
environment, DES and kinematic simulation provided by GIOVE VF, FLP and 
Visual Components, respectively), thus showing the benefits of interoperability. 

During the test each software tool had a different user and was run on a different 
computer. The three software tools were connected to a server hosting the VFM and 
exposing its web services. The basic VFM functionalities were successfully tested 
since all the three VF modules could access the web services exposed by the VFM, 
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thus meeting the requirement of platform independent interfacing capabilities. The 
XML files in the VF Data Repository were correctly imported and interpreted by the 
three tools thanks to the common data model. Figure 3 shows how the three tools 
offer only a slightly different graphical representation of the same factory view. 

   
(a) (b) (c)  

Fig. 3. Same factory view offered by (a) GIOVE VF, (b) FLP and (c) Visual Components 

The interoperation between the VF modules was tested by incrementally modifying 
a factory layout in a collaborative way, starting from a simple layout and then 
gradually increasing its complexity by adding production resources and using 
functionalities provided by the VF modules. Every step was performed through a 
check-out/modify/commit cycle. The VF modules have to access the factory data in a 
selective way, leaving untouched data that the VF module does not use and/or is not 
capable of using. For example, after the GIOVE VF user created a draft factory layout 
(Fig. 4.a), the FLP user modified the layout by adding new machines and operators 
and creating connections between the resources (Fig. 4.b), so that a DES could be run 
afterwards. The modifications implemented by the FLP user were finally checked and 
correctly visualized by the GIOVE VF user, thus demonstrating how the VFM is able 
to meet the requirement of guaranteeing the data consistency across VF modules. 

  
(a) (b)  

Fig. 4. (a) The GIOVE VF user and (b) the FLP user modify the same factory layout 

Already existing factory instances can be used as a starting point to develop new 
layouts or when a stakeholder wants to evaluate “what if” scenarios without 
overwriting the existing data and upsetting the lifeline of a factory instance. A new 
instance can be created from an existing one at any stage of its lifeline thanks to the 
“branch-out” functionality provided by the IEP. For example, the Visual Components 
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user created a new factory instance starting from the version previously saved by the 
GIOVE VF user, thus showing how the VFM can manage evolving factory data. Then 
the Visual Components user modified the layout by adding a fence around the robot 
(Fig. 5.a) and checked potential collisions of the robot by means of a kinematics 
simulation (Fig. 5.b). Finally, the management of concurrent access was tested too. If 
a VF module tries to access a factory version that is currently locked by another user, 
then the request is denied and the factory data can be downloaded in read-only mode. 

  
(a) (b) 

Fig. 5. A Visual Components user (a) adds a fence to the layout and then (b) performs a 
kinematics simulation of the robot to detect possible collisions with the fence 

5   Conclusions 

The proposed framework and the VFM provide a concrete answer to the requirements 
of interoperability to address the product/process/factory lifecycle. The VFM 
prototype and the feasibility studies presented in this paper represent a first 
cornerstone for future developments. 

The use of XSD/XML has guaranteed to have a pre-defined syntactic structure for 
the data (XML) that can be validated according the XSD definitions. Moreover, 
XSD/XML represents an expressive technology where several default data-types can 
be extended and complex constraints and properties can be modeled. However, the 
complex processes associated with the virtual factory require also the support of 
knowledge and the characterization of data with their relations on a semantic level. 
This is hardly given by the current data representation based on XSD, since inter-
document references (cross-references) are poorly modeled, thus endangering the 
referential consistency and the management of distributed data. Therefore, the 
possibility to adopt an ontology-based representation of data and exploit the Semantic 
Web technologies for the VFM will be evaluated. 

In the coming months more complex industrial cases will be addressed and more 
software tools will be integrated to present a complete solution for the whole factory 
lifecycle. Finally, further functionalities will be added to the VFM.  
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Abstract. This paper describes the development of the FiveStar system that 
provides five senses stimulations to the participant for the creation of ultra-
realistic experiences. We performed an upgraded demonstration of the system 
to evaluate its individual technologies at Asiagraph 2010 in Tokyo. The content 
of the exhibit was the encounter with a yokai character that produces effects of 
extra-ordinary interaction between the participant and the imaginary characters. 
The experiences of participants were investigated as exploratory effort for the 
elucidation of this type of ultra-reality created in a fantasy world.  

Keywords: Multiple-modality, Interactive Experience, Augmented Reality, 
Ultra Reality. 

1   Introduction 

Recently, a three-dimensional (3D) display has attracted people's attention since many 
manufacturers announced that a stereoscopic TV set will be distributed worldwide in 
the year of 2010. Several 3D movies have already been released from the movie 
makers that intend to shift the 3D technology from a theme park to theaters in a city 
and then to a living room. The 3D visual experience provided in such a movie is much 
more sophisticated as a whole than those created in the past. It gives more augmented 
sensation of presence than 2D movies with improved high-density digital image 
generation. However, the presence we get in the real environment is not created only 
with visual information but with all the modalities that make our lives truly real. 

A new project on the development of a multimodal display has started in 2009 
under the administration of Tokyo Metropolitan University. The project aims to 
develop a new display system that presents ultra realistic sensation by providing cues 
to multiple modalities [1]. The display system is named ‘Five Senses Theater’ 
(FiveStar) since it is intended to produce controlled stimuli to all human sensors, the 
five senses except for the gustatory sensation. The FiveStar is an interactive display 
system for a single user of home theater size. A three-dimensional visual display, a 
spatial sound, a haptic/tactile display, a wind and scent display, and a vestibular 
display are involved in the FiveStar that is targeted to produce a futuristic integrated 
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ultra-reality [2] experience. To develop each component of the system properly, 
integration testbed contents were built first based on individual function arrangement 
with intuitive concept design. 

2   Five Senses Theater 

2.1   Basic Configuration 

Figure 1 shows a design sketch of the Five Senses Theater submitted as a proposal at 
the beginning of the project. This illustrates hardware elements that form the system 
with their input data and output targeted sensations. Users get multiple-modality 
stimulations simultaneously from the system. The system consists of a stereoscopic 
visual display, a 7.1 channel surround audio system, a tactile and force feedback 
display system, a wind and scent delivery system, and a vestibular body motion 
system. These subsystems are integrated to perform an interaction with a participant 
along with a particular experience scenario the participant immerses in. The system is 
intended for a personal use hypermedia unit in the near future. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. First design sketch of Five Senses Theater. This is intended to present a particular kind 
of ultra reality. Multiple-modality sensations are integrated to render alternative reality and 
communication. 

More specifically, the objective of the project is the development of core technology 
to build a platform for the five-sensory communication and five-sensory content 
experience. It aims to augment a uni-modal display device to an ultra-reality media with 
five-sensory presentation and interaction used in the communication. The target also 
includes the augmentation of rendering of experience of movies and video games. 

For the creation of the ultra reality on the display device, we focus more on 
psychological effects than the fidelity of each device that has often technical limitation at 
present relative to the quality of human senses. Thus, what is to be pursued here is the 
effective rendering for impressive experience in which the impressiveness and richness 
of experience are the principal points of evaluation. Therefore, the basic idea is that the 
ultra-reality is not the extension of high fidelity-oriented reality. Of course the quality of 
presentation of each system is the bottom line. However, the integration of presentations 
in modalities to the user's intention is the point of the system.  
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2.2   Conceptual Level of Development 

To tackle with the ultra-reality, we assumed a multilevel structure for the FiveStar design. 
Figure 2 shows the conceptual levels that have three levels, Scene level, 
Sensation/Manipulation level and Device level. Actual interactions are exchanged at the 
Device level between sensors and motors of both sides of the user and the FiveStar. In this 
bottom layer, only limited information can be exchanged due to the limited capability of 
the physical device. The information at the level is described based on physical quantity.  

The second level of Sensation and Manipulation level determines the range of 
device level to effectively produce the interaction performed by the user. The function 
of the second level is described by sensory information and motion input. The second 
level is designed to implement the upper level functions. The top level of Scene level 
handles the context to be exchanged through the FiveStar by the user. The scene is 
described at the cognitive and emotional points of views. We assume that the scene is 
rendered to best express or transfer the intention of the user. The five senses need to 
be integrated in this direction. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Conceptual levels of Five Senses Theater design principle. Devices are only used to 
fulfill cognitive/emotional requirements placed essentially by the user. 

2.3   Challenges and Trials 

Challenges are how effectively transmit the impressive and eloquent information based 
on the multiple-modality interface devices. The presentation needs to be optimized on the 
cognition and interpretation level. For this purpose, we consider that stimulation is 
presented rather approximately than physically precisely. Also the input motion is 
interpreted rather approximately than investigated very precisely. The coherence of the 
objectives and the sensorimotor information exchange should be maintained in the 
interaction design. A support mechanism might be installed to control consistency.  

For the embodiment of ultra-reality, we started investigation on the techniques to 
transmit reality more effectively than the usual approach that rebuilds the reality as it 
looks in the real world. The ultra-reality itself is an unestablished idea that will 
welcome an original proposal. We consider the ultra-reality has many aspects. Of 
course, it is more realistic than ever in a sense. But it is not necessarily higher 
definition reality than ever by higher resolution display. Probably, high resolution will 
not be solely sufficient for us. It is rather an issue of multiple-modality integration and 
rendition through the user's intention. 
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3   Prototype Exhibit at Asiagragh 2010 

The development of the each unit of every modality was focused so that the system 
could render a specific scene that worked as a bench mark of the whole system. The 
scenes were tested in technology exhibits where the prototype of FiveStar was first 
demonstrated in 2009 as an early stage evaluation of its element technology. Then, the 
prototype was improved and presented again as part of Asiagraph 20101 in Tokyo. 
The original exhibit was named ’Ultra-ordinary experience through five senses 
media.’ The content of the exhibit was an experience of a fantasy space: a participant 
who sat on the system was brown to an another dimension where a specter lived and 
casted evil magic particles to the participant. Then the system produced a multiple-
modality interaction to the participant. This is one of approaches to embody and 
investigate how we think the ultra reality is. The reality has a number of aspects to be 
expressed differently by a media. The content of this exhibit was a trial to render the 
reality at the view of an imaginary world.  

3.1   System Configuration 

Figure 3 shows the configuration of the system. The system consists of a haptic (tactile 
and force) system to present physical reaction of a particular event, a stereoscopic visual 
system to render the world and to show the image of a participant using a stereo camera. 
A 7.1 surround audio, an eight-channel wind scent source system, a compressed air jet 
system, tactile stimulators to the body on the chair, a 3D motion seat, and a 2D feet 
motion generator system were also installed in the system to create integrated stimuli to 
the participant. Figure 4 shows the FiveStar system overview at the exhibit. The system 
was assembled at the site of the ARTEC exhibit in Asiagraph. 

 

Fig. 3. System configuration of FiveStar exhibit in 2010 

                                                           
1 National Museum of emerging science and innovation in Tokyo. 
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3.2   Theme of Exhibit 

The theme of demonstration we created was a short-time encounter experience with 
the ‘Yokai’ which is a Japanese traditional specter. The scenario of this experience 
consists of three parts. First, the participant was brown by a wind caused by a fanciful 
creature from the site to an another world. Then evil specter appeared casting the 
magic particles from its mouth. The participant protects the particles of magic by 
holding a shield with an amulet called ‘ofuda’. After the participant received the 
magic particles sufficiently into the amulet, the participant could throw the amulet to 
the specter. When the amulet defeated the specter, it changed to a friendly character. 
Then the specter let the participant be back to the original world where the participant 
was sitting. Thus, a participant was able to experience and interact with an 
extraordinary world with multiple sensations.  

4   Displays of the System 

We built a personal interactive theater where the response from the simulated world 
was designed best to fit to the participant’s imagination of the story. This is a working 
prototype that we assume a personal use hypermedia unit for the future. Figure 4 
shows the system setup built at Asiagraph 2010.  

4.1   Haptic System for the Amulet (ofuda) 

The haptic system consists of a 3D force-feedback device which is called 
‘elePhantom’ and a six-channel tactile device (‘ofuda’ device). The haptic system is 
shown in Figure 5. A participant held the ofuda device that presented reaction force 
by the elePhantom at the hand and tactile sensation on the palm during the interaction 
with the VR space. 

 

Fig. 4. System overview of FiveStar exhibit in 2010 

The force feedback device (elePhantom) consists of four motors and strings 
connected to the ofuda device to suspend and pull it to add force vector to the hand of 
a participant. Figure 6 shows the ofuda device with tactile grip that installs six 
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vibrators which provides tactile feedback sensation at the palm. The three 
dimensional position of the ofuda device is measured by the length of strings and its 
rotation by a spatial sensor. (Patriot, Polhemus)  

In the course of the scenario of the VR space, the participant defended against the 
magic particles by a half-transparent shield with an amulet that is controlled by the 
ofuda device. The collision of particles caused force perturbation and impact and 
tactile stimulation on the device.  

Fig. 5. Force feedback device 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Tactile feedback (ofuda) device 

4.2   3D Motion Seat and 2D Feet Motion Generator System 

Somesthetic (bodily) sensation system consists of a 3-dof motion seat (Fig. 7, 3D 
Seat) and 2-dof feet motion system (Fig. 8, Copernicus). This system produces 
vestibular stimulation that changes the participant’s attitude (head position) in 
addition to the body posture change by the feet motion relative to the seat. The system 
generates both the changes in head position/orientation and in those of feet.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. 3D motion seat 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Drive mechanism of 
the 3D motion seat 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. 2D feet motion device 
(Copernicus) 
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The 3D motion seat shown in Fig. 7 consists of three electric linear actuators and a 
central cylinder (Fig. 8). The stroke of the actuator is 100 mm and its max velocity is 
200 mm/s. The possible motions are up-and-down, pitch, and roll motions. These 
motions are combined to generate multiple dof motions of the seat. The 2D feet 
motion device shown in Fig. 9 installs two motors that drive the top plate 100 mm to 
the x-y directions in a horizontal plane where the participant puts the feet.  

In the exhibition, the 3D seat and the feet device were driven simultaneously in 
accordance with the scenario to produce a whole body motion. 

4.3   Tactile Feedback of the Seat 

Tactile feedback was installed to work at the surface of the 3D motion seat (Fig. 10). 
The stimulator unit is a full-range speaker to create stimulations on the back and 
under the thigh of the seated participant to enhance the experience. Figure 10b shows 
two speakers installed in the bottom pad of the seat. Figure 10c shows six speakers in 
the back pad. These stimulators were driven so that the motion on the skin surface 
was properly created. In addition, the spatial sound of the particular scenario is 
mapped to enhance the effect of auditory information.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. a) Seat with tactile feedback, b) Stimulator units in the bottom pad, C) Six channel 
back vibrator unit 

4.4   Wind and Scent Display 

The stimulus of air flow to the face and upper body of a participant was controlled by 
eight wind fans (Figure 13). The fans were arranged in front of the participant with an 
appropriate interval to be able to change wind direction to his/her face. Eight to 
sixteen kinds of scent are able to be presented by the system. A scent of a scene is 
delivered by the compressed air that goes through one of the scent chambers which 
are filled with scent sources. The intensity of scent is determined flow volume by a 
valve control (Figure 15).  

In the two exhibits, a scent display played a very important role since the 
questionnaire collected from the participants who had experienced with the 
demonstration rated that the scent was the most impressive among modalities. 

(b) (a) (c) 
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Fig. 11. Wind device 

 
 
 
 
 
 
 

Fig. 12. Chamber and compressor 

 
 
 
 
 
 
 

Fig. 13. System summary of 
the Scent display 

4.5   Sound Presentation 

A 7.1-ch sound was created around the participant with eight speakers. The sound of 
magic particles that the evil specter casted was presented at the position of particle 
obtained from VR environment software. In addition, some pieces of BGM music to 
the theme were composed and effectively enhanced the reality of the story. 

4.6   Visual Presentation 

The VR environment of this exhibition was rendered stereoscopically with a VR 
software, OmegaSpace (Solidray Co., Ltd.) and a stereo projector (Sight3D). The last 
scene which returns to the National Museum of Emerging Science was expressed by 
displaying realtime 3D image of the participant capturing with the stereo camera. The 
image was projected by a 3D projector and seen with shutter glasses.  

5   Conclusion 

The first stage implementation of Five Senses Theater (FiveStar) was investigated 
through the exhibition of Asiagraph. The rendered fantasy world was a good example 
to clarify how the multiple modality presentation was integrated effectively from the 
view point of ultrareality creation. We will continue to develop basic elements for 
multiple-modality presentation to improve the FiveStar performance. The interaction 
among modalities to enhance the whole effect of expression for communication and 
authoring content will be principal issue to pursue in this project hereafter. 
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Abstract. In this paper, we discuss and investigate the advantages of an 
asynchronous display, called image queue, for foraging tasks with emphasis on 
Urban Search and Rescue. The image queue approach mines video data to 
present the operator with a relevant and comprehensive view of the 
environment, which helps the user to identify targets of interest such as injured 
victims. This approach allows operators to search through a large amount of 
data gathered by autonomous robot teams, and fills the gap for comprehensive 
and scalable displays to obtain a network-centric perspective for UGVs. It is 
found that the image queue reduces errors and operator’s workload comparing 
with the traditional synchronous display. Furthermore, it disentangles target 
detection from concurrent system operations and enables a call center approach 
to target detection. With such an approach, it could scale up to a larger multi-
robot systems gathering huge amounts of data with multiple operators. 

Keywords: Human-robot interaction, metrics, evaluation, multi-robot system, 
interface design, simulation. 

1   Introduction 

The task of interacting with multi-robot systems (MrS) especially large robot team 
presents unique challenges for the user interface designer, which is very different 
from the task of interacting with single or limited number of robots. Traditional 
graphical user interfaces and infrastructures have difficulties to interact with MrS. 
The core issue is one of scale: in a system of n robots, any task that has to be done to 
one robot must be done to the remaining n – 1 [1]. Interface for large robot team, 
should use an infrastructure that allows remote action management and centralized 
display of data. Many applications such as interplanetary construction, search and 
rescue in dangerous environments, or cooperating uninhabited aerial vehicles have 
been proposed for MrS. Controlling these robot teams has been a primary concern of 
many HRI researchers. These efforts have included theoretical and applied 
development of the Neglect Tolerance model and Fan-out model to characterize the 
control of independently operating robots [1, 2], predefined rules to coordinate 
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cooperating robots as in Playbook™ [3] and Machinetta [4], and techniques for 
influencing teams obeying biologically inspired control laws [5, 6, 7]. While our 
efforts to increase span of control over unmanned vehicle (UV) teams appear to be 
making progress, the asymmetry between what we can command and what we can 
comprehend is growing. Automation can reduce excessive demands for human input, 
but throttling the information being collected and returned is fraught with danger. A 
human is frequently included in the loop of a MrS expressly to monitor and interpret 
video being gathered by UVs. This can be a difficult task for even a single camera [8] 
and begins exceeding operator capability before reaching ten cameras [9, 10]. With 
increasing autonomy of robot teams and plans for biologically inspired swarms of 
much greater size the problem of absorbing and benefiting from their product seems 
even more pressing than learning how to command them.  

Foraging tasks, carried out with a large robot team, require an exploration that 
needs to be more than simply moving each robot to different locations in the 
environment. Acquiring a specific viewpoint of targets of interest, e.g. victims in a 
disaster scenario, is of greater concern and increasing the explored area is merely a 
means to this end. While a great deal of progress has been made for autonomous, 
exploration the identification of targets is still done by human operators who ensure 
that the area covered by robots has in fact been thoroughly searched for the desired 
targets. Without means to combine the data gathered by all robots the human operator 
is required to synchronously monitor their output, such as a video feed for each robot. 
This requirement and load on the human operator directly conflicts with other tasks, 
especially navigation which requires the camera to be pointed in the direction of 
travel in order to detect and avoid objects. The need to switch attention among robots 
will further increase the likelihood that a view containing a target will be missed. 
Earlier studies [11, 12] confirmed that search performance on these tasks is directly 
related to the frequency with which the operator shifts attention between robots, 
possibly due to targets missed in the video stream while servicing other robots.  

The problem addressed in this paper is the design of an asynchronous, scalable, 
and comprehensive display, without requiring a 3d reconstruction, to enable operators 
to detect relevant targets in environments that are being explored by large teams of 
UGVs. We will present one particular design for such a display and test it in the 
context of USAR with large robot teams with some degree of autonomy and 
supervised by a single operator.  

2   Asynchronous Imagery  

2.1   Pilot Studies  

An asynchronous display method can alleviate the concurrent load put on the human 
operator and disentangle the dependency of tasks that require the video feed. 
Furthermore, it can avoid attentive sampling among cameras by integrating multiple 
data streams into a comprehensive display. This in turn allows the addition of new 
data streams without increasing the complexity of the display itself. A first approach 
for an asynchronous display is explored in [13]. The method therein is motivated by 
asynchronous control techniques previously used in extraterrestrial NASA 
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applications. These are faced with limited bandwidth and communication lags due to 
large interplanetary distances. Such lags make a direct operation and viewing of all 
outputs impossible. Instead, the robot team is instructed to gather information only at 
specific locations in the form of panorama images from an omnidirectional overhead 
camera. The operator then searches through all panorama images and determines the 
location of specific targets. The approach was tested in experiments which compared 
performance for operators controlling four robots in a team using streaming or 
asynchronous panorama displays. No significant improvement was found in terms of 
found victims, but the frequency of shifting focus between robots was correlated with 
performance for streaming video but not for asynchronous panoramas. As expected, 
the asynchronous display of information alleviates the need for excessive switching. It 
was conjectured that with larger robot teams the benefit of avoiding attention 
switching will increase and have an effect on performance in terms of victims. Further 
experiments in [14] scaling the team size to eight and twelve robots, however, found 
no further significant improvements. But this approach did not utilize all the available 
data from the video feeds that robots gather, so a huge amount of potentially useful 
information was discarded for the panorama condition. Furthermore, the operator 
needs to give the robots additional instructions where to sample panoramas.  

In contrast to previous work our approach in this paper allows the use of 
autonomous exploration and we present an asynchronous display that mines all of the 
robot video feeds for relevant imagery. This imagery is then given to the operator for 
analysis. We coin this type of asynchronous display image queue and compare it to 
the traditional synchronous method of streaming live video from each robot 
(streaming video). In the next section we describe our test bed and followed by a 
detailed description of the image queue and a comparison with streaming video. 

2.2   Image Queue Interface 

The goal of the image queue interface is to best utilize the advantages of an 
asynchronous display and to maximize the amount of time human operators can spend 
on tasks which human’s performs better than robots. Currently, for USAR, this is the 
case for tasks such as victim identification and navigating robots out of dangerous 
areas in which they got stuck. As the number of robots in a system increases with 
improved autonomy the demands on operators for these tasks increase as well. Hence, 
another requirement for the interface is to provide the potential for scaling to larger 
numbers of robots and operators. The proposed image queue interface implements the 
idea of asynchronous monitoring via a priority queue of images that allows operators 
to identify victims requiring neither synchronicity nor any contextual information not 
directly provided by the image queue. 

The image queue interface (Fig. 1) focuses on two tasks: (1) viewing imagery and 
(2) localizing victims. It consists of a filmstrip viewer designed to present the operator 
with a filtered view of what has passed before the team’s cameras. A filtered view is 
beneficial because the video taken contains a high proportion of redundant images 
from sequential frames and overlapping coverage by multiple robots.  
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Fig. 1. GUI for the image queue condition 

The filter attempts to reduce redundancy by only showing highly relevant images 
from the video stream. Relevance is scored by computing a utility for every image 
that determines its priority in the queue displayed in the filmstrip viewer. To achieve 
this we store every frame from all video streams in a database together with 
associated robot poses and laser scans taken at the time of capture. From this database 
we can retrieve any image and compute its utility. The computation of utility can be 
adapted to a particular application and for our experiment we computed utility via the 
area covered seen in an image. This visual coverage is computed by referencing the 
image in the map as seen in Fig. 2. Images with larger areas receive higher utility 
scores. Areas that have already been seen by other images in the filmstrip viewer do 
not count towards utility. In colloquial terms this kind of utility picks images that 
cover large areas with minimal overlap. Fig. 2 illustrates this concept of utility with a 
simple example.   

 

Fig. 2. An illustration of the utility of individual frames from a video stream. The frame taken 
at 1) has the largest visual coverage and highest utility while the frame at 2) has no utility since 
it is entirely overlapped by 1). Frame 3) has some utility since it provides coverage in an area 
not covered by 1). 

By aggregating imagery with the highest utility scores at regular intervals the 
image queue allows the operator to peruse a relatively small number of prioritized 
images that show most of the new area explored by the robots. Notice that exploration 
can continue while operators view the image queue so long as robots are sufficiently 
autonomous (or controlled by other operators). Operators can either click through or 
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scroll through a certain number of images in the queue. Once operators work through 
the first set of images the image queue marks the areas covered by these images as 
already seen and retrieves the next set of images with high utility. Tests of this system 
show that after 15 minutes of exploration an operator can view 70% of the area 
covered by viewing the 10 highest utility frames and 90% within the first 100 frames. 

3   Methods 

3.1   USARSim and MrCS  

The experiment reported in this paper was conducted using the USARSim robotic 
simulation with 12 simulated Pioneer P3-AT robots performing Urban Search and 
Rescue (USAR) foraging tasks. USARSim is a high-fidelity simulation of urban 
search and rescue (USAR) robots and environments developed as a research tool for 
the study of human-robot interaction (HRI) and multi-robot coordination. USARSim 
supports HRI by accurately rendering user interface elements (particularly camera 
video), accurately representing robot automation and behavior, and accurately 
representing the remote environment that links the operator’s awareness with the 
robot’s behaviors. USARSim also serves as the basis for the Virtual Robots 
Competition of the RoboCup Rescue League. 

 

Fig. 3. GUI for the streaming video condition  

MrCS (Multi-robot Control System), a multi-robot communications and control 
infrastructure with accompanying user interface, developed for experiments in 
multirobot control and RoboCup competition [15] was used in this experiment. MrCS 
provides facilities for starting and controlling robots in the simulation, displaying 
multiple camera, and laser output, as well as maps, and supporting inter-robot 
communication through Machinetta, a distributed multi-agent coordination 
infrastructure. Fig. 3 shows the elements of the conventional GUI for the streaming 
video condition. The operator selects the robot to be controlled from the colored 
thumbnails with live videos at the top right of the screen. The current locations and 
paths of the robots are shown on the Map Viewer (bottom left). Under manual 
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control, robots are tasked by assigning waypoints on a heading-up map on the Map 
Viewer or through the teleoperation widget (lower right).  

An autonomy path planner was used in the current experiment to drive the robots 
unlike the panorama study [13] in which paths were generated manually by 
participants with specified panorama locations.  As the previous study [14, 17], 
operators appeared to have little difficulty in following these algorithmically 
generated paths and identified approximately the same numbers of victims (per 
operator) as in following human generated paths. A new Segment Voronoi Diagram 
(SVD) path planner replaced the random tree planner used in earlier studies. The new 
planner generates paths that maintain a safe distance to nearby obstacles. Such paths 
are generally longer, smoother and more human-like.   

3.2   Experimental Design 

The experiment followed a two condition repeated measures designs comparing the 
conventional MrCS displays (streaming video) with MrCS augmented by the 
experimental image queue display counterbalancing conditions. Automated path 
planning to improve search performance and autonomous exploration was used in 
both conditions. The operators performed a supervisory control task in which the 
robots navigated autonomously with the operator allowed to override by directing 
them through new waypoints. When necessary, participants were able to teleoperate 
the in-focus robot to extricate it when it became stuck. 

32 paid participants were recruited from the University of Pittsburgh community 
balanced among conditions for gender. None had prior experience with robot control 
although most were frequent computer users.  

After providing demographic data and completing a perspective taking test 
participants read standard instructions on how to control robots via MrCS. In the 
following training session, participants practiced control operations for both 
streaming video and image queue condition for 10 min each. Participants were 
encouraged to find and mark at least one victim in the training environment under the 
guidance of the experimenter. After the training session, participants began the two 15 
minute real task sessions in which they performed the search task controlling 12 
robots in teams using either the streaming video or image queue display with a 
counterbalanced design. At the conclusion of each real task session, participants were 
asked to complete the NASA-TLX workload survey [16]. 

4   Result 

Data were analyzed using a repeated measures ANOVA comparing streaming video 
with the image queue condition. Overall, in both conditions participants were 
successful in searching through the environment. On average participants in the 
streaming video condition found 9.10 victims while those in the image queue 
condition found 8.51 (Fig. 4) without a significant difference between conditions 
(F1,28 = .733, p = .387). In addition, as Fig. 4 shows, area explored by the 12 robots 
was also showed a none significant advantage for the streaming video condition, (F1,28 
= 2.147, p = .154) . 
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Fig. 4. Victims found and area explored 

Victim marking errors have been classified into two types, false positive and false 
negative. A mark without any victim or multiple marks for one victim were was 
counted as a false positive. The number of false positive shows a significant 
advantage for image queue condition than the streaming video condition (F1,28 = 
13.032, p = .001).  On the other hand, Victims that were missed, but present in the 
video feed, and not marked were calculated as a false negative. The image queue 
shows a similar significant improvement for the missing victim comparing with the 
streaming video condition(F1,28 = 5.526, p = .026), with the average number of 
missing victims in the image queue condition dropping to 7.48 while participants in 
the streaming video condition missing 9.34 victims respectively (Fig. 5). 

 

Fig. 5. Marking errors of victims 

To more closely measure the subjects behavior linked to their monitoring and 
operation, teleoperation times (Fig. 6) were analyzed.  The repeated measures 
ANOVA shows a significant difference for the count of teleoperation times between 
the streaming video and image queue condition, with participants in the streaming 
video condition, teleoperate average 21.24 times, which is significantly more that the 
participants in the streaming video condition, teleoperate 4.97 times respectively (F1,28 
= 150.719, p < .001). 
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Fig. 6. Teleoperation and workload 

The full scale NASA-TLX workload measure also revealed a significant 
difference, which is unlike the earlier studies [28] where no advantage was found for 
panorama pictures GUI. A significant advantage in workload (F1,28 = 7.347, p = .001) 
was observed favoring the image queue condition (Fig. 6). Examining individual 
dimension of workload comparing streaming video and image queue we found 
significant differences for temporal demand (F1,28 = 6.503, p = .016) and effort (F1,28 = 
4.576, p = .040). 

5   Discussion and Future Works 

The purpose of this experiment was to examine the asynchronous image queue 
interaction method to control a large human robot teams. Our experiment result shows 
that under image queue conditions, which allowing interruption, relevance image 
retrieval, reviewable, location based image queue interface leads to somewhat equal 
search performance with lower errors and lower workload. 

In the image queue condition humans were able to view the image queue and 
control 12 robots each, to mark the equal number of victim and to cover the equal area 
as the streaming video condition participants.  This result supports the feasibility of 
our image queue interaction mode as a substitute for human operators (performance is 
no worse).  The analysis of victim marking errors shows that in the streaming video 
condition participants marked 89.3% more victims at the wrong location and missed 
23.1% more victims than image queue condition.  This gain for image queue is 
particularly significant because avoiding missed targets is crucial to many foraging 
tasks, thoroughness and correctness is more important than other performance.   

Similar improvements in reported workload suggest that substantial cognitive 
resources were required for streaming video condition. Based on the analysis result of 
teleoperation instance, participants in streaming video condition are more likely to 
intervene the robot for path planning and problem solving. Participants in streaming 
video condition have teleoperate 4.8 times more than those in image queue condition 
during the whole task.  
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Participants in the streaming video condition were confronted with a bank of 
videos (Fig. 3) much like a security guard monitoring too many surveillance cameras. 
Informal observation of participants suggested that due to the frequently distraction of 
robot operation requirement, victim running into the camera and task switch in 
between, operator puts great effort for task allocation and feels intensive time 
pressure. The significant difference of individual dimension of workload, temporal 
demand and effort, supports this observations. 

Furthermore, while we undertook this study to determine whether asynchronous 
video might prove beneficial to larger teams we found performance to be essentially 
equivalent to the use of streaming video at big team sizes with lower errors and 
workload.  When people doing search tasks under stressed or heavily loaded 
conditions spontaneous self-synchronization is unlikely to arise and hence full shared 
information. Instead, image queue provided a benefit way of task division between 
operators, in which exploration and perceptual search (identifying targets) task could 
be neatly deconstructed to different operators. Framing the problem this way leads to 
the design conclusion that operators should be issuing task-centric commands. To 
realize this kind of control architecture we will propose a call center approach in 
which some operators address independent control needs for monitoring and 
exploration of UVs, whereas other operators address independent location based 
images in queue for victim marking and other perceived tasks. 

Once we are facing the problem of managing 12 or more robot teams or in other 
words, the large scale systems, the call center design of the control architecture with 
image queue embedded will be proposed to solve these problems. Then information 
sharing problem with people’s losing of situation awareness will be one of the 
priorities of our concern. Just imaging three operators controlling more than 30 UVs 
with some UV originated requests such as verifying/marking targets or alerting 
operator on low fuel and other UV needs such as veering off path or becoming 
bogged down by terrain (trees in a forest for example) or similar that operators’ must 
monitor to detect; as a result the image queue interaction mode may still be a good 
choice for people to share information or recall for their situation awareness.  

According to these concerns, we want to explore the effect the combination of 
these two modes of control in large number of robots with multiple operators, in 
which under a call-center structures exploration task will be operated in the streaming 
video mode and perceptual search task will be performed in the image queue mode, 
and it could be useful in preparing to study larger scale systems in the future. 
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Abstract. In case of using ray tracing for rendering of massive particles, it 
usually takes more time than mesh-based models, where the particle data used 
for the representation of fluid are generated by the fluid simulator. It also has a 
large amount of particle set with high density. In this paper, we apply two 
schemes to reduce the rendering time and solve the problems using the 
characteristics of the particles. We suggest that GPGPU can improve the 
efficiency of the operations through parallel processing and a modified Kd-tree 
spatial subdivision algorithm for speed-up. 

Keywords: GPGPU, CUDA, Ray tracing, Kd-tree, octree. 

1   Introduction 

Particle data sets are used to represent fluid such as smoke, water, or flame. Massive 
particles are created by fluid simulators in order to express realistic natural phenomena 
[1]. However the particle data have a large amount of particles with high density. 

The particle data usually amounts to millions to billions in film making industry. 
Due to this characteristic of particle data, rendering speed becomes slow using a ray 
tracing method due to the number of ray-object intersection tests required. Figure 1 
shows the rendering result of the particle data and the density of particles is high in 
the box sections. 

We can easily find that some particles are located with high density only in very small 
number of areas. This seriously imbalanced distribution causes some problems when we 
construct spatial subdivision structures for ray tracing. Some nodes of the structure have 
massive particles than others, which can increase the rendering time a lot. 

This paper takes two approaches to solve this problem and reduce the rendering 
time for particle data ray tracing. First, we employ a ray tracing technique based on 
GPU for the rendering speed-up. Recently, GPUs have hundreds of streaming 
processing units, so they are suitable for the acceleration of ray tracing. Second, we 
can take advantage of spatial subdivision structures such as Kd-tree, octree, or 
uniform grids. We use a modified Kd-Tree, where octree data strcuture is additionally 
used in order to subdivide and manage particle data for some leaf nodes of Kd-tree. 
Although it may increase the traverse time on the tree, it will decrease the number of 
ray-particle intersection tests, which finally reduces the rendering time. 
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Fig. 1. Dense particle data in boxes (gray rectangles) 

2   Related Works 

In this section, we review the previous parallel computing techniques based on GPU. 

2.1   Parallel Computing Architectures Using GPU 

In GPU computation, data caching and flow control are not important when compared to 
the CPU, because GPU is designed for parallel computation and high efficiency 
computation. In addition, GPU has more transistors than CPU for data processing. Many 
techniques have been developed using these characteristics of  GPU efficiently [2].  

CUDA(Compute Unified Device Architecture) is a programming language 
developed by nVIDIA. CUDA is a C-like language allowing high-efficiency 
operations based in GPU, as an nVIDIA's parallel computing framework. 

With millions of CUDA-enabled GPUs sold, software developers, scientists, and 
researchers are trying to utilize CUDA in many areas, including image and video 
processing, computational biology and chemistry, fluid dynamics simulation, CT 
image reconstruction, seismic analysis, ray tracing, and many more [3]. There are also 
similar GPGPU architectures such as OpenCL by Khronos Group and Direct 
Compute by Microsoft. 

2.2   Parallelization Researches Based on GPU 

Many researches use CUDA for GPU programming, because nVIDIA provides  good 
technical support and the CUDA library is easier to use than other technologies such 
as OpenCL and Direct Compute. It is main reason that we used CUDA in this 
research. 

Recently, Shubhabrata and his colleagues researched on the parallelization of scan 
algorithm [4]. The work consists of three parts for the parallelization using CUDA, - 
1) Define work per each thread, 2) Store the results from the threads of each block in  
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parallel, 3) Store the results from the blocks of each grid in parallel. We adopted this 
scheme, because we had to utilize the concepts of CUDA parallelization such as 
threads, blocks and grids. 

Nan Zhang and his colleagues also implemented GPU-based parallel image 
processing algorithms following the steps mentioned above to accelerate the Sobel 
edge detection algorithms [5]. 

3   GPU-Based Acceleration Techniques for Ray Tracing 

In this paper, we present two methods to accelerate ray tracing and solve the issues 
caused by the characteristics of particles' unbalanced distribution in a scene. First, we 
parallelize the existing ray tracing algorithm to maximize of computational efficiency 
using GPU. Second, we propose a modified Kd-tree algorithm with octree data 
structure attached on the leaf nodes, to solve the particle imbalance problem. In this 
section, we explain how the algorithm works in detail. 

3.1   Parallelization of Existing Algorithms 

We developed an off-line renderer which renders massive particle data using parallel 
ray tracing based on GPU. Recursive functions are not used at all, because they are 
not suitable in GPU computation and may cause GPU memory leakage. In our 
renderer, ray shooting operations are performed for all pixels according to the 
resolution, and they are parallelized following CUDA's parallelization schemes 
(thread, block, grid) mentioned in the previous existing researches [4, 5]. 

A thread corresponds to a ray. If we assume that we shoot only one ray per each 
pixel, a thread can cover a single pixel. In our experimental results, a recommended 
setup is that a block consists of 64 threads, which means that one block covers 8x8 
pixels. For the grid, a good setup was that a grid covers the whole pixels the screen 
with the required number of blocks. This setup could produce the best rendering 
speed in our experimental environment. 

Each thread performs a ray-object intersection test. Since we represent a particle as 
a sphere, we implemented a ray-sphere intersection test algorithm based on GPU. 

�

Fig. 2. Ray-sphere intersection test [6] 

Figure 2 shows how the ray-sphere intersection test works. The intersection test 
algorithm can detect whether the sphere intersects with the ray fired from the pixel P 
and where the intersection occurs on the sphere. 
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A sphere is represented by the center C and radius r in this algorithm. Vector I is 
the vector from the origin to the center of the sphere. After obtaining this vector, we 
can determine whether the ray was off from the sphere or not, according to S, the dot 
product I and the ray direction. 

If there is an intersection, we can compute where the actual intersection occurs. 
Between the two intersection points, we use t1, which is the closer intersection from 
the origin. 

3.2   The Modified Kd-tree Data Structure 

Kd-tree is one of the acceleration algorithms for ray tracing [7]. However, if massive 
particle data are managed only by Kd-tree, as shown in red box nodes in Figure 3, 
unbalanced population cases may occur on some nodes. 

In this paper, in order to solve this problem, if the number of particle data in a Kd-
tree node exceeds the threshold, we subdivide the nodes further to manage the particle 
population. Our method, first, builds Kd-tree structure with all particle data, then 
performs further subdivision in the nodes with dense population. 

Construction of the Hybrid Tree Structure. We first build the Kd-tree structure 
with median split strategy. The strategy subdivides the space by the median plane 
along the longest axis of the aligned bounding box for the given particle data. 

�

Fig. 3. Particle density imbalance problem at some nodes of the Kd-tree 
                   * Spheres represent particle populations. 
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After the construction of the Kd-tree, additional subtrees are added to some leaf 
nodes of the Kd-tree. The subtrees, are octrees which divides the node into 8 
subspaces using three axis planes in x, y, and z. A subtree is added only in the node 
where the number of particles in it exceeds the given threshold. The subtree data 
structure is stored in one dimensional array, which simplifies the traversal using GPU. 

Tree Traversal. The tree traversal in our work is simply a variation of conventional 
Kd-tree traversal. When the Kd-tree traversal reaches a leaf node, it is checked if the 
node contains a subtree or not. If the node has a subtree, the subtree is traversed using 
the bounding boxes of the tree's nodes. 

When the ray intersects with the bounding box, the ray sphere intersection tests are 
performed. In order to accelerate the test, we use the algorithm suggested by Smits 
[8]. This method checks the intersection between the ray and three slabs instead of six 
faces of the bounding box. 

4   Experimental Result and Analysis 

For the performance analysis of our acceleration algorithm based on GPU, a PC was 
used equipped with Intel i7 CPU, 12GB RAM, and nVIDIA geForce GTX480 graphic 
card with 1.5GB video memory. The rendering resolution is 1920 pixels by 1024 
pixels, and 4 light sources are used. For performance analysis, we used various scenes 
with various depths of Kd-tree and subtree (octree). A memory usage was also 
measured for the test scenes. 

 

Fig. 4. Performance comparison 



430 H.-R. Yang, K.-K. Kang, and D. Kim 

Figure 4 shows the comparison of rendering time according to the depths of Kd-
tree and octree. In this result, rendering is faster when Kd-tree and octree are used 
together than only Kd-tree is used. 

The speed-up comes from the fact that octree can subdivide the space more 
precisely than Kd-tree, thus the numbers of particles in the nodes are reduced. But, we 
cannot use octree only, because so many nodes should be traversed, which makes the 
rendering time even slower. Moreover, more memory is required in octree 
subdivision. 

In this research, octree subdivision is performed only for some leaf nodes in Kd-
tree, and the depth of octree is limited only up to 3. As a result, the advantage of using 
octree could be taken based on the modified Kd-tree without using much memory. 

Memory usage is important because the amount of memory is restricted for GPU in 
most cases. Figure 5 shows the memory consumption according to the octree depths. 
When the depth of Kd-tree is 10 and the octree depth is 1, the memory usage is 
similar to the case that only Kd-tree is used with depth of 13. 

This analysis shows that the speed-up can be obtained when we decrease the depth 
of Kd-tree and subdivide the leaf nodes further using octree, without increasing the 
required memory. 

 

Fig. 5. Comparison of memory usage 

5   Conclusion 

We showed that rendering time can be reduced using both Kd-tree and further octree 
subdivision rather than using Kd-tree only. Moreover, memory usage is more  
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effective than using Kd-tree only since we can balance the population of particle data. 
In our experimental results, a large depth of the subtree is not efficient because it may 
only increase the traversal time. 

Since our approach manages the space subdivision by combining Kd-tree and 
octree subdivision, it was able to improve the rendering speed by adjusting the depth 
of Kd-tree and subtree based on the numbers of particles in the nodes. While our 
current approach is using one GPU, the utilization of multi-GPUs may be a good 
choice for further speed-up in the future. 
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Vilar, Elisângela I-154
Vuong, Catherine II-129

Wakita, Wataru II-197
Wang, Huadong II-415
Watanabe, Takafumi II-206
Webel, Sabine I-123
Weidemann, Florian II-387
Werneck, Vera Maria B. II-217
Whitford, Maureen II-119
Winstein, Carolee II-119

Wirth, Jeff II-110
Wittmann, David I-135
Woo, Woontack II-167, II-352, II-377

Yagi, Yasushi I-204, I-325, I-335, II-187
Yamada, Keiji I-40
Yamazaki, Mitsuhiko I-76
Yan, Weida I-45
Yang, Hyun-Rok II-425
Yang, Hyunseok I-243
Yasuhara, Hiroyuki I-113
Yeh, Shih-Ching II-119
Yoon, Hyoseok II-377
Yotsukura, Tatsuo II-177
Yu, Wenhui II-129

Zhang, Xi II-20
Zhu, Jichen II-289


	Title Page
	Foreword
	Organization
	Table of Contents
	Part I: VR in Education, Training and Health
	Serious Games for Psychological Health Education
	Research Overview
	Pedagogical Foundations for Military Psychological Health Education
	Prevention as a Pedagogical Construct
	Virtual Learning Environments and Serious Games for as Psychological Health Education Tools
	Virtual Reality Exposure Training (VRET)
	Second Life as a Healing Space for Veterans
	“Walk in My Shoes” – A Serious Game for Psychological Health
	Games for Psychological Health: Key Design Recommendations

	Conclusions
	References

	Mixed Reality as a Means to Strengthen Post-stroke Rehabilitation
	Introduction
	Describing Stroke
	Motivations: Advantages of 'Virtual Rehabilitation'
	The Mixed Reality System
	Therapists Opinion and Virtual Rehabilitation Systems
	The Experiment Protocol

	Results and Discussion
	Conclusion and Future Works
	References

	A Virtual Experiment Platform for Mechanism Motion Cognitive Learning
	Introduction
	General Idea and System Structure for Virtual Experiment Platform
	Method and Technology
	Component Modeling and Information Mapping
	Virtual Experiment Scene Assembling and Calculation
	Visualization of Calculation Results

	Development and Application of the Virtual Experiment Platform for Mechanism Motion Cognitive Learning
	Development of the Virtual Experiment Platform for Mechanism Motion
	Assembly and Simulation of Simple Punching Machine Experiment
	Discussion

	Conclusion
	References

	Mechatronic Prototype for Rigid Endoscopy Simulation
	Introduction
	Mechatronic System
	Rigid Endoscope Model
	Position and Orientation of the Tracking System
	Collision Detection and Force Feedback
	Electronic System
	Computer Prototype

	Test and Results
	Conclusions and Future Work
	References

	Patterns of Gaming Preferences and Serious Game Effectiveness
	Introduction
	Technology Acceptance Model and Gender
	Applying the TAM to Serious Games

	Gender Differences in Game Playing Preferences and Behaviors
	Neurocognitive Basis for Preferences and Behaviors
	Psychosocial Basis for Preferences and Behaviors
	Present Study: Gender and Game Preferences

	Implications and Future Directions for Serious Games Designers and Researchers
	Designing Serious Games for Both Genders

	References

	Serious Games for the Therapy of the Posttraumatic Stress Disorder of Children and Adolescents
	Introduction
	Related Work
	Game Concept and Principles
	Game Design and Key Principles
	Effective Hierarchy

	User Tests
	Test Setup
	Results and Discussion

	Conclusion and Outlook
	References

	Virtual Reality as Knowledge Enhancement Tool for Musculoskeletal Pathology
	Introduction
	Contemporary Training Issues
	Visualisation Methods
	VR Interface
	Context Development
	Evaluation
	Conclusions
	References

	Study of Optimal Behavior in Complex Virtual Training Systems
	Introduction
	Manipulability Solid
	Useful Manipulability
	A New Algorithm for Optimal Positioning
	Interference Factor-IF

	Results
	Different Virtual Scenarios

	References

	Farming Education: A Case for Social Games in Learning
	Introduction
	Pervasiveness of Social Networks
	Pervasiveness of Social Games

	Popular Types of Social Games
	Energy Depletion Games
	Appointment Games
	Social Competition Games
	Linked to Friends

	Current Educational Examples
	Hidden Agenda
	EnerCities
	Farmville for Math Education

	Untapped Opportunities for Learning
	Motivation
	Connected Learning
	Inter-reliant Learning
	Reflection

	Conclusions
	References

	Sample Size Estimation for Statistical Comparative Test of Training by Using Augmented Reality via Theoretical Formula and OCC Graphs: Aeronautical Case of a Component Assemblage
	Introduction
	We Propose to Use via Theoretical Formula and OCC Graphs

	Paper Preparation
	Data Analysis and Filtering
	Formulas
	Kolmogorov- Smirnov Test
	Confidence Interval

	Via Theoretical Formula and OCC Graphs
	Scenarios Developed by Formula
	Scenarios Developed by OCC Charts

	Results
	Conclusion
	References

	Enhancing English Learning Website Content and User Interface Functions Using Integrated Quality Assessment
	Introduction
	Methodology
	Population and Sample
	Weekly Use of the Website
	Instrumentation
	Data Collection
	Data Analysis

	Findings
	English Learning Website
	Quality Attributes of Website Content in Kano Model
	Quality Attributes of Interface Functions
	Importance Level and Satisfaction Level of the Interface Functions

	Discussion
	Conclusions
	References

	The Influence of Virtual World Interactions toward Driving Real World Behaviors
	Introduction
	Literature Review
	Virtual World Demonstration Framework
	User Centered Design
	Description of Framework Components
	Tour Stop 1: Energy Dashboard
	Tour Stop 2: Motion-Detected Low Voltage LED Lighting
	Tour Stop 3: HVAC Day/Night Modes
	Tour Stop 4: Wind Turbine and Solar Panel

	Method
	Results
	References

	Interactive Performance: Dramatic Improvisation in a Mixed Reality Environment for Learning
	Introduction
	Interactive Performance
	The Latina Empowerment Project

	Story Development and Training
	The Development Process
	Field Work
	Live Storyboarding
	Physical Setup
	Trial Runs

	Transition from Live Storyboarding to 3d Avatar System
	A Novel Control Mechanism
	Scenario-Specific Gestures
	Designing the 3d Characters
	Test Configuration
	A Feedback System

	Interactive Performance Issues
	Experiments to Be Conducted
	References

	Emotions and Telerebabilitation: Pilot Clinical Trials for Virtual Telerebabilitation Application Using Haptic Device and Its Impact on Post Stroke Patients' Mood and Motivation
	Introduction/Background
	Materials and Methods
	Experimental Protocol
	System Description
	Measures

	Results
	Discussion
	Conclusions
	References

	An Interactive Multimedia System for Parkinson’s Patient Rehabilitation
	Introduction
	Background
	User Needs and Strategies
	Physical Therapist Needs
	Patient Needs

	System Design
	System Structure
	Data Capture
	Sensory Cueing
	Sensory Feedback

	Conclusion
	References


	Part II: VR for Culture and Entertainment
	VClav 2.0 – System for Playing 3D Virtual Copy of a Historical Clavichord
	Introduction
	From VClav to VClav 2.0
	Virtual Reality Hardware and Software
	5DT Data Glove Ultra 14
	Polhemus Patriot Tracker
	The Display
	NeoAxis Engine

	System for Playing a 3D Virtual Copy of a Historical Clavichord
	Modifying the 3ds Max Models to the NeoAxis Engine Format
	Definition of Physical Mechanisms of the Clavichord and a Hand
	Implementation of the Mechanism Controlling the Glove and the Tracker
	VClav2.0 in Use

	Conclusions
	References

	A System for Creating the Content for a Multi-sensory Theater
	Introduction
	Related Research
	Multi-sensory Theater and Content Editing System
	Devices and Theater Environment
	Content Editing Framework

	Editing Process
	Conclusion
	References

	Wearable Display System for Handing Down Intangible Cultural Heritage
	Introduction
	Kamisuki, Japanese Traditional Paper-Making
	Methodology
	Measuring Kamisuki Skills
	Wearable Display System
	Experiment of Handing Down Kamisuki Skill
	Conclusion
	References

	Stroke-Based Semi-automatic Region of Interest Detection Algorithm for In-Situ Painting Recognition
	Introduction
	Overview of the Proposed Algorithm
	Proposed ROI Detection Algorithm for Robust Recognition
	A Stroke-Based Semi-automatic ROI Detection with Vertex Estimation
	In-Situ Painting Recognition Based on Local Binary Pattern

	Implementation and Experimental Results
	Implementation
	Experimental Results

	Conclusions and Future Works
	References

	Personalized Voice Assignment Techniques for Synchronized Scenario Speech Output in Entertainment Systems
	Introduction
	Quick Post-recording Tool
	Designing the Timing Information of Post-recordings
	Automatic Post-processing
	Prototype of Post-recording Tool
	Evaluation of Post-recording Tool

	Selecting Similar Speakers
	Estimation Method
	Optimization of Weighting Coefficients

	Voice Morphing
	Two Speakers’ Voice Morphing
	Multiple Speakers’ Voice Morphing
	Voice Morphing for Generating Specific Speakers

	Implementation of Synchronized Speech Output
	Discussion and Conclusion
	References

	Instant Movie Casting with Personality: Dive into the Movie System
	Introduction
	Related Works
	Summary of FCS
	Up-to-Date DIM Movie
	Conclusions
	References

	A Realtime and Direct-Touch Interaction System for the 3D Cultural Artifact Exhibition
	Introduction
	Related Work
	Multisensory System of the Cultural Heritage
	Direct-Touchable Multisensory System

	Direct-Touchable Multisensory Exhibition System
	Direct-Touch Interaction for the Stereoscopic Vision

	Digital Archive
	Graphic Modeling
	Haptic Modeling

	Results
	Conclusion and Future Work
	References

	Digital Display Case: A Study on the Realization of a Virtual Transportation System for a Museum Collection
	Introduction
	Outline of the Digital Display Case
	Virtual Transportation System
	Experimental Result of the Prototype System
	Future Applications
	Conclusion
	References


	Part III: Virtual Humans and Avatars
	Integrating Multi-agents in a 3D Serious Game Aimed at Cognitive Stimulation
	Introduction
	General Concepts
	Agents
	Agents in 3D Environments

	Game Development Methodology
	Game Modelling

	The Game Prototype
	Conclusions
	References

	Automatic 3-D Facial Fitting Technique for a Second Life Avatar
	Introduction
	Avatar Appearance in Second Life
	Facial Fitting Technique
	MRI Data
	Basic Algorithm
	Optimization

	Results and Discussion
	Facial Modeling Using MRI Data
	3-D Facial Fitting for Second Life Avatar

	Conclusion
	References

	Reflected in a Liquid Crystal Display: Personalization and the Use of Avatars in Serious Games
	Introduction
	Personalization
	Identity and Personalization
	Immersion and Personalization
	Socializing with Avatars

	Conclusion
	References

	Leveraging Unencumbered Full Body Control of Animated Virtual Characters for Game-Based Rehabilitation
	Introduction
	Method
	Hardware
	Software Architecture
	Game Overview
	Calibration
	Gameplay
	Avatar Representation
	Data Recording
	User Testing

	Results
	Calibration
	Game Play Observations
	User Feedback
	Clinician Feedback

	Discussion
	Conclusions
	References

	Interactive Exhibition with Ambience Using Video Avatar and Animation on Huge Screen
	Introduction
	Digital Museum
	Video Avatar
	Animation Restoration
	Implementation
	Conclusion
	References

	Realistic Facial Animation by Automatic Individual Head Modeling and Facial Muscle Adjustment
	Introduction
	Related Work
	Automatic Head Modeling
	Setting Markers onto Scanned Geometry
	Fitting Template Mesh Using Optimized Local Affine Transformation

	Facial Animation Synthesis
	Capturing Video with Subject’s Facial Expression
	Extracting Facial Motion Vectors
	Adjusting Facial Muscles for Each Individual
	Synthesizing Facial Animation with Individualized Key Shapes

	Result and Discussions
	References

	Geppetto: An Environment for the Efficient Control and Transmission of Digital Puppetry
	Introduction
	Social Contexts and Puppetry
	FPS Gaming
	Second Life

	Evolution of Digital Puppetry in Geppetto
	Pre-service Teacher Training
	Avatar
	Evolving Avatar
	DramaRama

	Conclusions
	References

	Body Buddies: Social Signaling through Puppeteering
	Introduction
	Previous Work
	Nonverbal Behavior
	Avatar-Based Nonverbal Communication within Online Meeting Environments

	Body Buddies
	Study
	Procedure
	Results

	Conclusion and Future Work
	References

	Why Can’t a Virtual Character Be More Like a Human: A Mixed-Initiative Approach to Believable Agents
	Introduction
	Background
	Human-Driven Puppetry
	Autonomous Believable Agents

	Building Believable Agents in Educational Systems
	A Mixed-Initiative Approach
	The TeachME™ Project
	Proposed System

	Conclusion
	References


	Part IV: Developing Virtual and Mixed Environments
	Collaborative Mixed-Reality Platform for the Design Assessment of Cars Interior
	Introduction
	Related Works
	The Collaborative Platform
	Evaluation Tests
	Discussion
	Conclusion
	References

	Active Location Tracking for Projected Reality Using Wiimotes
	Introduction
	System Overview
	Nintendo’s Wiimote
	Pan-Tilt Head
	Virtual Camera
	Image Matching
	Coordinate Calibration between Two Wiimotes and a Projector
	User Interface

	Experimental Results
	Geometric Proof
	Projection Accuracy
	Processing Throughput

	Conclusions and Future Work
	References

	Fast Prototyping of Virtual Replica of Real Products
	Introduction
	Related Works
	Description of the Case Study
	Methodology to Create a Fast Virtual Replica
	Choice of the Hardware and Software Equipment
	Simplified Visuo-Haptic Interaction

	Discussion and Conclusion
	References

	Effectiveness of a Tactile Display for Providing Orientation Information of 3d-patterned Surfaces
	Introduction
	Materials
	Tactile Display and Experimental Setup
	Virtual and Real Gratings

	Methods
	Subjects
	Gratings Rendering
	Design and Psychophysical Procedure

	Results
	Discussion and Conclusions
	References

	ClearSpace: Mixed Reality Virtual Teamrooms
	Introduction
	Related Work
	System Configuration
	Creating a Shared Collaborative Space Using Portals
	Managing Teamroom Work Artifacts
	Exploiting Model-Based Representations to Manage Awareness
	Discussion and Future Work
	References

	Mesh Deformations in X3D via CUDA with Freeform Deformation Lattices
	Introduction
	Related Work
	Concept and Implementation
	Proposed X3D Node Extensions
	GPU-Based Implementation
	CUDA Kernel for Complex Objects
	CUDA Kernel for Simple Objects
	Dynamics Simulation

	Discussion and Results
	Conclusions
	References

	Visualization and Management of u-Contents for Ubiquitous VR
	Introduction
	u-Content Definition and Properties
	Definition
	Properties

	u-Content Descriptor for Visualization and Management
	Descriptor Format
	Descriptors in a Context-Aware Augmented Reality Toolkit

	Examples
	Virtual Character in the U-VR Room
	3D Content Interacting with a Real Object

	Conclusion and Future Work
	References

	Semi Autonomous Camera Control in Dynamic Virtual Environments
	Introduction
	Game Engine Architecture
	Script Language
	Language Design
	Script Interpreter
	Scripted Camera Control
	Extending the Language

	Future Work
	Conclusions
	References

	Panoramic Image-Based Navigation for Smart-Phone in Indoor Environment
	Introduction
	Related Works
	Proposed System
	System Overview
	Database Creation
	Position and Orientation Sensing

	Experimental Results
	Conclusion
	References

	Foundation of a New Digital Ecosystem for u-Content: Needs, Definition, and Design
	Introduction
	Key Concepts and Analysis
	The 8 Key Concepts of the Digital Ecosystem
	Analysis of the Survey

	Ecosystem Realizations
	Necessary and Desirable Features
	Application

	Discussion
	Conclusion
	References

	Semantic Web-Techniques and Software Agents for the Automatic Integration of Virtual Prototypes
	Introduction
	Related Work
	Concept for the Automatic Integration of Virtual Prototypes
	Semantic Annotations with the Resource Description Framework
	Software Agent Reasoning

	Application Example
	Conclusion and Outlook
	References

	Virtual Factory Manager
	Introduction
	Virtual Factory Framework
	Virtual Factory Manager
	VFM Requirements
	VFM Architecture
	VFM Prototype

	Testing the VFM Prototype
	Conclusions
	References

	FiveStar: Ultra-Realistic Space Experience System
	Introduction
	Five Senses Theater
	Basic Configuration
	Conceptual Level of Development
	Challenges and Trials

	Prototype Exhibit at Asiagragh 2010
	System Configuration
	Theme of Exhibit

	Displays of the System
	Haptic System for the Amulet (ofuda)
	3D Motion Seat and 2D Feet Motion Generator System
	Tactile Feedback of the Seat
	Wind and Scent Display
	Sound Presentation
	Visual Presentation

	Conclusion
	References

	Synchronous vs. Asynchronous Control for Large Robot Teams
	Introduction
	Asynchronous Imagery
	Pilot Studies
	Image Queue Interface

	Methods
	USARSim and MrCS
	Experimental Design

	Result
	Discussion and Future Works
	References

	Acceleration of Massive Particle Data Visualization Based on GPU
	Introduction
	Related Works
	Parallel Computing Architectures Using GPU
	Parallelization Researches Based on GPU

	GPU-Based Acceleration Techniques for Ray Tracing
	Parallelization of Existing Algorithms
	The Modified Kd-tree Data Structure

	Experimental Result and Analysis
	Conclusion
	References


	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




