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Preface

These multiple volumes (LNCS volumes 6782, 6783, 6784, 6785 and 6786) consist
of the peer-reviewed papers from the 2011 International Conference on Compu-
tational Science and Its Applications (ICCSA 2011) held in Santander, Spain
during June 20-23, 2011. ICCSA 2011 was a successful event in the International
Conferences on Computational Science and Its Applications (ICCSA) conference
series, previously held in Fukuoka, Japan (2010), Suwon, South Korea (2009),
Perugia, Italy (2008), Kuala Lumpur, Malaysia (2007), Glasgow, UK (2006),
Singapore (2005), Assisi, Italy (2004), Montreal, Canada (2003), and (as ICCS)
Amsterdam, The Netherlands (2002) and San Francisco, USA (2001).

Computational science is a main pillar of most of the present research, as well
as industrial and commercial activities and plays a unique role in exploiting ICT
innovative technologies. The ICCSA conferences have been providing a venue
to researchers and industry practitioners to discuss new ideas, to share complex
problems and their solutions, and to shape new trends in computational science.

Apart from the general tracks, ICCSA 2011 also included 31 special sessions
and workshops, in various areas of computational science, ranging from compu-
tational science technologies to specific areas of computational science, such as
computer graphics and virtual reality. We accepted 52 papers for the general
track, and 210 in special sessions and workshops. These represent an acceptance
rate of 29.7%. We would like to show our appreciations to the Workshop and
Special Session Chairs and co-Chairs.

The success of the ICCSA conference series, in general, and ICCSA 2011,
in particular, is due to the support of many people: authors, presenters, par-
ticipants, keynote speakers, Session Chairs, Organizing Committee members,
student volunteers, Program Committee members, International Liaison Chairs,
and people in other various roles. We would like to thank them all. We would
also like to thank Springer for their continuous support in publishing ICCSA
conference proceedings.

June 2011 Osvaldo Gervasi
David Taniar



Message from the ICCSA 2011 General Chairs

These five volumes contain an outstanding collection of refereed papers selected
for the 11th International Conference on Computational Science and Its Appli-
cations, ICCSA 2011, held in Santander (Spain), June 20-23, 2011. We cordially
invite you to visit the ICCSA website http://www.iccsa.org where you can
find all relevant information about this interesting and exciting event.

ICCSA 2011 marked the beginning of the second decade of this conference
series. Previous editions in this series of highly successful International Con-
ferences on Computational Science and Its Applications (ICCSA) were held
in Fukuoka, Japan (2010), Suwon, Korea (2009), Perugia, Italy (2008), Kuala
Lumpur, Malaysia (2007), Glasgow, UK (2006), Singapore (2005), Assisi, Italy
(2004), Montreal, Canada (2003), and (as ICCS) Amsterdam, The Netherlands
(2002) and San Francisco, USA (2001).

As we enter the second decade of ICCSA, we realize the profound changes
and spectacular advances in the world of computational science. This discipline
plays a unique role in fostering new technologies and knowledge, and is crucial
for most of the present research, and industrial and commercial activities. We
believe that ICCSA has contributed to this change by offering a real opportunity
to explore innovative approaches and techniques to solve complex problems. Re-
ciprocally, the computational science community has enthusiastically embraced
the successive editions of ICCSA, thus contributing to making ICCSA a focal
meeting point for those interested in innovative, cutting-edge research about the
latest and most exciting developments in the field. We are grateful to all those
who have contributed to the current success of ICCSA with their continued
support over the past ten years.

ICCSA 2011 would not have been made possible without the valuable contri-
bution from many people. We would like to thank all session organizers for their
diligent work, which further enhanced the conference levels and all reviewers for
their expertise and generous effort which led to a very high quality event with
excellent papers and presentations. We especially recognize the contribution of
the Program Committee and Local Organizing Committee members for their
tremendous support and for making this congress a very sucessful event.

We would like to sincerely thank our keynote speakers, who willingly accepted
our invitation and shared their expertise through illuminating talks, helping us
to fully meet the conference objectives.

We highly appreciate the University of Cantabria for their enthusiastic ac-
ceptance to host the conference on its main campus, their logistic assistance and
additional financial support. The conference was held in the Faculty of Sciences
of the University of Cantabria. We thank the Dean of the Faculty of Sciences,
Ernesto Anabitarte, for his support before and during the congress, and for
providing the venue of the conference and the use of all needed facilities.
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ICCSA 2011 was jointly organized by the Department of Applied Mathemat-
ics and Computational Sciences and the Department of Mathematics, Statistics
and Computation of the University of Cantabria, Spain. We thank both depart-
ments for their encouranging support of this conference from the very beginning.
We would like to express our gratitude to the Local Organizing Committee for
their persistent and enthusiastic work towards the success of this conference.

We owe special thanks to all our sponsors: the Faculty of Sciences, the Uni-
versity of Cantabria, the Municipality of Santander, the Regional Government
of Cantabria and the Spanish Ministry of Science and Innovation, for their con-
tinuous support without which this conference would not be possible. We also
thank our publisher, Springer, for their acceptance to publish the proceedings
and for their kind assistance and cooperation during the editing process.

Finally, we thank all authors for their submissions and all conference atten-
dants for making ICCSA 2011 truly an excellent forum on computational science,
facilitating exchange of ideas, fostering new collaborations and shaping the fu-
ture of this exciting field. Last, but certainly not least, we wish to thank our
readers for their interest in these proceedings. We really hope you find in these
pages interesting material and fruitful ideas for your future work.

June 2011 Andrés Iglesias
Bernady O. Apduhan



The Wisdom of Ancient Masters

In 1879, Marcelino Sanz de Sautuola and his young daugther Maŕıa incidentally
noticed that the ceiling of the Altamira cave was covered by images of bisons
and other animals, some as old as between 25,000 and 35,000 years. They had
discovered what came to be called the Sistine Chapel of Paleolithic Art. When
the discovery was first made public in 1880, many experts rejected it under the
belief that prehistoric man was unable to produce such beautiful and ellaborated
paintings. Once their authenticity was later confirmed, it changed forever our
perception of prehistoric human beings.

Today, the cave of Altamira and its paintings are a symbol of the wisdom and
ability of our ancient ancestors. They remind us that our current technological
development is mostly based on the work, genius and efforts of our predecessors
over many generations.

The cave of Altamira (UNESCO World Heritage Site) is located in the region
of Cantabria, near the city of Santander (ICCSA 2011 conference venue). The
original cave is closed to the public for preservation, but conference attendees
visited the ”Neocave”, an exact reproduction of the original space with all its
cracks and textures and the permanent exhibition ”The Times of Altamira”,
which introduces visitors to the prehistory of the peninsula and rupestrian art.

“After Altamira, all is decadence” (Pablo Picasso, famous Spanish painter)
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Welcome to the proceedings of the 11th International Conference on Computa-
tional Science and Its Applications, ICCSA 2011, held in Santander, Spain.

The city of Santander is located in the self-governed region of Cantabria,
on the northern coast of Spain between Asturias and the Basque Country. This
beautiful region of half a million inhabitants is on the shores of the Cantabrian
Sea and is crossed by a mountain range. The shores and inland valleys offer a
wide variety of landscapes as a consequence of the mild, moist climate of so-called
Green Spain. The coastal landscape of beaches, bays and cliffs blends together
with valleys and highland areas. All along the coast there are typical traditional
fishing ports and innumerable diverse beaches of soft white sand.

However, Cantabria’s attractions are not limited to its natural treasures. His-
tory has provided a rich artistic and cultural heritage found in towns and villages
that are outstanding in their own right. The archaeological remains and historic
buildings bear the mark of a unique history starting with the world-famous Al-
tamira cave paintings, a veritable shrine to the prehistoric age. In addition, there
are remarkable remains from the Romans, the Mozarabic presence and the begin-
nings of the Reconquest of Spain, along with an artistic heritage of Romanesque,
Gothic and Baroque styles. Examples include the Prehistoric Era (the Altamira
and Puente Viesgo Caves), Roman ruins such as those of Julióbriga, medieval
settlements, such as Santillana del Mar, and several examples of the civil and
religious architecture of the nineteenth and twentieth centuries.

The surrounding natural landscape and the historical importance of many of
its villages and buildings make this region very appealing for tourism, especially
during the spring and summer seasons, when the humid, mild weather gives
the region a rich and varied nature of woods and meadows. At the time of the
conference, attendees enjoyed the gentle climate (with temperatures averaging
18-20 degrees Celsius) and the longest days of the year. They found themselves
waiting for sunset at the beach at about 11 pm!

Capital of the autonomous region of Cantabria, the city of Santander is also
a very popular destination for tourism. Based around one of the most beautiful
bays in the world, this modern city is famous for its sparkling beaches of yellow
sand and clean water, the hospitality of its people and the high reputation of its
celebrated gastronomy, mostly based on fish and shellfish. With a population of
about 200,000 inhabitants, Santander is a very safe city, with a vibrant tourist
scene filled with entertainment and a high quality of life, matching the best
standards in the world. The coastal side of the city boasts a long string of top–
quality beaches and recreational areas, such as the Magdalena Peninsula, the
Sardinero and Mataleñas Park. There are several beaches and harbors limiting
the city on the northern side, toward the southern part there is the old city
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center and a bit further on the green mountains. We proudly say that Santander
is between the blue and the green.

The University of Cantabria (in Spanish, the Universidad de Cantabria, UC )
is the only public university in Cantabria, Spain. It was founded in 1972 and
is organized in 12 faculties and schools. With about 13,000 students and 1,000
academic staff, the University of Cantabria is one of the most reputed univer-
sities in the country, ranking in the highest positions of Spanish universities in
relation to its size. Not surprisingly, it was selected as a Campus of International
Excellence by the Spanish Government in 2009.

Besides the technical sessions and presentations, ICCSA 2011 provided an
interesting, must-attend social program. It started with a Welcome Reception at
the Royal Palace of the Magdalena (Sunday 19), the most emblematic building
of Santander and also the most visited place in the city. The royal family used
the palace during the period 1913–1930 as a base for numerous recreational and
sporting activities, and the king sometimes also held government meetings at the
property. Conference delegates had the wonderful opportunity to visit this splen-
did palace, enjoy the magnificent views and see some rooms where royalty lived.
The Gala Dinner (Tuesday 21) took place at the Grand Casino, in the “Sar-
dinero” area, a regal, 1920’s building with large windows and spacious terraces
offering superb views of the Sardinero beach. The Casino was King Alfonso XIII
and Queen Victoria Eugenia’s main place of entertainment during their summer
holidays in the city between 1913 and 1930. The gala also included some cultural
and musical events. Finally, a half-day conference tour (Wednesday 22) covered
the “live museum” of the Middle Ages, Santillana del Mar (a medieval town with
cobbled streets, declared “Site of Artistic and Historical Importance” and one
of the best-known cultural and tourist centers in Cantabria) and the Altamira
Neocave, an exact reproduction of the original Altamira cave (now closed to
the public for preservation) with all its cracks and textures and the permanent
exhibition “The Times of Altamira”, which introduces visitors to the prehistory
of the peninsula and rupestrian art.

To close the conference, attendees could join the people of Santander for St.
John’s day, celebrated in the night between June 23 and 24 to commemorate the
summer solstice with bonfires on the beach.

We believe that all these attractions made the conference an unforgettable
experience.

On behalf of the Local Organizing Committee members, I thank all attendees
fot their visit.

June 2011 Andrés Iglesias



Message from the Chairs of the Session:

6th International Workshop on “Geographical
Analysis, Urban Modeling, Spatial Statistics”

(GEOG-AN-MOD 2011)

During the past few decades the main problem in geographical analysis was
the lack of spatial data availability. Nowadays the wide diffusion of electronic
devices containing geo-referenced information generates a great production of
spatial data. Volunteered geographic information activities (e.g., Wikimapia,
OpenStreetMap), public initiatives (e.g., spatial data infrastructures, geo-portals)
and private projects (e.g., Google Earth, Microsoft Virtual Earth, etc.) produced
an overabundance of spatial data, which, in many cases, do not help the efficiency
of decision processes. The increase of geographical data availability has not been
fully coupled by an increase of knowledge to support spatial decisions.

The inclusion of spatial simulation techniques in recent GIS software favored
the diffusion of these methods, but in several cases led to mechanisms based
on which buttons have to be pressed without having geography or processes
in mind. Spatial modeling, analytical techniques and geographical analyses are
therefore required in order to analyze data and to facilitate the decision process
at all levels, with a clear identification of the geographical information needed
and reference scale to adopt. Old geographical issues can find an answer thanks
to new methods and instruments, while new issues are developing, challenging
researchers for new solutions. This workshop aims at contributing to the devel-
opment of new techniques and methods to improve the process of knowledge
acquisition.

Conference themes include:

Geostatistics and spatial simulation
Agent-based spatial modeling
Cellular automata spatial modeling
Spatial statistical models
Space-temporal modeling
Environmental modeling
Geovisual analytics, geovisualization, visual exploratory data analysis
Visualization and modeling of track data
Spatial optimization
Interaction simulation models
Data mining, spatial data mining
Spatial data warehouse and spatial OLAP
Integration of spatial OLAP and spatial data mining
Spatial decision support systems
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Spatial multicriteria decision analysis
Spatial rough set
Spatial extension of fuzzy set theory
Ontologies for spatial analysis
Urban modeling
Applied geography
Spatial data analysis
Dynamic modeling
Simulation, space-time dynamics, visualization and virtual reality.

Giuseppe Borruso
Beniamino Murgante

Stefania Bertazzon



Message from the Chairs of the Session: “Cities,

Technologies and Planning” (CTP 2011)

‘Share’ term has turned into a key issue of many successful initiatives in recent
times. Following the advent of Web 2.0, positive experiences based on mass
collaboration generated “Wikinomics” hnd ave become ‘Socialnomics”, where
‘Citizens are voluntary sensors’.

During the past few decades, the main issue in GIS implementation has been
the availability of sound spatial information. Nowadays, the wide diffusion of
electronic devices providing geo-referenced information resulted in the produc-
tion of extensive spatial information datasets. This trend has led to “GIS wiki-
fication”, where mass collaboration plays a key role in the main components of
spatial information frameworks (hardware, software, data, and people).

Some authors (Goodchild, 2007) talk about ‘volunteered geographic infor-
mation’ (VGI), as the harnessing of tools to create, assemble, and disseminate
geographic information provided by individuals voluntarily creating their own
contents by marking the locations of occurred events or by labeling certain ex-
isting features not already shown on a map. The term “neogeography” is often
adopted to describe peoples activities when using and creating their own maps,
geo-tagging pictures, movies, websites, etc. It could be defined as a new bottom
up approach to geography prompted by users, therefore introducing changes in
the roles of traditional’ geographers and consumers’ of geographical contents
themselves. The volunteered approach has been adopted by important Ameri-
can organizations, such as US Geological Survey, US Census Bureau, etc. While
technologies (e.g. GPS, remote sensing, etc.) can be useful in producing new
spatial data, volunteered activities are the only way to update and describe such
data. If spatial data have been produced in various ways, remote sensing, sensor
networks and other electronic devices generate a great flow of relevant spatial
information concerning several aspects of human activities or of environmental
phenomena monitoring. This ‘information-explosion era’ is characterized by a
large amount of information produced both by human activities and by auto-
mated systems; the capturing and the manipulation of this information leads to
‘urban computing’ and represents a sort of bridge between computers and the
real world, accounting for the social dimension of human environments. This
technological evolution produced a new paradigm of urban development, called
‘u-City’. Such phenomena offer new challenges to scholars (geographers, engi-
neers, planners, economists, sociologists, etc.) as well as to spatial planners in
addressing spatial issues and a wealth of brand-new, updated data, generally
created by people who are interested in geographically related phenomena. As
attention is to date dedicated to visualization and content creation, little has
been done from the spatial analytical point of view and in involving users as
citizens in participatory geographical activities.
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Conference themes include:

SDI and planning
Planning 2.0, participation 2.0
Urban social networks, urban sensing
E-democracy, e-participation, participatory GIS
Technologies for e-participation, policy modeling, simulation and visualization
Second Life and participatory games
Ubiquitous computing environment; urban computing; ubiquitous-city
Neogeography
Collaborative mapping
Geotagging
Volunteered geographic information
Crowdsourcing
Ontologies for urban planning
City Gml
Geo-applications for mobile phones
Web 2.0, Web 3.0
Wikinomics, socialnomics
WikiCities
Maps mash up
Tangible maps and planning
Augmented reality,
Complexity assessment and mapping

Giuseppe Borruso
Beniamino Murgante



Message from the Chairs of the Session:

11th Annual International Workshop on
“Computational Geometry and Applications”

(CGA 2011)

The 11th International Workshop on Computational Geometry and Applications
CGA 2011, held in conjunction with the International Conference on Computa-
tional Science and Applications, took place in Santander, Spain. The workshop
has run annually since it was founded in 2001, and is intended as an interna-
tional forum for researchers in computational geometry and related areas, with
the goal of advancing the state of research in computational geometry and re-
lated disciplines. This year, the workshop was chaired for 11th year by CGA
workshop series Founding Chair Marina Gavrilova, University of Calgary, joined
by co-Chair Ovidiu Daescu, University of Texas at Dallas. Selected papers from
the previous CGA Workshops have appeared in special issues in the following
highly regarded journals: International Journal of Computational Geometry and
Applications, Springer (three special issues), International Journal of Computa-
tional Science and Engineering (IJCSE), Journal of CAD/CAM , Transactions
on Computational Sciences, Springer. A special issue comprising best papers
presented at CGA 2011 is currently being planned.

The workshop attracts international attention and receives papers presenting
high-quality original research in the following tracks:

– Theoretical computational geometry
– Applied computational geometry
– Optimization and performance issues in geometric algorithms

implementation Workshop topics of interest include:
– Design and analysis of geometric algorithms
– Geometric algorithms in path planning and robotics
– Computational geometry in biometrics
– Intelligent geometric computing
– Geometric algorithms in computer graphics and computer vision
– Voronoi diagrams and their generalizations
– 3D Geometric modeling
– Geometric algorithms in geographical information systems
– Algebraic geometry
– Discrete and combinatorial geometry
– Implementation issues and numerical precision
– Applications in computational biology, physics, chemistry, geography,

medicine, education
– Visualization of geometric algorithms
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CGA 2011 was located in beautiful Santander, Cantabria, Spain. Santander,
the capital city of Cantabria, is located on the northern coast of Spain, between
Asturias and the Basque Country overlooking the Cantabrian Sea, and is sur-
rounded by beaches. The conference preceded the Spanish Meeting on Computa-
tional Geometry, which took place in Madrid, facilitating interested researchers
to attend both events. The 14 articles presented in this Springer LNCS proceed-
ing volume represent papers selected fromi a large number of submissions to
this year’s workshop. We would like to express our sincere gratitude to the fol-
lowing International Program Committee members who performed their duties
diligently and provided constructive feedback for authors to improve on their
presentation:

Tetsuo Asano (Japan Advanced Institute of Science and Technology, Japan)
Sergei Bereg (University of Texas at Dallas, USA)
Karoly Bezdek (University of Calgary, Canada)
Ovidiu Daescu (University of Texas at Dallas, USA)
Mirela Damian (Villanova University, USA)
Tamal Dey (Ohio State University, USA)
Marina L. Gavrilova (University of Calgary, Canada)
Christopher Gold (University of Glamorgan, UK)
Hisamoto Hiyoshi (Gunma University, Japan)
Andrés Iglesias (University of Cantabria, Spain)
Anastasia Kurdia (Smith College, USA)
Deok-Soo Kim (Hanyang University, Korea)
Ivana Kolingerova (Unversity of West Bohemia, Czech Republic)
Nikolai Medvedev (Novosibirsk Russian Academy of Science, Russia)
Asish Mukhopadhyay (University of Windsor, Canada)
Dimitri Plemenos (Université de Limoges, France)
Val Pinciu (Southern Connecticut State University, USA)
Jon Rokne (University of Calgary, Canada)
Carlos Seara (Universitat Politecnica de Catalunya, Spain)
Kokichi Sugihara (University of Tokyo, Japan)
Vaclav Skala (University of West Bohemia, Czech Republic)
Muhammad Sarfraz (KFUPM, Saudi Arabia)
Alexei Sourin (Nanyang Technological University, Singapore)
Ryuhei Uehara (Japan Advanced Institute of Science and Technology, Japan)
Chee Yap (New York University, USA)
Kira Vyatkina (Sanct Petersburg State University, Russia)

We also would like to acknowledge the independent referees, ICCSA 2011
organizers, sponsors, volunteers, and Springer for their continuing collaboration
and support.

Marina C. Gavrilova
Ovidiu Daescu



Message from the Chair of the Session:

3rd International Workshop on “Software
Engineering Processes and Applications”

(SEPA 2011)

The Third International Workshop on Software Engineering Processes and Ap-
plications (SEPA 2011) covered the latest developments in processes and applica-
tions of software engineering. SEPA includes process models, agile development,
software engineering practices, requirements, system and design engineering in-
cluding architectural design, component level design, formal methods, software
modeling, testing strategies and tactics, process and product metrics, Web engi-
neering, project management, risk management, and configuration management
and all those areas which are related to the processes and any type of software
applications. This workshop attracted papers from leading researchers in the
field of software engineering and its application areas. Seven regular research
papers were accepted as follows.

Sanjay Misra, Ibrahim Akman and Ferid Cafer presented a paper on “A
Multi-Paradigm Complexity Metric(MCM)” The authors argued that there are
not metrics in the literature for multi-paradigm. MCM is developed by using
function points and procedural and object–oriented language’s features. In this
view, MCM involves most of the factors which are responsible for the complex-
ity of any multi-paradigm language. MCM can be used for most programming
paradigms, including both procedural and object–oriented languages.

Mohamed A. El-Zawawy’s paper entitled ‘Flow Sensitive-Insensitive Pointer
Analysis Based Memory Safety for Multithreaded Programs’ presented approaches
for the pointer analysis and memory safety of multithreaded programs as simply
structured type systems. The author explained that in order to balance accuracy
and scalability, the proposed type system for pointer analysis of multithreaded
programs is flow-sensitive, which invokes another flow-insensitive type system
for parallel constructs.

Cesar Pardo, Francisco Pino, Felix Garcia, Francisco Romero, Mario Piattini,
and Maria Teresa Baldassarre presented their paper entitled ‘HProcessTOOL: A
Support Tool in the Harmonization of Multiple Reference Models’. The authors
have developed the tool HProcessTOOL, which guides harmonization projects
by supporting specific techniques, and supports their management by controlling
and monitoring the resulting harmonization projects. The validation of the tool
is performed by two case studies.

Wasi Haider Butt, Sameera Amjad and Farooque Azam presented a paper
on ‘Requirement Conflicts Resolution: Using Requirement Filtering and Anal-
ysis’. The authors presented a systematic approach toward resolving software
requirements spanning from requirement elicitation to the requirement analysis
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activity of the requirement engineering process. The authors developed a model
‘conflict resolution strategy’ (CRS) which employs a requirement filter and an
analysis strategy for resolving any conflict arising during software development.
They also implemented their model on a real project.

Rajesh Prasad, Suneeta Agarwal, Anuj Kumar Sharma, Alok Singh and San-
jay Misra presented a paper on ‘Efficient Algorithm for Detecting Parameterized
Multiple Clones in a Large Software System’. In this paper the authors have tried
to solve the word length problem in a bit-parallel parameterized matching by
extending the BLIM algorithm of exact string matching. The authors further
argued that the extended algorithm is also suitable for searching multiple pat-
terns simultaneously. The authors presented a comparison in support of their
algorithm.

Takahiro Uchiya and Tetsuo Kinoshita presented the paper entitled ‘Behav-
ior Analyzer for Developing Multiagent Systems on Repository-Based Multiagent
Framework’. In this paper the authors proposed an interactive design environ-
ment of agent system (IDEA) founded on an agent-repository-based multiagent
framework. They focused on the function of the behavior analyzer for developing
multiagent systems and showed the effectiveness of the function.

Jose Alfonso Aguilar, Irene Garrigos, and Jose-Norberto Mazon presented
a paper on ‘Impact Analysis of Goal-Oriented Requirements in Web Engineer-
ing’. This paper argues that Web developers need to know dependencies among
requirements to ensure that Web applications finally satisfy the audience. The
authors developed an algorithm to deal with dependencies among functional and
non-functional requirements so as to understand the impact of making changes
when developing a Web application.

Sanjay Misra



Message from the Chair of the Session:

2nd International Workshop on
“Software Quality” (SQ 2011)

Following the success of SQ 2009, the Second International Workshop on “Soft-
ware Quality” (SQ 2011) was organized in conjunction with ICCSA 2011. This
workshop extends the discussion on software quality issues in the modern soft-
ware development processes. It covers all the aspects of process and product
quality, quality assurance and standards, quality planning, quality control and
software quality challenges. It also covers the frontier issues and trends for achiev-
ing the quality objectives. In fact this workshop covers all areas, that are con-
cerned with the quality issue of software product and process. In this workshop,
we featured nine articles devoted to different aspects of software quality.

Roberto Espinosa, Jose Zubcoff, and Jose-Norberto Mazon’s paper entitled
“A Set of Experiments to Consider Data Quality Criteria in Classification Tech-
niques for Data Mining” analyzed data–mining techniques to know the behavior
of different data quality criteria from the sources. The authors have conducted a
set of experiments to assess three data quality criteria: completeness, correlation
and balance of data.

In their paper, Ivaylo Spassov, Valentin Pavlov, Dessislava Petrova-Antonova,
and Sylvia Ilieva’s have developed a tool “DDAT: Data Dependency Analy-
sis Tool for Web Service Business Processes”. The authors have implemented
and shown experimental results from the execution of the DDAT over BPEL
processes.

Filip Radulovic and Raul Garca-Castro presented a paper on “Towards a
Quality Model for Semantic Technologies”. The authors presented some well-
known software quality models, after which a quality model for semantic tech-
nologies is designed by extending the ISO 9126 quality model.

Luis Fernandez-Sanz and Sanjay Misra authored the paper “Influence of Hu-
man Factors in Software Quality and Productivity”. The authors first analyzed
the existing contributions in the area and then presented empirical data from
specific initiatives to know more about real practices and situations in software
organizations.

Eudisley Anjos, and Mario Zenha-Rela presented a paper on “A Framework
for Classifying and Comparing Software Architecture Tools for Quality Eval-
uation”. This framework identifies the most relevant features for categorizing
different architecture evaluation tools according to six different dimensions. The
authors reported that the attributes that a comprehensive tool should support
include: the ability to handle multiple modeling approaches, integration with
the industry standard UML or specific ADL, support for trade–off analysis of
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competing quality attributes and the reuse of knowledge through the build-up
of new architectural patterns.

Hendrik Decker presented a paper on “Causes of the Violation of Integrity
Constraints for Supporting the Quality of Databases”. He presented a quality
metric with the potential of more accuracy by measuring the causes. He further
argued that such measures also serve for controlling quality impairment across
updates.

Csaba Nagy, Laszlo Vidacs , Rudolf Ferenc, Tibor Gyimothy Ferenc Koc-
sis, and Istvan Kovacs’s presented a paper on “Complexity measures in a 4GL
environment”. The authors discussed the challenges in adopting the metrics
from 3GL environments. Based on this, they presented a complexity measure in
4GL environments. They performed the experimentations and demonstrated the
results.

Lukasz Radlinski’s paper on “A Framework for Integrated Software Quality
Prediction Using Bayesian Nets” developed a framework for integrated software
quality prediction. His framework is developed and formulated using a Bayesian
net, a technique that has already been used in various software engineering
studies. The author argues that his model may be used in decision support for
software analysts and managers.

Seunghun Park, Sangyoon Min, and Doohwan Bae authored the paper enti-
tled “Process Instance Management Facilities Based on the Meta-Process Mod-
els”. Based on the metar-process models, the authors proposed a process model
and two types of process instance models: the structural instance model and the
behavioral instance model. The authors’ approach enables a project manager to
analyze structural and behavioral properties of a process instance and allows a
project manager to make use of the formalism for management facilities without
knowledge of the formalism.

Sanjay Misra



Message from the Chairs of the Session:

“Remote sensing Data Analysis, Modeling,
Interpretation and Applications: From a Global

View to a Local Analysis” (RS 2011)

Remotely sensed data provide temporal and spatial consistent measurements
useful for deriving information on the dynamic nature of Earth surface processes
(sea, ice, land, atmosphere), detecting and identifying land changes, discovering
cultural resources, studying the dynamics of urban expansions. Thanks to the
establishment and maintenance of long-term observation programs, presently a
huge amount of multiscale and multifrequency remotely sensed data are
available.

To fully exploit such data source for various fields of application (environmen-
tal, cultural heritage, urban analysis, disaster management) effective and reliable
data processing, modeling and interpretation are required. This session brought
together scientists and managers from the fields of remote sensing, ICT, geospa-
tial analysis and modeling, to share information on the latest advances in remote
sensing data analysis, product development, validation and data assimilation.

Main topics included:

Remotely sensed data – Multispectral satellite : from medium to very
high spatial resolution; airborne and spaceborne Hypespectral data; open
data source (Modis, Vegetation, etc..); airborne Laser Scanning; airborne
and spaceborne Radar imaging; thermal imaging; declassified Intelligence
Satellite Photographs (Corona, KVR); ground remote sensing
Methods and procedures – change detection; classification Data fusion

/ Data integration; data mining; geostatistics and Spatial statistics; image
processing; image interpretation; linear and on linear statistical analysis;
segmentation Pattern recognition and edge detection; time space modeling
Fields of application and products – archaeological site discovery; cul-
tural Heritage management; disaster management; environmental sciences;
mapping Landscape and digital elevation models; land cover analysis; open
source softwares; palaeoenvironmental studies; time series

Nicola Masini
Rosa Lasaponara



Message from the Chairs of the Session:

“Approximation, Optimization and
Applications” (AOA 2011)

The objective of the session Approximation, Optimization and Applications dur-
ing the 11th International Conference on Computational Science and Its Appli-
cations was to bring together scientists working in the areas of Approximation
Theory and Numerical Optimization, including their applications in science and
engineering.

Hypercomplex function theory, renamed Clifford analysis in the 1980s, stud-
ies functions with values in a non-commutative Clifford algebra. It has its roots
in quaternionic analysis, developed as another generalization of the classic theory
of functions of one complex variable compared with the theory of functions of
several complex variables. It is well known that the use of quaternions and their
applications in sciences and engineering is increasing, due to their advantages for
fast calculations in 3D and for modeling mathematical problems. In particular,
quasi-conformal 3D-mappings can be realized by regular (monogenic) quater-
nionic functions. In recent years the generalization of classical polynomials of
a real or complex variable by using hypercomplex function theoretic tools has
been the focus of increased attention leading to new and interesting problems.
All these aspects led to the emergence of new software tools in the context of
quaternionic or, more generally, Clifford analysis.

Irene Falcão
Ana Maria A.C. Rocha



Message from the Chair of the Session:

“Symbolic Computing for Dynamic Geometry”
(SCDG 2011)

The papers comprising in the Symbolic Computing for Dynamic Geometry tech-
nical session correspond to talks delivered at the conference. After the evaluation
process, six papers were accepted for oral presentation, according to the recom-
mendations of the reviewers. Two papers, “Equal bisectors at a vertex of a
triangle” and “On Equivalence of Conditions for a Quadrilateral to Be Cyclica”,
study geometric problem by means of symbolic approaches.

Another contributions deal with teaching (“Teaching geometry with Tu-
torMates” and “Using Free Open Source Software for Intelligent Geometric
Computing”), while the remaining ones propose a framework for the symbolic
treatment of dynamic geometry (“On the Parametric Representation of
Dynamic Geometry Constructions”) and a formal library for plane geometry
(“A Coq-based Library for Interactive and Automated Theorem Proving in Plane
Geometry”).

Francisco Botana



Message from the Chairs of the Session:

“Computational Design for Technology
Enhanced Learning” (CD4TEL 2011)

Providing computational design support for orchestration of activities, roles,
resources, and systems in technology-enhanced learning (TEL) is a complex task.
It requires integrated thinking and interweaving of state-of-the-art knowledge in
computer science, human–computer interaction, pedagogy, instructional design
and curricular subject domains. Consequently, even where examples of successful
practice or even standards and specifications like IMS learning design exist,
it is often hard to apply and (re)use these efficiently and systematically. This
interdisciplinary technical session brought together practitioners and researchers
from diverse backgrounds such as computer science, education, and cognitive
sciences to share their proposals and findings related to the computational design
of activities, resources and systems for TEL applications.

The call for papers attracted 16 high-quality submissions. Each submission
was reviewed by three experts. Eventually, five papers were accepted for pre-
sentation. These contributions demonstrate different perspectives of research in
the CD4TEL area, dealing with standardization in the design of game-based
learning; the integration of individual and collaborative electronic portfolios;
the provision of an editing environment for different actors designing profes-
sional training; a simplified graphical notation for modeling the flow of activities
in IMS learning design units of learning; and a pattern ontology-based model to
support the selection of good-practice scripts for designing computer–supported
collaborative learning.

Michael Derntl
Manuel Caeiro-Rodŕıguez

Davinia Hernández-Leo



Message from the Chair of the Session:

“Chemistry and Materials Sciences and
Technologies” (CMST 2011)

The CMST workshop is a typical example of how chemistry and computer sci-
ence benefit from mutual interaction when operating within a grid e-science
environment. The scientific contributions to the workshop, in fact, contain clear
examples of chemical problems solved by exploiting the extra power offered by
the grid infrastructure to the computational needs of molecular scientists when
trying to push ahead the frontier of research and innovation.

Ideal examples of this are the papers on the coulomb potential decomposition
in the multiconfiguration time–dependent Hartree method, on the extension of
the grid–empowered simulator GEMS to the a priori evaluation of the crossed
beam measurements and on the evaluation of the concentration of pollutants
when using a box model version of the Community Multiscale Air Quality Mod-
eling System 4.7. Another example of such progress in computational molecular
science is offered by the paper illustrating the utilization of a fault–tolerant
workflow for the DL-POLY package for molecular dynamics studies.

At the same time molecular science studies are an excellent opportunity for
investigating the use of new (single or clustered) GPU chips as in the case of
the papers related to their use for computationally demanding quantum calcu-
lations of atom diatom reactive scattering. In addition, of particular interest are
the efforts spent to develop tools for evaluating user and service quality to the
end of promoting collaborative work within virtual organizations and research
communities through the awarding and the redeeming of credits.

Antonio Laganà



Message from the Chairs of the Session:

“Cloud for High Performance Computing”
(C4HPC 2011)

On behalf of the Program Committee, it is a pleasure for us to introduce the pro-
ceedings of this First International Workshop on Cloud for High–Performance
Computing held in Santander (Spain) in 2011 during the 11th International Con-
ference on Computational Science and Its Applications. The conference joined
high quality researchers around the world to present the latest results in the
usage of cloud computing for high–performance computing.

High–performance computing, or HPC, is a great tool for the advancement of
science, technology and industry. It intensively uses computing resources, both
CPU and storage, to solve technical or scientific problems in minimum time.
It also uses the most advanced techniques to achieve this objective and evolves
along with computing technology as fast as possible. During the last few years
we have seen the introduction of new hardware isuch as multi-core and GPU rep-
resenting a formidable challenge for the scientific and technical developers that
need time to absorb these additional characteristics. At the same time, scientists
and technicians have learnt to make faster and more accurate measurements, ac-
cumulating a large set of data which need more processing capacity. While these
new paradigms were entering the field of HPC, virtualization was suddenly in-
troduced in the market, generating a new model for provisioning computing
capacity: the cloud. Although conceptually the cloud is not completely new, be-
cause it follows the old dream of computing as a utility, it has introduced new
characteristics such as elasticity, but at the cost of losing some performance.

Consequently, HPC has a new challenge: how to tackle or solve this reduction
in performance while adapting methods to the elasticity of the new platform. The
initial results show the feasibility of using cloud infrastructures to execute HPC
applications. However, there is also some consensus that the cloud is not the
solution for grand challenges, which will still require dedicated supercomputers.
Although recently a cluster of more than 4000 CPUs has been deployed, there
are still many technical barriers to allow technicians to use it frequently. This is
the reason for this workshop which we had the pleasure of introducing.

This First International Workshop on Cloud for High–Performance Comput-
ing was an original idea of Osvaldo Gervasi. We were working on the proposal
of a COST action devoted to the cloud for HPC which would link the main re-
searchers in Europe. He realized that the technical challenges HPC has to solve
in the next few years to use the Cloud efficiently, need the collaboration of as
many scientists and technicians as possible as well as to rethink the way the
applications are executed.
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This first workshop, which deserves in the next ICCSA conferences, joined
together experts in the field that presented high quality research results in the
area. They include the first approximations of topology methods such as cellular
data system to cloud to be used to process data. Data are also the main issue for
the TimeCloud front end, an interface for time series analysis based on Hadop
and Hbase, designed to work with massive datasets. In fact, cloud can generate
such a large amount of data when accurate information about its infrastructure
and executing applications is needed. This is the topic of the third paper which
introduce LISA algorithm to tackle the problem of information retrieval in cloud
environment where the methods must adapt to the elasticity, scalability and
possibility of failure. In fact, to understand Cloud infrastructures, researchers
and technicians will need these series of data as well as the usage of tools that
allow better knowledge to be gained. In this sense, iCanCloud, a novel simulator
of cloud infrastructures, is introduced presenting its results for the most used
and cited service: Amazon.

We strongly believe that the reader will enjoy the selected papers, which rep-
resent only a minimal, but important, part of the effervescent activity in Cloud
for HPC. This selection was only possible thanks to the members of the Program
Committee, all of them supporting actively the initiative. We appreciate their
commitment to the workshop. Also, we want to thank all of the reviewers who
kindly participated in the review of the papers and, finally, to all the scientists
who submitted a paper, even if it was not accepted. We hope that they will have
the opportunity to join us in the next editions.

Andrés Gomez
Osvaldo Gervasi
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Evolving Future Information Systems:

Challenges, Perspectives and Applications

Ajith Abraham

Machine Intelligence Research Labs, USA
ajith.abraham@ieee.org

Abstract

We are blessed with the sophisticated technological artifacts that are enriching
our daily lives and society. It is believed that the future Internet is going to
provide us with the framework to integrate, control or operate virtually any
device, appliance, monitoring systems, infrastructures etc. The challenge is to
design intelligent machines and networks that could communicate and adapt
according to the environment. In this talk, we first present the concept of a digital
ecosystem and various research challenges from several application perspectives.
Finally, we present some real–world applications.

Biography

Ajith Abraham received a PhD degree in Computer Science from Monash Univer-
sity, Melbourne, Australia. He is currently the Director of Machine Intelligence
Research Labs (MIR Labs), Scientific Network for Innovation and Research Ex-
cellence, USA, which has members from more than 75 countries. He serves/has
served the editorial board of over 50 international journals and has also guest
edited 40 special issues on various topics. He has authored/co-authored more
than 700 publications, and some of the works have also won best paper awards
at international conferences. His research and development experience includes
more than 20 years in industry and academia. He works in a multidisciplinary
environment involving machine intelligence, network security, various aspects
of networks, e-commerce, Web intelligence, Web services, computational grids,
data mining, and their applications to various real-world problems. He has given
more than 50 plenary lectures and conference tutorials in these areas.

Dr. Abraham is the Chair of IEEE Systems Man and Cybernetics Society
Technical Committee on Soft Computing. He is a Senior Member of
the IEEE, the IEEE Computer Society, the Institution of Engineering and
Technology (UK) and the Institution of Engineers Australia (Australia). He
is actively involved in the Hybrid Intelligent Systems (HIS), Intelligent Systems
Design and Applications (ISDA), Information Assurance and Security (IAS),
and Next–Generation Web Services Practices (NWeSP) series of international
conferences, in addition to other conferences. More information can be found at:
http://www.softcomputing.net.



Recent Advances and Trends in Biometric

Marina L. Gavrilova

Department of Computer Science, University of Calgary
marina@cpsc.ucalgary.ca

Extended Abstract

The area of biometric, without a doubt, is one of the most dynamic areas of in-
terest, which recently has displayed a gamut of broader links to other fields of sci-
ences. Among those are visualization, robotics, multi-dimensional data analysis,
artificial intelligence, computational geometry, computer graphics, e-learning,
data fusion and data synthesis. The theme of this keynote is reviewing the state
of the art in multi-modal data fusion, fuzzy logic and neural networks and its
recent connections to advanced biometric research.

Over the past decade, multimodal biometric systems emerged as a feasible
and practical solution to counterweight the numerous disadvantages of single
biometric systems. Active research intoi the design of a multimodal biometric
system has started, mainly centered around: types of biometrics, types of data
acquisition and decision-making processes. Many challenges originating from
non-uniformity of biometric sources and biometric acquisition devices result in
significant differences on which information is extracted, how is it correlated, the
degree of allowable error, cost implications, ease of data manipulation and man-
agement, and also reliability of the decisions being made. With the additional
demand of computational power and compact storage, more emphasis is shifted
toward database design and computational algorithms.

One of the actively researched areas in multimodal biometric systems is in-
formation fusion. Which information needs to be fused and what level is needed
to obtain the maximum recognition performance is the main focus of current re-
search. In this talk I concentrate on an overview of the current trends in recent
multimodal biometric fusion research and illustrate in detail one fusion strategy:
rank level fusion. From the discussion, it is seen that rank level fusion often
outperforms other methods, especially combined with powerful decision models
such as Markov chain or fuzzy logic.

Another aspect of multi-modal biometric system development based on neu-
ral networks is discussed further. Neural networks have the capacity to simulate
learning processes of a human brain and to analyze and compare complex pat-
ters, which can originate from either single or multiple biometric sources, with
amazing precision. Speed and complexity have been the downsides of neural
networks, however, recent advancements in the area, especially in chaotic neural
networks, allow these barriers to be overcome.
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The final part of the presentation concentrates on emerging areas utilizing
the above developments, such as decision making in visualization, graphics, e-
learning, navigation, robotics, and security of web-based and virtual worlds. The
extent to which biometric advancements have an impact on these emerging areas
makes a compelling case for the bright future of this area.
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Theories and Applications of Spatial-Temporal

Data Mining and Knowledge Discovery

Yee Leung

The Chinese University of Hong Kong, China
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Abstract

Basic theories of knowledge discovery in spatial and temporal data are exam-
ined in this talk. Fundamental issues in the discovery of spatial structures and
processes will first be discussed. Real-life spatial data mining problems are em-
ployed as the background on which concepts, theories and methods are scruti-
nized. The unraveling of land covers, seismic activities, air pollution episodes,
rainfall regimes, epidemics, patterns and concepts hidden in spatial and temporal
data are employed as examples to illustrate the theoretical arguments and algo-
rithms performances. To round up the discussion, directions for future research
are outlined.

Biography

Yee Leung is currently Professor of Geography and Resource Management at
The Chinese University of Hong Kong. He is also the Associate Academic Di-
rector of the Institute of Space and Earth Information Science of The Chinese
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Systems, International Geographical Union, and Chair of The Commission on
Quantitative and Computational Geography of The Chinese Geographical So-
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Annals of Association of American Geographers, Geographical Analysis, GeoIn-
formatica, Journal of Geographical Systems, Acta Geographica Sinica, Review of
Urban and Regional Development Studies, etc. Professor Leung is also Council
member of The Society of Chinese Geographers.

Professor Leung carried out pioneer and influential research in impreci-
sion/uncertainty analysis in geography, intelligent spatial decision support sys-
tems, geocomputation (particularly on fuzzy sets, rough sets, spatial statistics,
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fractal analysis, neural networks and genetic algorithms), and knowledge discov-
ery and data mining. He has obtained more than 30 research grants, authored
and co-authored six books and over 160 papers in international journals and
book chapters on geography, computer science, and information engineering. His
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1988), Intelligent Spatial Decision Support Systems (Springer-Verlag, 1997), and
Knowledge Discovery in Spatial Data (Springer-Verlag, 2010).
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Marcelo Bernardes Vieira

Statistical Behaviour of Discrete-Time Rössler System with Time
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Gabriele Nolè and Rosa Lasaponara



LXII Table of Contents – Part II

General Tracks

Design and Results of a Statistical Survey in a School . . . . . . . . . . . . . . . . 422
Francesca Pierri

MathATESAT: A Symbolic-Numeric Environment in Astrodynamics
and Celestial Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

Juan Félix San-Juan, Luis Maŕıa López, and Rosario López
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Maŕıa Botón-Fernández, Francisco Prieto Castrillo, and
Miguel A. Vega-Rodŕıguez
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Juan José Benito

Chinese Chess Recognition Based on Log-Polar Transform and FFT . . . . 50
Shi Lei, Pan Hailang, Cao Guo, and Li Chengrong

Adaptive Discontinuous Galerkin B-Splines on Parametric
Geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Maharavo Randrianarivony

Development of a Didactic Model of the Hydrologic Cycle Using the
TerraME Graphical Interface for Modeling and Simulation . . . . . . . . . . . . 75

Tiago Lima, Sergio Faria, and Tiago Carneiro

Visual Quality Control of Planar Working Pieces: A Curve Based
Approach Using Prototype Fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

Georg Maier and Andreas Schindler

New Approaches for Model Generation and Analysis for Wire Rope . . . . 103
Cengiz Erdönmez and Cevat Erdem İmrak
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Abstract. The analysis of movement in the geographic space requires the 
development of systems and data models supporting storage and querying 
functions useful for the analysis of how movement evolves and how it is 
constrained by events or obstacles that emerge in space. In the past, the design 
of information systems has been often based on application driven approaches 
and restricted to specific types of positioning technologies, leading to a 
proliferation of a wide range of data models, database models and 
functionalities. To overcome this proliferation, this paper proposes a spatio-
temporal information system that is independent of the application domain and 
aiming to abstract the positioning technology used for gathering data. Here we 
describe the initial design of the basic infrastructure of such a system, 
integrating a data model and its fundamental functionalities for the collection, 
storage, retrieval and visualization of positioning data. The results achieved so 
far are promising to demonstrate how the system is able to store positioning 
data with different formats, and in applying its functionalities to the loaded 
data.  

Keywords: moving objects, spatial data, spatio-temporal information system. 

1   Introduction 

Data about movement of car fleets, trains, aircrafts, ships, individuals, animals, or 
even viruses, are being collected in growing amounts by means of current sensing and 
tracking technologies [1]. A mobile object can be defined as an entity that changes its 
position over time. Nowadays, databases of moving objects are being developed using 
a particular data model which is, in turn, related to a specific application domain [2]. 
Therefore, the proliferation of a wide range of specific data models is the first 
consequence of this application-driven development approach [3]. Furthermore, 
databases with modeling and querying mechanisms are also available [4]. These 
database systems can be filled with implementations of different Database 
Management Systems (DBMS) models, such as the relational, object-oriented, and 
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object-relational models, having to accommodate specific abstract data types, such as 
spatial data types. More specific data models and applications need to be implemented 
as those systems do not include interfaces that can be used by end-users to analyze 
their data sets. 

This research work proposes a new approach to address these problems, by 
focusing on the development of an integrated data model that can be used in different 
application domains and by different end-users. The main aim is the design of a 
Spatio-temporal Information System (STAR) for moving objects using the Unified 
Modeling Language (UML). In the specification of the basic infrastructure of this 
system, Use Case Diagrams are used to define the system functionalities, and Class 
Diagrams are used to model the structure of the system’s database. The 
implementation of the primary functionalities of the proposed system is illustrated 
through the analysis of movement data related with two different application 
scenarios. However, it is important to point out that several other applications may 
benefit from this development in the domains of for example, location-based services, 
tourism services, mobile electronic commerce, transportation and air traffic control, 
emergency response, mobile resource management, among many others [5].  

This paper is organized as follows. Section 2 presents the previous work strongly 
related to the management of movement data. Section 3 presents some of the Use 
Case Diagrams specifying the system functionalities. Section 4 presents the Class 
Diagram of the database that adds persistence and querying capabilities to the 
proposed STAR system. Section 5 presents the current status of the system 
implementation, built on top of the SQL Server DBMS and the ArcGIS geographic 
information system. Section 6 concludes with the discussion about the undertaken 
work and our guidelines for future design work. 

2   Related Work 

Movement data can be obtained through location technologies (as add-ons to GSM 
and UMTS infrastructures), satellite based position technologies (GPS and 
GLONASS), and indoor positioning systems (Wi-Fi and Bluetooth based RTLS, 
UltraWideBand (UWB) technologies), among others. Having this variety of 
technologies for collecting movement data, a wide range of applications have been 
developed to analyze data associated to  moving objects [3, 6, 7, 8], and different 
database models were designed to support those applications [3, 9-12]. 

Weng et al. [8] designed and implemented a spatio-temporal data model for a 
vehicle monitoring system. The model integrates two major concepts: cube cell and 
trajectory. A cube cell is a three-dimensional space defined by one time and two space 
dimensions.  Given a certain time value, the corresponding time slice can be obtained 
as well as the vehicle trajectory. In this system, a trajectory represents the minimum 
querying unit. The sizes or the slices considered in each cube depend on the 
geographical context, as more positioning data is necessary to describe a trajectory in 
a dense urban area and fewer positions are needed in lower density areas. Recent 
work on the impact of data quality in the context of pedestrian movement analysis 
points out at the same direction, mentioning the importance of the sampling rate on 
data accuracy [13].  
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Another work related with data models for mobile objects is presented in [3] by 
Nóbrega et al. The authors present a model of spatio-temporal classes having mobility 
aspects. The model focuses on the updating problem associated with positioning. In 
this case, the authors seek to balance the number of updates with the consistency of 
the database. The system also integrates some prediction capabilities, based on 
movement profiles created from history movements. These profiles can store the 
different speeds that objects normally go on as well as the routes that are usually 
taken by them. 

Lee and Ryu [7] designed a vehicle information management system that is able to 
manage and retrieve vehicle locations in mobile environments. The design of this 
system was motivated by the observation that conventional databases are not suitable 
for retrieving the location of vehicles, as these databases do not take into 
consideration the property of movement in which an object continuously change its 
position over time. The proposed system integrates a vehicle information collector, a 
vehicle information management server, and mobile clients. The system can process 
spatio-temporal queries related to locations of moving vehicles. It also provides 
moving vehicles’ locations, which are not stored in the system, using a location 
predictor that estimates these locations. 

Erwig et al. [10] proposed the treatment of moving points and moving regions as 
3D objects (2D space + time). The structure of these entities is captured by modeling 
them as abstract data types. The objective is to make these entities available as data 
types for their integration in relational, object-relational or other DBMS data models. 
The authors provide the notions of data types for moving points and moving regions 
as well as a set of operations on such entities. In [14], additional specific spatio-
temporal data types are defined, enabling their integration into a query language for 
querying positioning data. 

The DOMINO system [9] introduces a set of capabilities to store and query 
movement objects that were implemented on top of an existing DBMS (Informix 
DBMS). The system enables the DBMS to predict the future location of a moving 
object. Knowing the speed and the route of a moving object, the system computes its 
location without any additional update to the object’s position. The notion of dynamic 
attribute, an attribute whose value changes continuously as time progresses, is used.  

Taking into consideration the advances in sensing and tracking technologies and 
emerging mobile applications, Praing and Schneider [12] focused their attention on 
future movements of a mobile object by proposing a universal abstract data model 
that includes both moving objects models and prediction models. The FuMMO 
abstract model uses the infinite point-set concept of point-set theory to define future 
movements of moving objects such as moving points, moving lines and moving 
regions. 

Two other research efforts that need to be highlighted are the SECONDO and 
HERMES systems. Güting et al. [4] implemented, in the SECONDO system, the 
moving objects data model previously proposed in [14]. SECONDO is based on an 
extensible architecture, consisting of three major components: the kernel, the 
optimizer and the GUI. The kernel can be supported by different DBMS and is 
extensible by data models. The optimizer assumes an object-relational data model and  
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supports a SQL-like language. SECONDO includes spatio-temporal indexing and was 
designed to support the development of spatial and spatio-temporal algorithms and 
applications. 

Pelekis et al. [15] implemented the HERMES system for querying trajectory data. 
Instead of using a database of moving objects for maintaining the objects’ current 
position, HERMES provides a trajectory database. HERMES is developed as an 
extension of the Oracle DBMS and supports advanced querying on trajectories, 
including coordinated-based queries (e.g. range, nearest neighbor queries), trajectory-
based queries (e.g. topological, navigational, similarity-based queries) or a 
combination of both. 

The previous research in this field has been mainly focused on the storage and 
querying of movement data. It has been the result of an application-driven strategy in 
which the analysis of a new dataset demands the development of a new data model, a 
new database and the implementation of the appropriate querying and analysis 
mechanisms. In cases where spatio-temporal database operations and functions are 
available, such as in SECONDO, end-users need to write specific queries (sometimes 
with a complex syntax) that use these specific operations and functions for data 
analysis. 

In contrast, our approach aims at overcoming the constraints of using a specific 
type of location technology in order to avoid the proliferation of data models, 
databases and applications. The basic infrastructure specification of this system is 
presented in this paper, defining the key functionalities of a data model for a spatio-
temporal information system for handling moving objects. 

3   System Functionalities 

The system functionalities designed for the STAR system include: i) multiuser 
support and user management; ii) the collection and storage of movement data; and 
iii) the analysis and visualization of movement data. Three different actors interact 
with the basic infrastructure of the proposed system – the system Administrator, the User 
and the Mobile Device – each one of them having access to different functionalities.  

The Administrator functionalities include the management of the system database and 
the user access. The main functionalities for the User actor include: i) collecting data 
with the assistance of the Mobile Device actor; ii) managing their data records; and iii) 
managing their folders and files. There are also functionalities for requesting a system 
account by registering into the system, and for password recovery. The Mobile Device 
actor is designed to provide real-time movement data feeding into the system database 
(this functionality is currently under development; therefore its implementation is not 
described further in this paper).  

Fig. 1 depicts an overview of the Use Cases Diagram1 for these three actors, 
Administrator, User and Mobile Device.  

                                                           
1  Detailed descriptions and figures of all the use case diagrams are not provided due to space 

limitations. However, the systems’ main functionalities are always briefly described. 
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Fig. 1. Overview of the main system functionalities of STAR first specification 

As illustrated in Fig. 1, different users can register to use the system. Multiuser 
support is fundamental in the STAR system, as we aim at designing a system to deal 
with huge amounts of data, eventually provided by different administrative entities 
working together in large data analysis projects. After the registration process, and 
also after the User validation by the Administrator, the User can manage folders, files and 
data. For each one of these use cases, the User can access several functionalities like 
creating a new folder, creating a new file, loading data into the system, among other 
functionalities which will be described latter in this section. The User can also collect 
real-time movement data, a functionality that is represented by the feed data use case. 
For the Administrator, and besides all the functionalities that are associated to the 
management of the users, it is necessary to manage the database that supports the 
STAR system in order to ensure its integrity. By providing means to create folders 
and files, the user can organize the several files that are loaded into the STAR 
environment. This way, the STAR system provides an integrated work environment 
where different data sets can be combined and analyzed. 

Associated with data collection, the User has the possibility to schedule a data 
collection task, through the Mobile Device actor. In the case of data collection in real-
time, the system obtains the readings from the Mobile Device and stores such positions in 
the database. The User can also list all the scheduled data collection tasks. Both use 
cases, schedule data collection and get real-time data, make use of the functionalities of the 
transfer data use case, the interface mechanism between the system and the Mobile Device 
(Fig. 2). This functionality is being implemented through a web service that is able to 
receive the positioning readings and check the quality of the gathered data (for 
example, detecting and cleaning duplicate readings). 
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Fig. 2. Feed data use case: detailed view 

In each folder, a User can maintain several files or other folders. The manage file use 
case allows the execution of several operations over files. Among them, the User can 
create, load, open, delete, rename, classify, or search for a file. The User can also 
search for specific data records in owned and public files. The same is valid for listing 
these files.  

One of the most relevant functionalities of the manage file use case is related with the 
uploading of new data into the system, which is done through the load file use case. 
This use case can make use of the check data quality use case, in which several 
operations on data can be performed (Fig. 3). Among these operations, the User can: i) 
verify the structure of the available data; ii) check for missing data; iii) find duplicate 
records; iv) look for outliers; and, v) look for errors in data. 

 

 

Fig. 3. Check data quality use case: detailed view 

After the collection and storage of movement data, the main objective of the 
proposed system is to make available an integrated environment for data analysis and 
data visualization, functionalities integrated into the analyze and visualize data use case.  

For data analysis, the system makes available a set of functionalities that can be 
used to compute several variables associated to a specific position, such as its velocity 
and direction, or associated to several positions from one or more moving objects, 
such as distances and areas. The system also allows the verification of the proximity 
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between moving objects and also if they are overlapping (Fig. 4). The new operations 
will be added as the system specification and implementation evolves. The last 
presented use case diagram is associated with the visualization of data (Fig. 5).  

 

 

Fig. 4. Analyze data use case: detailed view 

 

Fig. 5. Visualize data use case: detailed view 

As illustrated in Fig. 5, data associated with one or more moving objects can be 
visualized on a map, table, histogram or scatter plot. Moreover, several statistics 
associated with the analyzed data can also be visualized. The system also allows the 
visualization of one or more moving objects as trajectories or as vectors. A trajectory 
of a moving object can be described as a line, composed by several segments that 
connect the points of the same trajectory. A vector represents a point in space and 
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time, and the direction of movement. More details about these representations can be 
found in [13-14]. 

Although many of the functionalities previously described are common 
functionalities in a GIS, the STAR system provides an integrated environment with 
high level specialized functions with which the end-user can load, explore, analyze 
and visualize data related to movement without having to resort to the generic tools 
provided by current GISs. These generic systems provide a wide range of 
functionalities that are not needed or that are not specific for the analysis of 
movement data. This overload of functionalities leads to a complex system interface 
that is not suitable for a wide range of end-users. 

Besides the fact of being a specific-designed system for the analysis of movement 
data related to moving objects, the STAR system provides the possibility to capture 
movement. This functionality is not easily accessible in other systems with spatial and 
temporal capabilities without any specific integration effort. In [10], Erwig et al. 
introduced a classification for spatio-temporal applications. In this classification, 
applications related to moving objects (represented as moving points) or moving 
objects with an extent (represented by moving regions) will be poorly supported by 
temporal databases with spatial data types, or by spatial databases, as it is necessary to 
support queries that refer to the evolution of an object over time, for example, “Find 
travelers that move frequently” or “What was the largest extent of a country ever?”. 

To extend spatial data models to capture time, Erwig et al. [10] proposed two basic 
data types: mpoint and mregion. These types are defined as mappings from time into 
space: mpoint = time → point, mregion = time → region. In the case of moving 
points, trajectories can be described as lines that results from applying moving 
constructor to a point [14]: trajectory = moving(point) → line. The trajectory of a 
moving point stored in the database refers to the past. The capability to analyze space 
over time with an integrated and easy to use environment is the key issue in the 
proposal of the STAR system. It aims to close the gap currently existing between data 
collection systems and domain specific data analysis systems. 

4   System Database 

The main functionalities specified for the first version of the STAR system were 
described in detail in section 3 using Use Case Diagrams. To add persistence and 
querying capabilities to the system, this section presents the database model that 
supports these functionalities. 

Worboys et al. [16] proposes the use of an object-oriented data modeling approach 
to design GIS. Following this line of work, this section presents the design of the 
supporting system database using Class Diagrams, which are the most frequently used 
component among the UML diagrams [17]. 

The proposed Class Diagram adds persistence to the information associated with 
the users (either system users or system administrators), the databases, the folders, 
and the files with the collected movement data. Data can be analyzed or visualized 
through the use of the functionalities presented in the previous section. These 
functionalities are implemented through the corresponding methods that were 
included in the several classes (Fig. 6). Using a Class Diagram, the methods and 
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actors of the STAR system, as well as the data that will be stored in the spatial 
database, are specified. 

In the Class Diagram, the Space Geometry package includes classes for dealing 
with points, lines and/or regions geometries (depending on the application case) of the 
geographical space, or raster data. Its main purpose is to manage background data 
used to contextualize the movement data. Good examples are satellite images or road 
networks. Since they are not directly related to the previously defined functionalities, 
the classes that belong to this package are not further described. 

 

 

Fig. 6. The system database model 

This diagram reveals how the previously defined functionalities are associated with 
the actors and data structures. For example, the functionalities related to the collection 
of data through mobile devices are associated with the User class (getRealTimeData(), 
scheduleDataCollection()), and with the MobileDevice class (getCurrentPosition(), transferData()). 
The functionalities related to the quality of the loaded data (check data quality use case) 
are associated with the File class. The functionalities related to the analysis and 
visualization are associated with the MovingPoint class. This last example emphasizes 
the need for specific tools for each type of moving object (in this case a moving 
point). 
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5   System Implementation 

This first specification of the STAR system has been implemented using the 
Microsoft SQL Server 2005 Database System for the storage of the data loaded and 
generated by the users, as well as the information about the users and their folders and 
files; the Geographic Information System ArcView 9.3, which objects’ libraries were 
used to integrate in the STAR system some typical functionalities of a GIS 
environment; and, the Microsoft Visual Studio 2008 Environment to set up the 
application using the C# programming language. This application integrates the 
database component, the objects’ libraries and the specified functionalities in the 
STAR system. Besides the functionalities already presented in previous sections, new 
functionalities include the integration of data mining algorithms for the identification 
of movement flows, places of suspension of movement or abnormal behaviors that are 
present in movement data.  

The use of this technological infrastructure (SQL Server, ArcView and C#) was 
guided by the knowledge that the authors of this paper have with the mentioned 
technologies. This option allowed a fast development of an early prototype, acting as 
a proof of concept for the proposed system.  

This section focuses on the functionalities specified for the data analysis {U7.1} and 
data visualization {U7.2} components. Two movement data sets are used to illustrate 
some of the system functionalities. 

The first movement data set is named Recreation Park data set, and consists of the 
movement of visitors of the Dwingelderveld National Park in The Netherlands. This 
data set includes GPS recordings collected in seven different days from May to 
August 2006. More than 140,000 records are available forming the trajectories of 
more than 370 visitors. In this paper, we have analyzed part of this data set. 

The second data set was collected in the city of Amsterdam (The Netherlands) 
during an outdoor mobile game. Data was collected during ten different days, along 
June of 2007, totalizing 63,470 records for 419 players. In this paper, this data set is 
referred to as the Mobile Outdoor Game data set.  

Recreation Park Data Set 
Fig. 7 shows a small part of this data set which includes attributes such as a user id 
(R_ID), the point coordinates (Cord_X and Cord_Y), the date and time associated to the 
registered movement (DATETIME_), a record id (TRACKP), the original coordinates 
(ORIG_X and ORIG_Y), the calculated bearing (BEARING), the calculated speed (SPEED), 
among many other attributes that were available in the original text file.  

The current implementation of the STAR system supports files in Excel and text 
formats, namely .xls, .xlsx, .txt, and .csv (comma separated values), which are the 
usual types of files used by end-users to store the raw data collected from their 
tracking experiments. Each one of the input files must include a header row indicating 
the name of each field in the data records. Upon loading, the end-user must identify 
those fields that represent the point coordinates, once they vary from file to file – (x 
and y) or (lat, long), for instance. 
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Fig. 7. The available Recreation Park data set 

For the above described data set, the user can visualize the available data by 
displaying the records as points. Points can also be rendered over a map of the region 
for contextualization purposes. These maps can be loaded from files in shapefile 
format. Any shapefile can be loaded into the STAR system using the Space Geometry 
component depicted in Fig. 6. Since the STAR system has been implemented using 
the objects’ library of the ArcGIS platform, maps for supporting different layers of 
visualization can be loaded into the STAR system. By combining a data selection 
with a data visualization task, parts of a large data set can be easily visualized. Fig. 8 
shows the selection of the records associated with two visitors of the Dwingelderveld 
National Park, in this case users R127 and R031. As a result, any combination of the 
available attributes can be used in the design of a query to be processed by the 
database.  

 

   

Fig. 8. Selection of the data records associated with two users 
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Fig. 9 shows the visualization of the query results: the selected points are 
highlighted with a different color for each user (R127 and R031) over the entire 
available data. 

 

 

Fig. 9. Display of all the available points and the highlighting of selected data (for two 
pedestrians) 

Mobile Outdoor Game Data Set 
Fig. 10 presents the corresponding file loaded into the STAR system for the mobile 
outdoor gaming data set. It is worth noticing that this data set integrates different 
columns. All system functionalities can be applied to this data set, as data files are not 
dependent of any particular data structure. The users can previously define the 
structure of their files, specifying the name and type of the several attributes to be 
loaded. Otherwise the structure is inherited from the loaded files, as the first row 
indicates the name of each field in the data records.  

Working with Different Data Sets 
One of the advantages of the proposed STAR system is with the support for handling 
files that can have different structures such as different data attributes (and any 
number of columns/attributes). Although both the Recreation Park data set and the 
Mobile Outdoor Game data set are related with pedestrian movement, the analysis of 
other moving objects within different application areas is also possible. After loading 
the data, the STAR system adapts all its functionalities to the data set under analysis, 
integrating the attributes that are specific to each data set. In addition to the ability to 
deal with different data sets in terms of content and application areas, the analyzed 
data can also be associated with different movement technologies, as the user has the 
possibility to choose the attributes that will be used to represent the positions. The 
position of a moving object can be represented by its Geographic Coordinates (Lat, 
Lon), e.g. as provided by a GPS receiver, or by its Cartesian Coordinates (X, Y), e.g. 
as provided by a RTLS (Real Time Location System) indoor positioning system. 
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Fig. 10. Example of the available Mobile Outdoor Game data set 

Included in the data visualization functionalities, the user has the possibility to 
create a scatter plot or a histogram. In both cases, the user only needs to specify the 
attribute, for a histogram, or the attributes, for a scatter plot, to be included. As an 
example, Fig. 11a shows the specification of the attributes, in this case it integrates 
the SPEED and the BEARING attributes, which will be displayed on a scatter plot (Fig. 
11b).  

 

 

a) Attributes to be used 

 

b) Scatter Plot 

Fig. 11. Scatter Plot combining Speed and Bearing 

In the case of a histogram, the user only needs to specify the attribute to be 
analyzed, and to define a title for the histogram and the number of intervals (or bins) 
to be included (Fig. 12). 
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a) Values to be considered in the histogram 

 

b) Histogram 

Fig. 12. Histogram for the Bearing attribute 

Furthermore, we proceed with the visualization of trajectories, defined as a 
sequence of lines connecting consecutive points in time associated with a specific 
moving object: in our case, a pedestrian trajectory. For this process, the user only 
needs to specify the information that will be selected from the data set. Finally, the 
movement of the user R127 is displayed as a trajectory (Fig. 13). 

 

 

Fig. 13. Trajectory of pedestrian R127 

For application scenarios in which the visualization of movement is more 
appropriate as vectors and not as trajectories, movement can be visualized as a set of 
arrows representing the direction of the movement.  

Fig. 14 shows the interface for selecting the part of a data set to be visualized as 
vectors, in this example associated with the movement of pedestrian R127, and also 
shows the corresponding vectors. The {U7.2.6} show vectors use case makes use of the 
{U7.1.3} compute directions use case functionality, which calculates the bearing between 
two consecutive points in the data set. The computed bearing values are used to assign 
a direction to the several arrows. 
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Fig. 14. Vectors of pedestrian R127 

6   Conclusions 

This paper described the design of a spatio-temporal information system for moving 
objects. This system includes fundamental functionalities associated with the 
collection, the storage, the analysis and the visualization of movement data. The 
motivations for undertaking this direction of research are rooted in the consideration 
that movement data sets are, and will continue to be, growing rapidly, due to, in 
particular, the collection of privacy-sensitive telecommunication data from mobile 
phones and other location-aware devices, as well as the daily collection of transaction 
data through database systems, network traffic controllers, web servers, and sensors. 

The STAR system is intended to be of general use, supporting the functionalities to 
store and analyze data gathered from different moving objects and associated with 
different movement technologies. The work developed so far allows the end-user to 
easily load different data sets and to analyze the corresponding data independently of 
its initial structure. Two different data sets were loaded and described, demonstrating 
the functionalities of the STAR system, focusing on the data independency 
characteristic of the system. 

We would like to point out the functionalities that are currently under development 
to finish the overall implementation of the STAR system: i) the verify data quality use 
case; ii) the computation of areas and velocities; iii) the verification of proximity and 
overlapping; and, iv) the collection and loading of real-time data. Also, an 
implementation using open source technologies is ongoing, in order to make it a 
system that can be unrestrictedly used by different users. 

Further steps in the design and implementation of the STAR system will include 
the incorporation of functionalities such as reporting, making available the possibility 
to create, print, delete and store reports with the results of data analysis, data 
visualization, or both. In terms of advanced data analysis mechanisms, the inclusion 
of a density-based clustering algorithm for the identification of patterns, trends or 
flows in data is planned.  In terms of moving objects, the inclusion of moving objects 
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that need to be represented as regions will be also considered in the next version of 
the STAR system. 
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Abstract. In this paper, we present a semi-automatic SOLAP approach 
specially dedicated to the analysis of spatial model simulation results. We 
illustrate it on demographic and economic data of rural municipalities resulting 
from a model developed in the context of the European project PRIMA. 

Keywords: Spatial simulation, Spatial OLAP, Spatial Data warehouses. 

1   Introduction 

Data warehousing combined with OLAP (On Line Analytical Processing) 
technologies provides an innovative support for business intelligence and knowledge 
discovery [9]. It has now become a leading topic in the commercial world as well as 
in the research community. The main motivation is to benefit from the enormous 
amount of data available in distributed and heterogeneous databases in order to 
enhance data analysis and decision making. 

A very important type of data is spatial information, which is present in 80% of the 
cases. It is obvious that this meaningful information is worth being integrated into the 
decision making process as a first class knowledge, leading to the concept of Spatial 
Online Analytical Processing (Spatial OLAP or SOLAP). Spatial OLAP has been 
initially defined by Yvan Bédard as "a visual platform built especially to support 
rapid and easy spatiotemporal analysis and exploration of data following a 
multidimensional approach comprised of aggregation levels available in 
cartographic displays as well as in tabular and diagram displays" [2].  SOLAP 
systems combine OLAP and Geographic Information Systems (GIS) functionalities in 
a unique coherent framework. It allows decision-makers to analyze huge volumes of 
spatial data according several axes (dimensions) to produce indicators (measures) that 
are aggregated using classical functions such as sum, min, max, etc. 

Spatial data used by SOLAP systems are from different and heterogeneous sources 
and are transformed and cleaned using specific ETL tools [19]. Application domains 
of SOLAP are various such as health, agriculture, risk management, marketing, etc 
[14]. 

Another type of data which becomes more and more important is the one generated 
by simulation models. Indeed, models and simulations are more and more widely 
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used to study complex social dynamics and policy scenarios in various contexts such 
as urbanization, risk management, etc [4]. An example of such a model that we shall 
consider in this paper, is developed in the PRIMA European project, which aims to 
"develop a method for scaling down the analysis of policy impacts on multifunctional 
land uses and on the economic activities" [7]. This method relies on micro-simulation 
and multi-agents models designed and validated at municipality level, using input 
from stakeholder [5]. The main goal of the model is to analyze the evolution of the 
populations according to the structural policies of the municipalities. 

In this paper we develop a new approach using Spatial OLAP tools for the 
multidimensional analysis of results issued from the PRIMA simulation model. More 
precisely, we aim at providing decision-makers (stakeholder) with dedicated tools that 
allow them exploring model results through cartographic and tabular displays. By this 
way, massive volumes of data coming from models are easily exploitable by 
stakeholders and modelers using combined GIS and OLAP functionalities. 
Consequently, as shown in this paper, modelers and decision makers can share an 
efficient and user-friendly visual framework for the analysis and exploration of data 
resulting from models, encompassing the limitations of existing model exploration 
tools: scalability, performance and support for statistical operators and visual 
analytical interfaces. Moreover we present a tool, called SimOLAP that allows 
modelers to automatically define and feed their spatial-multidimensional applications 
from simulation results, minimizing/avoiding work of data warehouse designers and 
architects. 

The remainder of this paper is organized as follows. We first provide details on 
data warehouses and (Spatial) OLAP technologies, and simulation modeling (Section 
2). Then in Section 3, we present requirements for an effective analysis of simulation 
results. Next in Section 4, we present our tool and its usage for the semi-automatic 
implementation of a spatial multidimensional application for the analysis of 
demographic simulation model results. Finally, we present conclusions and future 
work (Section 5). 

2   Background Concepts 

2.1   Data Warehouse, OLAP and Spatial OLAP 

Data warehousing combined with On Line Analytical Processing (OLAP) are 
technologies intended to support business intelligence. A data warehouse is defined as 
“a subject-oriented, integrated, non-volatile and time-variant collection of data stored 
in a single site repository and collected from multiple sources” [8]. Warehoused data 
are organized according the multidimensional schema (conceptual representation) that 
defines analysis axes (dimensions) and subjects (facts). In this schema, dimensions 
are organized into hierarchies (ordered and linked levels), which allow analyzing 
measures at different granularities. Facts are characterized by measures, whose values 
are summarized using classical SQL functions, such as min, max, average, etc., when 
associated to coarser hierarchies' levels. A retail example application concerns the 
analysis of the sales of some stores. The multidimensional schema for this application 
presents a fact “Sales” and two measures “profit” and “amount”. Usual dimensions 
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are “Products”, “Location” and “Time”. These dimensions can be organized 
following hierarchical schemas, for example the hierarchy of the “Products” 
dimension defines “Product” and “Category” levels. The instance of a level is a set of 
alphanumeric values, called members. These members are connected by hierarchical 
links following the hierarchical schema of their dimension. As an example, the 
“Category” level is composed of the members “Games” and “Hi-fi”, and the 
“Product” level is composed of the members “PlayStations”, “SoniA4”, etc. Using 
this schema, decision-makers can easily explore huge volume of data to produce on-
line statistical reports on measures according to several dimensions. For example, 
some typical queries on this retail application are: "What is the total amount of sales 
per year in Paris?" or "What is the profit average per store and per year?". 

Thus, the decisional process consists of exploring the multidimensional schema 
instance (or data cube) using OLAP operators. Usual OLAP operators are: Drill-Up 
(or Roll-Up), Drill-Down, Slice and Dice. The Drill-Up operator permits to climb up 
a dimension, i.e. move to a higher hierarchy level meanwhile aggregating measures, 
Slice and Dice select and project pieces of the data cube, and the Drill-Down operator 
is the reverse of the Drill-Up [8]. Other more complex operators like split, nest, pull, 
push, etc. have been also defined [15]. 

Usually OLAP tools are based on the so-called ROLAP architecture, a three-tier 
architecture composed of (Figure 1):  

1) the data warehouse tier where data is stored. It is relational database 
management system (Relational DBMS; i.e. Oracle, PostgreSQL, etc.). 
Indeed, it is widely recognized that RDBMS provide an efficient support to 
store and query data, 

2) the OLAP Server tier that implements the OLAP operators providing 
statistical computation functionalities, and 

3) the OLAP client tier that allows visualizing data using tabular and graphic 
displays. It allows also triggering OLAP operators by the simple interaction 
with its visual components by hiding complexity of OLAP operators to 
decision-makers. 

One type of important information which is very often embedded in corporate data is 
geo-referenced information and in despite of the significance and the complexity of 
this information, standard multidimensional models (and OLAP tools) treat it as 
traditional (textual) data.  

On the other hand, it is widely recognized that cartographic representations allows 
enhancing decision making in many ways: reveal unknown and hidden spatial 
relationships and trends, help user to focus on particular subset of data, etc. [10] 
Therefore, it is important that geographic information is properly represented and 
integrated within decision-making support systems and particularly in OLAP systems. 
This integration is not limited to cartographic visualization, but in order to achieve an 
effective spatial decision support framework, GIS analysis functionalities should be 
also be provided to the users [1]. 
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Fig. 1. ROLAP architecture 

Then, a new kind of OLAP systems has been developed: Spatial OLAP (SOLAP). 
These systems integrate OLAP tools, which provide multidimensional behavior, and 
GIS functionalities for storing, analyzing and visualizing spatial information [1]. An 
example of SOLAP client is provided in Figure 2. Here measures values are displayed 
using an interactive thematic map. 

SOLAP redefines main multidimensional model's concepts in order to integrate 
spatial information into OLAP analysis. Thus, SOLAP defines spatial measures and 
spatial dimensions introducing spatial data as subject and analysis axes respectively 
[13]. 

 

Fig. 2. A SOLAP tool (Map4Decision1) 

Nowadays, Spatial OLAP tools have been reached a good maturity and some 
commercial and open-source solutions such as SpagoBi, Map4Decision, etc. have 
been developed. In the same way, several are application domains of SOLAP rising 
from environmental to marketing, etc., which confirm the importance of this 
technology that allows spatial decision-makers to on-line analyzing huge volume of 
geographic data by means of statistical operators supported by interactive maps and 
pivot tables, and surpass spatial analytical limits of GIS systems [1]. 

                                                           
1 http://www.intelli3.com/ 
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2.2   Modeling Complex Spatial Dynamics 

Modeling is more and more widely used for studying complex phenomena and 
scenarios, such as urbanization, risk management, etc. Indeed, the increasing 
computing power makes it possible to develop more and more complex models, 
coupling sub-models of different types. Understanding the behavior of such models 
through an analytical analysis of the equations has become unfeasible because of their 
complexity. In general, a lot of simulation runs are necessary to analyze such models 
(models with hundreds of parameters are common), especially to make sensitivity 
analyses or to explore critical regimes. To perform these sets of simulations, scientists 
have developed specific tools, which aim at [6,17,18]: 

• providing a programming environment devoted to the development of 
simulation experiments  via a dedicated user interface that is compatible 
with the largest set of possible models, 

• supporting easy access to well-established libraries for experiment designs 
and data treatments (R, Scilab integration, etc) and, 

• defining an information system in a client/server configuration that provides 
the possibility of sharing or exchanging components of experiments and 
tracing them. 

In any case, performing the simulation experiments often produces huge quantities of 
data, especially when the models have refined spatial and time resolutions. This is 
important to design appropriate tools to analyze such data. 

3   Requirements for an Effective SOLAP Tool for Simulation 
Result Analysis 

As mentioned earlier, simulation models produce huge amounts of simulation result data, 
on which simulation modelers need to extract certain summarized data, such as typical 
regularities or synthetic indicators. To manage these data they need tools that allow them 
to extract and to construct indicators as well as cartographic visualizations.  

In this purpose, some simulation tools (cf. Section 2.2) have been developed. The 
main limitations of these tools are the lack of relational storage support to grant 
scalability, structured data representation and efficient querying [17]. On the other 
hand, current GIS are efficient for cartographic data visualization, but these systems 
are not especially designed for the analysis of huge volumes of data and most of them 
do not support geo-visualization techniques for interactive exploration and analysis of 
multidimensional spatial data [1]. 

SOLAP technologies provide the means to overcome these limits, as already 
outlined in [12]. Indeed, such technologies aim at providing decision-makers (and 
modelers in our case) with dedicated tools that allow them exploring models results 
through cartographic and tabular displays.  

However, the development of a SOLAP architecture generally requires to design 
and implement multidimensional schemas, where analysis is carried. However, these 
design and implementation tasks are time-consuming, requiring expert knowledge of 
logical data warehouse designers [3]. In addition, modelers, as for instance in the case 
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of the PRIMA project, do not always have data warehouse experts with competence 
to define and validate data cubes. Moreover this process is iterative, because several 
attempts are often necessary before getting the right one.  

Thus, our main objective is to develop new flexible systems facilitating the design 
and the implementation of multidimensional schemas, and making them easily doable 
by non data warehouse experts. In this way, such systems allow modelers to 
implement by their own SOLAP applications for analyzing model results. 

Recent theoretical frameworks have been developed to automatically derive data 
cubes from transactional sources (database tables) [16]. However, these efforts do not 
seem adequate in our context for two reasons: (1) simulation results are semi-
structured data generally stored in text files, meanwhile proposed frameworks are 
designed to deal with relational data, and (2) no user-friendly interfaces are provided 
to help decision-makers (and modelers) to define their own spatial data cubes for the 
analysis of the simulation model dynamic. 

To summarize, our aim is to develop tools that: 

1. Build spatial data cubes on which SOLAP operations can be performed. This 
process should avoid experts' intervention and reduce the design task complexity. 
Thus these tools should provide facilities allowing modelers to specify their 
analysis needs by themselves and deriving the adequate spatial data cubes 
accordingly. 

2. Exploit methods that handle non classical data to build appropriate data cubes. 
Indeed, simulation results can be considered as semi-structured data usually stored 
in text files.  

In [11], we have proposed a semi-automatic method for designing and generating 
spatial multidimensional schema from on results of simulation models.  

Our method supposes that the simulation results are organized in a tree like 
structure [11], which can be used to access the data. This hypothesis is not very 
constraining, since most data structures can be mapped into such a tree. This data 
model, as defined by [4], defines three node types:, ComplexNode, SequenceNode, 
AttributeNodepe.  An AttributeNodepe node defines the attribute of a object, and is a 
leaf of the tree. An AttributeNodepe includes a single child which can be specfied as 
ComplexNode, AttributeNode or SequenceNode, describing the type of the element of 
the list. Finally, a ComplexNode includes a given number of children which can be 
specified as ComplexNode, AttributeNode or SequenceNode. An example of such 
structure is highlighted in the section 4.1. 

Thus, based on this data model we present in the next section a tool that efficiently 
handle simulation data type and build appropriate data cubes. 

4   Spatial-multidimensional Analysis of Demographic and 
Economic Model Results 

In this section, we present a tool for semi-automatically build spatial data cubes to 
analyze simulation results. We illustrate the usage of our tool to analyze the dynamic 
of demographic results issued from PRIMA simulation model. 
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4.1   PRIMA Simulation Model 

The simulation model, developed in the PRIMA project is a micro-simulation model 
that describes the economic and social evolution.  Each individual of the population 
changes of state according to some probabilities derived from real data. This approach 
shows some advantages for analyzing policies' impacts at various levels [7]. In 
particular, the objective is to model the evolution of rural municipalities in terms of 
structure of population, activities, land use, housing, endogenously defined services, 
under different assumptions about policy and context evolutions. It particularly helps 
in comparing the evolution of the different types of municipalities according to their 
characteristics (especially the commuting network) and their policy choices [5]. More 
precisely, the model should help in understanding better the dynamics leading to the 
development or, on the contrary, to the decrease and maybe the disappearance of 
municipalities and settlements. 

In the PRIMA project, the model takes as input an artificial population, where 
individuals are described by their age and status, and they are gathered in households 
respecting a variety of statistical constraints [5]. Then, the dynamics of the model rule 
the temporal evolution of the characteristics of the individuals and of the households, 
with demographic and economic events. The results are made of such populations at 
different states characterized by time steps. The simulations should be replicated 
several times because the dynamics are stochastic. Considering the results over these 
sets of replications allows the modelers to evaluate their variability due to the random 
aspects of the model. 

An example of simulation result structure (tree representation [11]) and its 
corresponding data instance is shown on Figures 3(a) and 3(b).  

It represents simulation results obtained at a set of replications, the Replications 
node. A Replications node is composed of the States node, which represents the set of 
simulation states obtained at each replication. This SequenceNode node is composed 
of a set of states, each one represented by the State node. A State node is 
characterized by a TimeStep node, and it composed of the Municipalities node.  

The latter represents a list of municipalities on which changes are observed. It 
consists on a Municipality node that represents a single municipality, characterized by 
a land use, Landuse node, and groups a set of households, the Households node. A 
Household SequenceNode node is composed of the Household node that defines a 
single household. This node is characterized of a Type node and is composed of a set 
of individuals, the Individual node. This node defines the list of individuals in a 
household and is composed of an Individual node. An Individual node is composed 
by an Age node, and a Status node, that respectively represent the age and status of an 
individual. 

Figure 3(b) illustrates two output files (population and activity) obtained by 
simulation and for a specific municipality, state and replication. The population file 
describes households (file lines). In this file, each household is defined by a type (e.g. 
3 for a couple with children) and ages of its individuals. In the activity file, each line 
corresponds to an individual. It defines the individual status and activity sector (e.g. 
an employed, value 2, individual having a farmer occupation, value 0).  
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Fig. 3. An example of Prima model: a) result structure, b) data 

 

Fig. 4. SimOLAP functionalities 

4.2   Spatial OLAP for Simulation Result Models: SimOLAP Tool 

To fulfill our requirements presented in Section 3, we define a tool, called SimOLAP, 
which provides the following new features (Figure 4): 
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(1) Capture the simulation modeler analysis needs. This is performed using the 
simulation result structure captured during the simulation runs. It is built based on 
the tree result structure, presented in the previous section, and is then presented to 
the users by means of an interactive visual interface that allows users to select an 
item to analyze (or in other terms to use as fact; for example, the household 
evolution). 

(2) Derive the multidimensional schema. SimOLAP generates a multidimensional 
schema using the selected item as fact and automatically deriving dimensions and 
measures from the simulation result structure. 

(3) Built the appropriate spatial data cube in a SOLAP tool. SimOLAP also 
automatically implements the spatial data cube for the previous generated 
multidimensional schema, and feeds it with simulation results. Finally, this cube 
can be explored using a SOLAP tool. 

4.2.2   The Architecture of SimOLAP 
SimOLAP is a Java-based application that guides simulation modelers to define their 
SOLAP application, and then automatically implements it. The SimOLAP architecture 
is depicted in the Figure 5.   

 

 

Fig. 5. SimOLAP architecture 

Its main components are: (1) Simulation design and runs component: SimExplorer; 
(2) User analysis needs definition component and (3) SOLAP component. 

In particular, SimExplorer2 is a tool dedicated to facilitate the design and the 
management of simulation runs on any simulation model [4]. The SimOLAP User 
analysis needs definition component analyzes and visualizes the simulation  
results, defined by the simulation modelers and represented as trees on SimExplorer 

                                                           
2 http://www.simexplorer.org/ 
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(Figure 6). This user interface is interactive allowing users to choice a result tree 
element that can be used as analysis subject (fact).  

An example is shown on Figure 6 where simulation modeler specifies to analyze 
individual data among PRIMA results. Then, once dimensions and measures are 
automatically derived, the multidimensional schema is implemented in the SOLAP 
component.  

The SOLAP component is defined by the following open source technologies: 
PostgreSQL3 as Data Base Management System (DBMS), Mondrian as OLAP sever4 
and JRubik as OLAP client tool5.  

Mondrian is an open and extensible framework, on top of a relational database. 
This mapping is provided via a XML description of the multidimensional schema 
elements and their associated relational elements in order to guarantee the greatest 
flexibility. Mondrian includes an OLAP engine layer that validates and executes 
MDX (Multidimensional Expressions) queries (pseudo-standard for OLAP servers), 
and an aggregation layer that controls data in memory and request data that is not 
cached. Finally, JRubik is an OLAP client developed in Java and based on JPivot 
project components.  

The client connects to Mondrian OLAP data sources (i.e. Relational DBMS). 
OLAP queries could be defined using MDX language or by means of the interaction 
with the tabular and cartographic displays. Thus, the implementation of the spatio-
multidimensional application in this ROLAP architecture consists of: (1) creation and 
feeding of the logical schema in PostgreSQL, and (2) creation of the XML Mondrian 
file6.  

 

 

Fig. 6. The interactive graphic user interface of the "Analysis needs definition component" 

                                                           
3 http://www.postgresql.org/ 
4 http://mondrian.pentaho.com/ 
5 http://rubik.sourceforge.net/ 
6 http://mondrian.pentaho.com/documentation/schema.php 
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4.3   The Use of SimOLAP 

Let us now show the usage of SimOLAP for the analysis of results obtained from runs 
of the simulation model developed under PRIMA project on the Auvergne French 
region (cf. Sec. 3.1). 

Let consider that the user chooses Individuals as fact (Figure 6), in order to analyze 
(aggregating with min, max, and avg) the ages of individuals. SimOLAP generates and 
implements hence the multidimensional schema depicted in Figure 7. This schema 
presents Individuals as fact, and defines Replications, States, Municipalities, Status, 
Age ranges and Households as dimension levels.  

 

 

Fig. 7. Conceptual multidimensional schema of PRIMA results 

In this multidimensional schema, States is a temporal dimension and allows 
exploring results for various time steps and hence observing the demographic 
dynamic over time. Municipalities is a spatial dimension and consists of a hierarchy 
describing the municipalities administrative organization (municipalities < 
departments < regions). This dimension allows cartographic visualization of measure 
in JRubik. Replications, States, Municipalities, Status, Age ranges and Households 
are thematic dimensions. Replications dimension allows analysis of results over 
different simulation replications, and hence the analysis of the model results dynamic. 
Finally, facts (Individuals) are described by min(age), max(age), avg(age), count(age) 
and count(status) measures.  



28 H. Mahboubi, S. Bimonte, and G. Deffuant 

By using this multidimensional model, to analyze the model results users can 
answer queries like these: 

 What is the number of individuals (count(age)) per state and age range?  
 What is the number of individuals (count(status)) per state, age range and 

status? 
 What is the maximum age of individuals per replication and municipality? 
 What is the average age of individuals per state, status and household type? 
 What is the minimum age of individuals per municipality and age range? 
 … 

 
In the same way, modelers can analyze the model dynamics: 

 What is the size of the population of Condat (French municipality) for each 
replication?  

 What is the number of individuals of a couples with children (household type) 
for each replication?  

 
This schema is then implemented in Mondrian (Spatial OLAP Server tier) by 

means of the XML file shown on Figure 8. In this schema, the spatial dimension is 
represented by the dimension element having "municipality" as attribute name. 
Measures are represented by measure elements. 

 

Fig. 8. Mondrian XML file 
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Fig. 9. Example of visualization using JRubik tool 

According to [13], SimOLAP implements the conceptual spatial-multidimensional 
schema in PostgreSQL (spatial data warehouse tier) using the star schema approach 
that denormalizes dimension tables to speedup join queries. Dimension tables are 
linked to the fact table where measures are stored. In our case study, we have one 
numerical measure the age, and the other measure is the foreign key of the status 
dimension (called degenerated dimension [9]). It is very important note that spatial 
data is stored into SVG files. 

Finally, the spatial data cube is explored and analyzed using JRubik. An example 
of SOLAP analysis is presented in Figure 9. It shows the temporal evolution of the 
maximum of individual ages calculated by the PRIMA model. This visualization 
corresponds to a specific query on the data cube: "display min age measure per 
municipality and for the first and the two last replications". It is available in tabular 
and cartographic displays. Other visualizations can hence be carried, like minimum, 
average of individual ages by time steps and municipalities or the number of 
individuals having a specific status, by time steps, replications and municipalities. 

5   Conclusions and Future Work 

With the growing development of simulation models, new emerging needs appear for 
managing and analyzing simulation results. To address these needs, efficient methods 
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and techniques for explorative data analysis, like SOLAP technologies, are attractive 
solutions.  

We have presented a tool that semi-automatically implements spatial data cubes for 
exploring the results of simulation models. Our tool helps users to easily specify their 
analysis needs and the automatic implementation of the corresponding spatial data 
cube. Then, the analysis and visualization of the spatial data cubes are carried out 
using appropriate SOLAP client. We illustrate the use of our tool for the analysis of 
results from a demographic simulation model. 

In the next future, we envisage to develop specific data structures for input, 
calibration, scenarios and experimental design factors to derive the multidimensional 
schema and data cubes. Indeed, modelers often need to compare results issued from 
different simulation runs and produced by different input and scenarios sets with 
observation data. This raises issues that include envisaging factor element in the result 
tree structure to derive a multidimensional schema. Moreover, we envisage improving 
geo-visualization interface in SOLAP tools, in order to enable a better perception and 
visualization of the evolution and dynamics on the results. For this purpose, we plan 
to exploit existing geo-visualization techniques [20] and adapt them to SOLAP tools. 
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Abstract. Taking timely measures for management of the natural resources 
requires knowledge of the dynamic environment and land use practices in the 
rapidly changing post- industrial world. We used the SLUETH urban growth 
modeling and a multi-criteria evaluation (MCE) technique to predict and 
allocate land available to landfill as affected by the dynamics of the urban 
growth. The city is Gorgan, the capital of the Golestan Province of Iran. 
Landsat TM and ETM+ data were used to derive past changes that had occurred 
in the city extent. Then we employed slope, exclusion zones, urban areas, 
transportation network and hillshade layer of the study area in the SLEUTH 
modeling method to predict town sprawl up to the year 2050. We applied 
weighted linear combination technique of the MCE to define areas suitable for 
landfill. Linking the results from the two modeling methods yielded necessary 
information on the available land and the corresponding location for landfill 
given two different scenarios of town expansion up to the year 2050. These 
included two scenarios for city expansion and three scenarios for waste 
disposal. The study proved the applicability of the modeling methods and the 
feasibility of linking their results. Also, we showed the usefulness of the 
approach to decision makers in proactively taking measures in managing the 
likely environment change and possibly directing it towards more sustainable 
outcomes. This also provided a basis for dynamic land use allocation with 
regards to the past, present and likely future changes.  

Keywords: SLEUTH, MCE, Landfill, Land Use Planning, Gorgan. 

1   Introduction 

Urbanization is one of the most evident global changes. Small and isolated population 
centers of the past have become large and complex features, interconnected, 
economically, physically and environmentally [1]. One hundred years ago, 
approximately 15% of the world’s population was living in urban areas. Today, the 
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percentage is nearly 50%. In the last 200 years, while the world population has 
increased six times, the urban population has multiplied 100 times [1]. Urban 
settlements and their connectivity will be the dominant driver of global change during 
the twenty-first century. 

Understanding land use change in urban areas is a key aspect of planning for 
sustainable development. It also helps in designing plans to counter the negative 
effects of such changes. According to Clarke et al., [2], simulation of future spatial 
urban patterns can provide insight into how our cities can develop under varying 
social, economic, and environmental conditions. Since the late 1980s, applications of 
computers in urban planning have changed dramatically and concepts such as cellular 
automata have been included in the computer programs. Cellular automata (CA) are 
discrete dynamic systems whose behavior is completely specified in terms of a local 
relation. They are composed of four elements: cells, states, neighborhood and 
transition rules. Cells are objects in any dimensional space that manifest some 
adjacency or proximity to one another. Each cell can take on only one state at any one 
time from a set of states that define the attributes of the system. The state of any cell 
depends on the states of other cells in the neighborhood of that cell, the neighborhood 
being the immediately adjacent set of cells that are ‘next’ to the cell in question. 
Finally, there are transition rules that drive changes of state in each cell as some 
function of what exists or is happening in the neighborhood of the cell [3]. 

According to Dietzel and Clarke [4], of all the CA models available, SLEUTH may 
be the most appropriate because it is a hybrid of the two schools in CA modeling—it 
has the ability to model urban growth and incorporate detailed land use data. The 
name SLEUTH has been derived from the simple image input requirements of the 
model: Slope, Land cover, Exclusion, Urbanization, Transportation, and Hillshade. 
Reasons attributed to choosing this model are: (1) the shareware availability means 
that any researcher could perform a similar application or experiment at no cost given 
they have the data; (2) the model is portable so that it can be applied to any 
geographic system at any extent or spatial resolution; (3) the presence of a well-
established internet discussion board to support any problems and provide insight into 
the model’s application; (4) a well documented history in geographic modeling 
literature that documents both theory and application of the model; and (5) the ability 
of the model to project urban growth based on historical trends with urban/non-urban 
data. 

The SLEUTH incorporates two models: The urban growth model (UGM) and the 
land cover deltatron model (DLM). In order to run the model, one usually prepares 
the data required, verifies the model functions, calibrates the model, predicts the 
change and builds the products. The user can implement SLEUTH modeling in 
different modes. In running the model, five coefficients including diffusion, breed, 
spread, slope-resistance and road gravity are calculated that are governed by 
estimation of four growth rules consisting of spontaneous growth, new spreading 
centre growth, edge growth and road-influenced growth. These are achieved in 
growth cycles each equal to one year or other appropriate time unit. The coefficients 
thus acquired are then refined in a self-modification mode. The results are then passed 
through coarse, fine and final modes during which the growth coefficients are refined 
and final growth rules are set and a growth rate is calculated. Figure 1 below depicts a 
growth cycle in the SLEUTH. 
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Fig. 1. A growth cycle in the SLEUTH 

When the best growth rate is achieved and the growth coefficients are calculated, 
these parameters are then applied to the data layers in the model and those pixels most 
likely to become urban in the next time periods are determined. This is also applied to 
other land use/cover types through the land cover deltatron model and in the end 
model balances change in urban areas and other land use/cover types. 

Predicting urban growth can help environmental managers in taking timely 
measures to counteract or offset possible negative effects. It also helps in locating the 
affected areas and dynamically planning land use based on the capability and 
availability of the land under investigation. Besides, it is possible to graphically 
explore the results of different growth and land use planning scenarios. One of the 
pressing land use items nowadays is landfill which itself is directly related to the 
built-up areas and their expansion over time. 

Landfill is an essential part of any waste management system which is composed 
of waste minimisation, reuse of products, recovery of materials and energy from the 
waste and placing the remaining material in landfills [5]. Even if a combination of the 
above or other management techniques is utilized and policies of waste reduction and 
reuse are applied, the existence of a sanitary landfill is necessary to a municipal solid 
waste management system [6]. In spite of the fact that landfill has been taken to the 
bottom of the hierarchy of options for waste disposal it has been the most used 
method for urban solid waste disposal. Landfill has become more difficult to 
implement because of its increasing cost, community opposition to landfill siting, and 
more restrictive regulations regarding the siting and operation of landfills. Land is a 
finite and scarce resource that needs to be used wisely. According to Lane and 
McDonald [7] a successful landfill site allocation process involves evaluating the 
basic suitability of all available land for sanitary landfills as an aid in the selection of 
a limited number of sites for more detailed evaluation. Appropriate allocation of 
landfills involves the selection of areas that are suitable for waste disposal. With  
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regards to waste management, site selection studies reported in the literature cover the 
allocation of urban solid waste landfills ([8], [9], [10],[11], [12], [13]), hazardous 
solid waste centers ([14],[15]), and recycling operation facilities ([16]). 

In the present study, we first detected the change in the extent of the Gorgan city 
using classification of the Landsat TM and ETM+ data. We then modeled the change 
in the city extent using two different scenarios through the application of the 
SLEUTH method. SLEUTH with its self-modification rule extracting approach to 
land use/cover change is deemed an intelligent method of exploring possible future 
scenarios. Then, we applied the weighted linear combination technique as a multi-
criteria evaluation (MCE) method to define areas suitable for landfill. Linking the 
results of the SLEUTH modeling and the MCE showed the areas available to landfill 
under scenarios of urban sprawl and waste production and management. We also 
determined the suitability of land available under each scenario. Our literature review 
showed no other studies for Iran that contained any attempt to link the results of the 
two methods for dynamic site selection of the landfill areas. 

2   Materials and Methods 

Gorgan is the capital city of the Golestan Province in the north east of Iran. The 
economic growth in the area in the recent past has led to a large increase in 
population, causing dramatic urban expansion and land use change. We used the 
SLEUTH modeling method to simulate and project the change in the area of the city. 
SLEUTH requires an input of five types of digital raster files (six if land use is being 
analyzed). For all layers, zero is a nonexistent or null value, while values greater than 
zero and less than 255 represent a live cell. We used a digital elevation (DEM) layer 
of the area with a 20 meter resolution to derive slope layer. Landsat TM and ETM+ 
scenes of the Gorgan City covering around 1316 Km

2 were selected for this study. 
The scenes which dated July 1987, September1988, July 2000 and 2001 were 
imported into Idrisi 32 software [17], co-registered with other layers and re-sampled 
to 20 meters resolution. Then, the scenes were classified using knowledge from the 
area and Maximum Likelihood classifier in supervised classification method with 
purified training samples [18]. We identified seven classes: water, agriculture, fallow 
lands, built-up areas, dense broad-leaved forest, thin forest, pastures and needle-
leaved woodlands. Total accuracy was 96% and the user’s and producer’s accuracy 
for urban class was 98.84% and 99.33% respectively. The urban extent was derived 
through reclassification of these detailed land cover classifications into a binary 
urban/non-urban map (Fig. 2). 

For deriving the excluded layers and transportation, we used visual image 
interpretation and on-screen digitizing to generate individual vector layers that were 
transformed into raster layers with 20 meters resolution. We ensured that all data 
layers followed the naming protocol for SLEUTH, were in grayscale GIF format and 
had the same projection, map extent, and resolution. The hillshade map was also 
generated using the same DEM layer. 
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Fig. 2. Grey scale color composite image of the study area, bands 2, 3, and 4 of ETM+ sensor 

of Landsat satellite, 30th July 2001, with lighter spots showing residential areas 

Model calibration was conducted in three phases: coarse, fine and final calibration. 
The algorithm for narrowing the many runs for calibration is an area of continuous 
discussion among users, and so far no definitive “right” way has been agreed upon. At 
the end of each calibration step, several fit metrics are produced which can be used as 
indicators of modeling success. Examples of the general approaches is use include: 
sorting on all metrics equally, weighting some metrics more heavily than others, and 
sorting only on one metric. More recently, the OSM (optimized SLEUTH metric) as 
the product of 7 metrics including “Compare”, “Population”, “Edge”, “Clusters”, 
“Slope”, “Xmean”, and “Ymean” [19] has been introduced. In this investigation, the 
last method, namely sorting on one metric, was applied. Simulations were scored on 
their performance for the spatial match, using Lee-Sallee metric which was around 
0.4 showing the success of the modeling.  

Adopting the procedure used by Leao et al., ([12], [13]) and Mahiny [20], we 
devised two different urban growth scenarios for model prediction. One scenario 
described the city as growing following historical trends, according to the parameters 
calibrated based on historical data. The second scenario described a more compact 
growth as a response to hypothetical policies and the shortage of land to harness 
urban spreading. Inspection of developing areas in Gorgan showed that at the moment 
both historical and compact scenarios of urban growth are underway. To apply these, 
we manipulated the value of some of the calibrated growth parameters. In the 
historical growth scenario, when the final calibration process was completed, the best 
selected parameters were run through the historical data many times and their 
finishing values were averaged considering the self-modification approach towards 
the included parameters. In the simulation for a compact city, the spread and road-
gravity coefficients were reduced to half of the calibrated and the averaged best 
values were derived in the process. 

The resulting forecast of future urban growth was produced as a probabilistic map. 
In the map, each grid cell will be urbanized at some future date, assuming the same 
unique ‘‘urban growth signature’’ is still in effect as it was in the past, while allowing 
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some system feedbacks termed self-modification. For both the back-cast and 
projected urban layers, a probability over 70% (given 100 Monte Carlo simulations) 
was used to consider a grid cell as likely to become urbanized. This was derived 
through several trial and error attempts and comparison with real maps of the area. 
The final results of the model application were annual layers of urban extent for the 
historical time frame (1987–2001) and projected future urban growth (2002–2050). 

Multi criteria evaluation (MCE) is most commonly achieved by one of three 
procedures [17]. The first involves Boolean overlay whereby all criteria are reduced 
to logical statements of suitability and then combined by means of one or more 
logical operators such as intersection and union. The second is known as weighted 
linear combination wherein continuous criteria (factors) are standardized to a 
common numeric range, and then combined by means of a weighted average. The 
third option for multi-criteria evaluation is known as the ordered weighted average 
(OWA) [21]. According to Hopkins [22] the most prevalent procedure for integrating 
multi- criteria evaluation and multi-objective evaluation (MOE) in GIS for land 
suitability analysis is using a weighted linear combination approach. The WLC 
procedure allows full tradeoff among all factors and offers much more flexibility than 
the Boolean approach. 

We applied the weighted linear combination technique to locate areas suitable for 
landfill. We also employed the zonal land suitability to prioritize land based on the 
suitability of the pixels comprising zones of suitable land. This was the first 
application of the MCE for landfill in the area of study. As such, the MCE was faced 
with shortage of data layers explaining suitability for landfill site selection. Three 
different scenarios were considered for waste management and disposal. The 
Maximum Scenario meant that all the waste produced would go to landfill for 
disposal. In Optimum Scenario, 3% of the waste would be recycled, 11% would be 
composted and the rest would go to landfill. In the Minimum Scenario, waste 
production would decrease by 5%, the same amount would be recycled, 27% percent 
would be composted and the remaining amount would go to landfill. These scenarios 
were constructed by investigation of the trend in the population size, waste production 
habits and other social and technical factors involved in waste management currently 
seen in the area of study.  

We used six factors including slope, water permeability, depth of the underground 
water table, distance from residential areas, distance from roads and wind orientation 
for the MCE. The factors were all standardized to a range of 0-255 using fuzzy 
membership functions. Then, weights were derived for the factors using the analytical 
hierarchy process (AHP) [23] and asking from a range of specialists [24]. We put all 
the factors on the same level and computed the relative weights through the pairwise 
comparison technique. Using the standardized factors, their weights and the 
constraints in the form of Boolean layers, we demonstrated areas suitable for landfill 
for the three scenarios. We then used the predicted urban sprawl for the Gorgan city 
as a constraint that limited our choice for the suitable landfill and as a factor affecting 
some of the other parameters that had been used in the MCE procedure. The result 
was a dynamic land allocation to landfill based on two scenarios of urban sprawl and 
three scenarios of waste production and management. In each case, the suitable land 
for waste disposal was determined and ranked relative to other available areas.  
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3   Results and Discussion 

The three calibration steps and the predictive growth coefficients in the SLEUTH 
modeling were developed based on the rules that are depicted in the Table 1 below. 
Most of the statistics for best fit parameters of the simulation results of Gorgan 
through SLEUTH present high values of fit, indicating the ability of the model to 
reliably replicate past growth. This suggests that future growth predictions can also be 
used with confidence.  

 
Table 1. Figures used for calibration and derivation of predictive coefficients in SLEUTH 
modeling 

 

 
For the simulation of Gorgan city expansion, the final averaged parameters that 

were used in the prediction phase are presented in Figure 3. 
Each parameter in Figure 3 reflects a type of spatial growth. For Gorgan City, the 

diffusion coefficient is very low, which reflects a low likelihood of dispersive growth. 
The value for the breed coefficient shows that it is somehow possible to witness 
growth of new detached urban settlements. The spread coefficient being larger than 
breed demonstrates the growth outwards of existing and consolidated urban areas is 
more likely. The high value of the road gravity coefficient denotes that the growth is 
also highly influenced by the transportation network, occurring along the main roads. 
Slope resistance shows the slight influence of slope to urbanization. In Gorgan area, 
topography was shown to have a very small effect in controlling the urban 
development, where even the hilly areas are likely to urbanize (Fig. 3). Inspection of 
the newly developed areas in the Gorgan City proved this to be true. 
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Fig. 3. Best fit parameters for modeling Gorgan city using SLEUTH 

Figure 4 illustrates the future urban form and extent of Gorgan City area according 
to the model simulation using the historical scenario. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 

Fig. 4. Simulated Urban Growth in Historical Scenario 

Looking at Figure 4, managers and decision makers can easily find the locations 
and the corresponding intensity of the areas where the city may increase. This 
information is of great importance, as it gives the managers an upper hand in 
controlling the unwanted expansion of the built-up areas from happening. It also helps 
land use planners in optimizing land allocation exercises given the dynamic nature of  
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Fig. 5. Gorgan city expansion for the two scenarios 

possible changes. Figure 5 shows the extent of urban development over time for the 
two growth scenarios. 

Table 2. Zonal land suitability for 18 suitable land fill sites 

 
 
Quite expectedly, the compact city scenario predicts a smaller increase for the 

future as compared to the historical scenario. However, the choices are open to the 
users to construct different scenarios and immediately assess their effects on the fate 
of the city. Modification of the driving parameters of city change, as defined in this 
study, can help in defining the best method for preventive measures in terms of 
feasibility and economy. Urban change control, cumulative effects assessment of land 
use/cover changes and land use planning and land allocation optimization are among 
other applications of the basic research conducted here. 

The application of the MCE in the Gorgan city followed by zonal land suitability 
assessment indicated that initially there are 18 zones for landfill sites. The zonal land 
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suitability of these sites varied from 155.42 to 64.14 (Table 2) and (Fig. 6). The 
analysis of the level of suitability of the zones selected and the allocation process 
shows the little available land suitable for landfill. This situation indicates that the 
areas to be used for landfill are going to become progressively less accessible. This 
has consequences on the costs of the waste disposal system, as well as on the risks for 
the environment and the community. 

 

Fig. 6. Suitable zones for landfill and their rank in terms of zonal suitability 

4   Conclusions 

Planning and management are based on generic problem solving. They begin with 
problem definition and description, and then turn to various forms of analysis, which 
might include simulation and modeling, and finally move to prediction and thence to 
prescription or design, which often involves the evaluation of alternative solutions to 
the problem [25]. According to Rubenstein-Montano and Zandi [26], modeling tools 
form the majority of approaches developed to assist decision-makers with planning 
activities. The method described in this paper combines the power of SLEUTH urban 
expansion prediction with that of the MCE for landfill site selection. The evaluation 
abilities of MCE method and the analytical tools of GIS show the use of GIS as a 
decision support system (DSS). The first step of the process reveals possible areas of 
urban expansion under two different scenarios. The second step, assesses the 
availability of land for waste disposal by combining the relevant criteria (constraints 
and factors) for landfill plus the minimum area requirement constraint (20 ha) under 
three waste management scenarios. The relative importance weights of factors are 
estimated using the analytical hierarchy process (AHP). Initially, the land evaluation 
is performed on a cell by cell basis. The suitability of each cell for landfill is 
calculated by means of weighted linear combination (WLC) of multiple criteria in 
raster GIS. 

The WLC approach results in a continuous suitability map that requires the user to 
decide what locations should be chosen from the set of all locations, each of which 
has some degree of suitability. This was addressed by adding the post-aggregation 
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constraint that suitable sites must be at least 20 hectares in size. The model then 
calculated the suitability for landfill for each zone. This zonal suitability is obtained 
by calculating the average of the suitability of all cells belonging to each zone. In the 
final step, zones were ranked in descending order by the value of their zonal land 
suitability. Maps of suitable zones under each scenario were produced that provided 
the decision makers with several options for waste management. From among the 
zones, managers of the city can choose the best in terms of availability, price and 
social considerations and so forth such that a sustainable environmental management 
is achieved. 

Results can be useful for policy and decision makers in Gorgan city. It must be 
noted that the presented method is only a tool to aid decision makers; it is not the 
decision itself. We successfully modeled the change in the extent of the Gorgan City 
using the SLEUTH method for the first time in Iran. The process was shown to be 
feasible, considering the time, facilities and the background knowledge it requires. 
The results, although not tested thoroughly, were found very useful in terms of 
providing insight into the process of city change for the managers and decision 
makers. Using this information, the authorities can take preventive measures for 
controlling negative effects of the predicted change. They can also use the 
information for preparing the infrastructure required for waste management in near 
future and mitigate the unwanted changes through possible means. One such measure 
can be control of the development of transportation network, as this was shown to 
have high effect on causing urban sprawl in the area. Also, focusing on consolidated 
urban areas and minimizing their expansion can be regarded as a measure towards 
harnessing the unwanted urban growth in Gorgan. This is also the case with the 
development of new detached urban areas, as shown by the breed coefficient. Using a 
combination of the past, present and future city sizes and their impact on the 
surrounding land use and land cover which ultimately affect land suitability, 
information can be also compiled for a proper, dynamic and timely land allocation for 
landfill sites in the area.  
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Abstract. This study compares three interpolation methods to create continuous 
surfaces that describe temperature trends in Bangladesh between years 1948 
and 2007. The reviewed techniques include Spline, Inverse Distance Weighting 
(IDW) and Kriging. A statistical assessment based on univariate statistics of the 
resulting continuous surfaces indicates that there is little difference in the 
predictive power of these techniques making hard the decision of selecting the 
best interpolation method. A Willmott statistical evaluation has been applied to 
minimize this uncertainty. Results show that IDW performs better for average 
and minimum temperature trends and Ordinary Kriging for maximum 
temperature trends. Results further indicate that temperature has an increasing 
trend all over Bangladesh noticably in the northern and coastal southern parts of 
the country. The temperature follows an overall increasing trend of 1.06oC per 
100 years.  

Keywords: Spatial Interpolation, Spline, Inverse Distance Weighting, Ordinary 
Kriging, Univariate Statistics, Willmott Statistics. 

1   Introduction 

The temperature change over the past 30–50 years is unlikely to be entirely due to 
internal climate variability and has been attributed to changes in the concentrations of 
greenhouse gases and sulphate aerosols due to human activity [1]. Although global 
distribution of climate response to many global climate catalysts is reasonably 
congruent in climate models, suggesting that the global metric is surprisingly useful; 
climate effects are felt locally and they are region-specific [2]. Spatial interpolation 
methods have been used to quantify region-specific changes of temperature based on 
historical data [3]. There is no single preferred method for data interpolation being 
selection criteria based on the data, the required level of accuracy and the time and/or 
computer resources available. Geostatistics, is based on the theory of regionalized 
variables [4, 5 & 6] and allows to capitalize on the spatial correlation between 
neighboring observations to predict attribute values at unsampled locations. 
Geostatistical spatial interpolation prediction techniques such as Spline, IDW, 
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Kriging, etc. provide better estimates of temperature than conventional methods [7 & 
8]. Results strongly depend on the sampling density and, for high-resolution 
networks, the kriging method does not show significantly greater predictive power 
than simpler techniques, such as the inverse square distance method [9]. 

This study compares three spatial interpolators - Spline, IDW, and Kriging – with 
the goal of determining which one creates the best representation of reality for 
measured temperatures between years 1948 and 2007 in Bangladesh. Specifically this 
study aims to describe the temperature change phenomenon in the region by: (1) 
describing the overall and station specific Average, Maximum and Minimum 
temperature using trend analysis of the historical dataset; (2) interpolating the trend 
values obtained from trend analysis; and (3) evaluating the interpolation results using 
Univariate and Willmott Statistical methods, thus identifying the most appropriate 
interpolation method. Additionally, the benefits and limitations of these commonly 
used interpolation methods for small-sampled areas are discussed. This assessment is 
important because much of geographic research includes the creation of data for 
spatial analysis. Selecting an appropriate spatial interpolation method is key to surface 
analysis since different methods of interpolation result in different surfaces.  

2   Study Area 

Bangladesh is one of the countries most likely to suffer adverse impacts from 
anthropogenic climate change [2]. Threats include sea level rise (approximately one 
fifth of the country consists of low-lying coastal zones within 1 meter of the high 
water mark), droughts, floods, and seasonal shifts. The total area of the country is 
147,570 sq.km. with only thirty-four meteorological stations to measure rainfall and 
temperature all over the country by the Bangladesh Meteorological Department [11] 
(Fig. 1). A number of studies carried out on trend of climate change in climatic 
parameters over Bangladesh have pointed out that the mean annual temperature has 
increased during the period of 1895-1980 at 0.310C over the past two decades and that 
the annual mean maximum temperature will increase to 0.40C and 0.730C by the year 
of 2050 and 2100 respectively [1, 2, 12, 13 & 14]. In this context, it is essential to 
quantify region-specific changes of temperature in Bangladesh in recent years based 
on historical data. 

3   Data and Methods 

3.1   Data 

Daily temperature data from 1948 to 2007 collected from 34 fixed meteorological 
stations of the Bangladesh Meteorological Department were used in this study. 
Average, maximum and minimum daily, monthly and yearly temperature have been 
derived from this dataset and have been used for further trend analysis. Microsoft 
Excel 2007 has been used for trend analysis and ArcGIS 9.3.1 and GeoMS [15] have 
been used for the spatial interpolation of the trend values. 
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Fig. 1. Study area-Bangladesh with the location of thirty four meteorological stations  

3.2   Trend Analysis 

Trend analysis is the most commonly used process to describe the temperature change 
phenomenon of a region using historic data [1]. This is the simplest form of 
regression, linear regression, and uses the formula of a straight line (1). 

 y = a + bx  (1) 

The equation determines the appropriate values for a and b to predict the value of y 
based upon a given value of x. Linear regression assumes that an intercept term is to 
be included and takes two parameters: the independent variables (a matrix whose 
columns represent the independent variables) and the dependent variable (in a column 
vector). Trend analysis by linear regression is less affected by large errors than least 
squares regression [16]. For the region-specific analysis, trend values of average, 
maximum and minimum temperature change have been calculated for every stations 
using the formula (2). 

  
 (2) 
 
 

Where, xi is the independent variable, x is the average of the independent variable, yi 
is the dependable variable and y is the average of dependable variable. If the value of 
b is positive then the dataset shows an increasing trend. If it is negative, the dataset 
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shows a decreasing trend. The higher the value of b the higher is the trend of change. 
One way of testing significance of trends of temperature is calculating the Coefficient 
of Determination, R2 of the trend (3). Values of R2 vary between 0 and 1. 

 

                           (3) 

 
 

Highest correlation of the dataset can be found at 1 and it gradually reduces towards 
zero. Value less than 0.5 has been considered as less significant correlation. 

3.3   Spatial Interpolation 

The idea and mechanism of spatial interpolation for the study was generated from [3]. 
Interpolation is a method or mathematical function that estimates the values at 
locations where no measured values are available. It can be as simple as a number 
line; however, most geographic information science research involves spatial data. 
Spatial interpolation assumes that attribute data are continuous over space. This 
allows for the estimation of the attribute at any location within the data boundary. 
Another assumption is that the attribute is spatially dependent, indicating the values 
closer together are more likely to be similar than the values farther apart. These 
assumptions allow for the spatial interpolation methods to be formulated [3]. 

Spatial interpolation is widely used for creating continuous data from data  
collected at discrete locations, i.e. points. These point data are displayed as 
interpolated surfaces for qualitative interpretation. In addition to qualitative research, 
these interpolated surfaces can also be used in quantitative research from climate 
change to anthropological studies of human locational responses to landscape [3]. 
However, when an interpolated surface is used as part of larger research project [8] 
both the method and accuracy of the interpolation technique are important. The goal 
of spatial interpolation is to create a surface that is intended to best represent 
empirical reality thus the method selected must be assessed for accuracy. 

The techniques assessed in this study include the deterministic interpolation 
methods of Spline [8] and IDW [8] and the stochastic method of Kriging [8] in an 
effort to retain actual temperature trend measurement in a final surface. Each selected 
method requires that the exact trend values for the sample points are included in the 
final output surface.  

The Spline method can be thought of as fitting a rubber-sheeted surface through 
the known points using a mathematical function. In ArcGIS, the spline interpolation is 
a Radial Basis Function (RBF). The equation for k-order B-spline with n+1 control 
points (P0 , P1 , ... , Pn ) is (4): 

 P(t) = ∑i=0,n Ni,k(t) Pi ,     tk-1 <= t <= tn+1 . (4) 
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Advantages of Spline functions are that they can generate sufficiently accurate 
surfaces from only a few sampled points and they retain small features. A 
disadvantage is that they may have different minimum and maximum values than the 
data set and the functions are sensitive to outliers due to the inclusion of the original 
data values at the sample points. This is true for all exact interpolators, which are 
commonly used in GIS, but can present more serious problems for Spline since it 
operates best for gently varying surfaces, i.e. those having a low variance. 

The input parameters for the Spline function are the input sampled trend values, the 
interpolation attribute (i.e., temperature), the type (regularized or tension), the weight, 
number of points to consider for each new value and the output cell size. The settings 
have been regularized by trial and error for function to obtain minimum mean bias 
and root mean square error with the default weight of 0.1. The selection of tension 
parameter was made to keep the range within the actual data range and the weight was 
increased to 1.0. When using the tension Spline, the higher the weight, the more the 
values conform to the range of sample data. In addition, for all of the interpolation 
methods the number of sample points to be used in the analysis of new locations was 
set to eight points. This was due to the limited number of observed data points, the 
default value of twelve meant that about half the points were contributing to the area 
regardless of how far they were from the location being estimated. Reducing the 
number of points used, assures the use of the closest values in the calculation process. 

IDW is based on the assumption that nearby values contribute more to the 
interpolated values than distant observations. In other words, for this method the 
influence of a known data point is inversely related to the distance from the unknown 
location that is being estimated. This interpolation works best with evenly distributed 
points. Similar to the spline functions, IDW is sensitive to outliers. Furthermore, 
unevenly distributed data clusters results in introduced errors. To avoid unrealistic 
patchy maps, the temperature trend z can be estimated as a linear combination of 
several surrounding observations, with the weights being inversely proportional to the 
square distance between observations and u: 

z ∑ λ u  z u  with: λ u  | |  

Similar to IDW, kriging uses a weighting which assigns more influence to the nearest 
data points in the interpolation of values for unknown locations. Kriging, however, is 
not deterministic but extends the proximity weighting approach of IDW to include 
random components where exact point location is not known by the function. Kriging 
depends on spatial and statistical relationships to calculate the surface. The two-step 
process of kriging begins with semivariance estimations and then performs the 
interpolation. Some advantages of this method are the incorporation of variable 
interdependence and the available error surface output. A disadvantage is that it  
 

(5) 
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requires substantially more computing and modeling time as well as more input from 
the user. Ordinary kriging with known varying means OK (u) derived from the 
secondary information [4]: 

zOK λiOK u     z ui       with: λiOK u1 11              

3.4   Univariate and Willmott Statistics 

In general, the evaluation of the interpolation methods follows the univariate 
statistical method which calculates error statistics on the control stations with the 
recorded temperatures as the observed data and the interpolated temperatures as the 
predicted values. Summary univariate measures include the mean of the observed 
(Obar), mean of the predicted (Pbar), and their standard deviations (so, sp). It 
calculates the Mean Bias Errors (MBEs) and Root Mean Square Errors (RMSEs) of 
different interpolation methods and identifies the method which produces least MBE 
and RMSE as the best [7]. Another indicator of the models potential is how closely sp 
approaches so such that the closer to the standard deviation the observed (so) is to the 
predicted standard deviation (sp) the better the method is at reproducing the observed 
variance. Equations from univariate statistics can be found in [7]. 

Some critical limitations of univariate statistics led analysts to go for Willmott 
Statistics which cautions that these statistical measures should not be over analyzed. 
The ranking of the interpolation methods is impossible by univariate statistical 
evaluation when it obtains least value of one of the errors for one interpolation 
method but least values of other errors for another interpolation method. Nevertheless, 
it is also possible to obtain least MBE for Spline, least RMSE for IDW and least 
difference between so and sp in the same univariate evaluation. In such cases, it is 
sometimes recommended to perform ranking based on the mean bias error and to 
ignore root mean square error and standard deviations [7]. However, root mean square 
error and the approaching of the standard deviations cannot be ignored since the 
distribution of the predicted values based on the measured values and their distances 
from the ideal predicted values are of utmost importance to evaluate and thus identify 
appropriate spatial interpolation method. 

Willmott statistics use five difference measures that are useful in evaluating the 
performance of the interpolation methods. These measures are: 1) Mean Absolute 
Error (MAE), 2) Root Mean Square Errors (RMSE), 3) Systematic Root Mean Square 
Errors (RMSEs), 4) Unsystematic Root Mean Square Errors (RMSEu), and 5) the 
Index of Agreement (d). Equations from Willmott statistics are in [10]. The ordinary 
least-squares (OLS) simple linear regression coefficients of a and b are used to 
compute the difference measures systematic and unsystematic root mean square errors 
(RMSEs, RMSEu). MAE is sometimes preferred over the RMSE as an evaluator 
because it is less sensitive to extreme values; however, RMSE is the error measure 
commonly computed in geographic applications. The systematic RMSEs assesses 
whether the model errors are predictable, whereas the unsystematic RMSEu identifies  
 

 

(6) 
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those errors that are not predictable mathematically. The final error measure, d, varies 
between 0.0 and 1.0. Therefore, the closer d is to 1.0 the better the agreement between 
O and P with 1.0 conveying perfect agreement and 0.0 complete disagreements. 

4   Results 

4.1   Trend Analysis 

The trend analysis has been performed using temperature dataset from 1948 to 2007 
of 34 meteorological stations of Bangladesh for average, maximum and minimum 
temperature. The analysis resulted in increasing trend of average, maximum and 
minimum temperature all over the country. Maximum temperature has shown the 
higher trend of increase (Fig 2). 

 

             (a)    (b)    (c) 

Fig. 2. Daily (a) maximum, (b) minimum and (c) mean temperature between 1948-2007) 

Trends for 100 years of daily maximum, minimum temperature have been analyzed 
for each station for simplification of capturing a long term scenario of temperature 
change (Table 1). Since data from 1948 was not available for each station, beginning 
year of each data set are presented for each station. Trends of average temperature 
vary from -1.05 to 3.270C per 100 year. At Kutubdia, trend of average temperature is 
the highest among all the stations with a value of 3.270C per 100 year. Variation of 
maximum temperature trends is higher than the variation of average or minimum 
temperature trends. Maximum temperature trends vary from -2.59 to 5.80C per 100 
year. Maximum value of this trend has been found at Sitakunda which is 5.80C per 
100 year. On the other hand, trends of daily minimum temperature vary from -2.34 to 
4.040C per 100 year. Station Bogra exhibits the highest value of maximum trend 
among all the stations with a value of 4.040C per 100 year. Coefficient of 
determination, R2 of the trend analysis of average and maximum temperature varies 
from 0.01 to 0.66, and minimum temperature from 0 to 0.59. R2 value less than 0.5 
was found in many stations which represents poor statistical significance of the trend. 
Trends are found more than 20C per 100 years for stations with R2 value more  
than 0.5. 
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Table 1. 100 years (a) Average (b) Maximum and (c) Minimum Temperature Trends of 34 
Meteorological Stations of Bangladesh with Coefficients of Determination 

Station Starting 
Year 

Average 
Temperature 

Maximum 
Temperature 

Minimum 
Temperature 

Trend R2 Trend R2 Trend R2 
Barisal 1949 -0.47 0.01 0.78 0.06 -1.63 0.06 
Bhola 1966 2.07 0.43 1.71 0.26 2.07 0.36 
Bogra 1948 2.56 0.1 1.17 0.03 4.04 0.15 
Chandpur 1964 1.63 0.09 1.64 0.09 1.62 0.06 
Chittagong 1949 1.58 0.41 2.24 0.53 0.9 0.15 
Chuadanga 1989 0.9 0.03 -0.38 0.01 2.17 0.14 
Comilla 1948 0.23 0.02 0.5 0.03 -0.1 0.01 
Cox's Bazar 1948 2.59 0.66 2.95 0.52 2.2 0.59 
Dhaka 1953 1.72 0.33 1.19 0.12 2.25 0.4 
Dinajpur 1948 -0.27 0.01 -2.13 0.25 1.51 0.09 
Faridpur 1948 1.22 0.23 2.75 0.44 1.3 0.21 
Feni 1973 2.42 0.11 1.74 0.07 3.31 0.15 
Hatiya 1966 0.31 0.01 2.61 0.38 -2.02 0.06 
Ishurdi 1961 0.26 0.01 0.32 0.01 0.37 0.01 
Jessore 1948 1.39 0.34 1.47 0.2 1.13 0.17 
Khepupara 1975 1.57 0.14 2.67 0.37 0.38 0.01 
Khulna 1948 -0.16 0.01 0.37 0.01 -0.53 0.01 
Kutubdia 1985 3.27 0.41 4.16 0.5 2.48 0.13 
Madaripur 1977 1.74 0.17 0.47 0.01 1.6 0.12 
Maijdeecourt 1951 2.03 0.36 1.93 0.32 2.04 0.27 
Mongla 1989 2.7 0.42 4.4 0.55 1.05 0.09 
Mymensing 1948 0.01 0.01 -0.86 0.11 0.86 0.06 
Patuakhali 1973 2.18 0.17 3.29 0.46 2.7 0.15 
Rajshahi 1964 0.63 0.01 1.0 0.04 0.26 0.01 
Rangamati 1957 -1.05 0.09 -0.39 0.01 -1.78 0.09 
Rangpur 1957 0.16 0.01 -2.59 0.19 2.81 0.13 
Sandwip 1966 -0.52 0.01 0.73 0.01 -1.81 0.09 
Satkhira 1948 0.88 0.11 0.65 0.04 1.07 0.09 
Sitakunda 1977 1.84 0.2 5.8 0.66 -2.11 0.15 
Srimongal 1948 1.39 0.19 0.3 0.01 2.37 0.26 
Sayedpur 1991 2.11 0.19 2.66 0.12 1.08 0.09 
Sylhet 1956 1.01 0.17 1.08 0.19 0.57 0.01 
Tangail 1987 -0.31 0.01 1.74 0.07 -2.34 0.07 
Teknaf 1977 2.24 0.32 2.41 0.32 2.36 0.28 

4.2   Spatial Interpolation  

These spatial interpolation methods have various parameters. The descriptions below 
include the options and values used in the different modules of ArcGIS. For display 
purposes, all images are grouped to 10 classes. The images show the decreasing trend 
values in lighter colors with the increasing trend values in the darkest color. The 
selected techniques, Spline, IDW and Kriging, are not all of the interpolation 
methods, nor are they a comprehensive review of the ArcGIS Geostatistical extension. 
Equivalent geostatistical techniques are available in other software products as well 
[17]. 
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        (a)               (b)    (c) 

Fig. 3. SPLINE Interpolated Surface for (a) Average (b) Maximum and (c) Minimum 
Temperature Trends 

The results of a tension Spline with weight set at 1.0, number of points at 8 and cell 
size of 300 are in Fig. 3. The smooth surface created by the Spline function provides 
the general temperature trends for the area. The regularized option resulted in a range 
of temperature trends from –7.20 to +13.34OC, this range has been used for other 
interpolation methods with similar class distributions to maintain conformity of 
analysis. It correctly shows an increasing trend of average and maximum temperature 
in the south of Bangladesh which is basically a coastal area of Bay of Bengal. An 
increasing trend of average and maximum temperature is also found in the critical 
North of Bangladesh which is the warmest region in summer and coolest region in 
winter with extreme temperature. Increasing trend of minimum temperature is found 
on the south-eastern region Bangladesh and in the neck of the northern region. And in 
all over the study region there are some point regions with increasing temperature 
surrounded by gradually decreasing temperature area. The decreasing trend of 
average, maximum and minimum temperature was mostly found in the part of 
southern eastern region of Bangladesh which is known as Hill Tracts area. 

The distance-decay principle is shown by IDW surface in Fig. 4. This surface 
shows less diversity in the central area than the tension Spline but is far smoother, 
which is one of the general characteristics of a IDW surface. It may be inappropriate, 
however, to use the smoothing Spline functions for a highly heterogeneous area since 
it provides an unrealistic view of reality by reducing spatial variance. The input points 
are the same for all three methods. As are the use of 8 points and a cell size of 300 m2. 
The power was set to the most commonly used value of 2. When using a power of 2, 
it is known as inverse distance squared weighted interpolation. The search radius was 
set to variable due to the sparse and irregularly spaced sampled locations. 
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         (a)                (b)            (c) 

Fig. 4. IDW Interpolated Surface for (a) Average (b) Maximum and (c) Minimum Temperature 
Trends 

 

         (a)              (b)    (c) 

Fig. 5. Semivariograms for (a) Average (b) Maximum and (c) Minimum Temperature Trends 

 

           (a)                (b)                 (c) 

Fig. 6. Ordinary Kriging surface for (a) Average (b) Maximum and (c) Minimum Temperature 
Trends 
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In a krigged surface, there is less variation within the central region than with 
either the Spline or IDW surface (Fig. 6). This surface also has cooler values on the 
west / southwestern side which are more consistent with reality than the other 
modeled surfaces. There are several parameters to be set when using the kriging 
option for creating an interpolated surface. First, is the selection of whether to use the 
ordinary or universal method. In this study, ordinary kriging was selected because 
there is no known overriding trend in the data. Ordinary analysis is most widely used 
in kriging [5]. For this data set, the assumption that the constant means are unknown 
is true. The exponential models were selected for the average and maximum 
temperature trend semivariogram and spherical model for minimum temperature trend 
semivariogram with a variable radius were selected due to the sparse and irregular 
location of the meteorological stations. 10 lags with lag size of 3 were used for all 
models and major range used for average, maximum and minimum temperature 
trends were 8, 7 and 3 respectively. For this surface, the advanced options were not 
used. The output of the selection criteria has been described in Fig. 5. 

4.3   Univariate Statistical Evaluation 

The summary statistics Obar and Pbar have shown that, on average, all surfaces under 
predict the average, maximum and minimum temperature. But most importantly this 
statistics cannot profoundly establish the decision for the best interpolation method. 
As such, for average temperature phenomenon lower MBE and RMSE have been 
found for IDW method but sp more closely approach to so for Spline method (Table 
2(a)). Similar confusion occurred for describing the maximum temperature change 
phenomenon The lower MBE and RMSE have been found for ordinary Kriging 
method but again sp more closely approach to so for Spline method (Table 2(b)). The 
worst uncertainty has occurred when the interpolation methods for describing 
minimum temperature change have been evaluated. The lower MBE has been found 
for ordinary Kriging, lower RMSE has been found for IDW method and sp more 
closely approach to so for SPLINE method (Table 2(c)). So the conclusion is that all 
of the methods are the same which is apparently impossible since different 
interpolation methods have shown completely different results (Fig. 3, 4 & 6). And 
the lowest difference between so and sp has been found for SPLINE method for all 
temperature change trends interpolation. These suggest that the other methods than 
SPLINE are less able to reproduce the observed variance. 

The common suggestion to solve this uncertainty is to go for the MBE. It is 
commonly recommended to perform ranking on the basis of MBE ignoring the RMSE 
and approaching of sp to so. This approach has identified IDW as the best 
interpolation method to describe average temperature change phenomenon and 
ordinary Kriging as the best to describe maximum and minimum temperature change. 
But the scattergram of observed temperature trends and estimated temperature trends 
by different interpolation methods to describe average, maximum and minimum 
temperature trend; has totally refused to ignore RMSE and standard deviations 
effects. 
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Table 2. Univariate Statistical Evaluation Results of SPLINE, IDW and Kriging Methods for 
Describing (a) Average (b) Maximum and (c) Minimum Temperature Change 

         (a)   

Summary Univariate Measures for Average Temperature Change 

Method Obar Pbar MBE So Sp RMSE N 

SPLINE 1.17 1.32 0.15 1.11 1.11 1.75 34 

IDW 1.17 1.18 0.009 1.11 0.44 1.26 34 

Kriging 1.17 1.21 0.05 1.11 0.68 1.41 34 

      (b)   

Summary Univariate Measures for Maximum Temperature Change 

Method Obar Pbar MBE So Sp RMSE N 

SPLINE 1.42 1.56 0.14 1.72 1.95 2.81 34 

IDW 1.42 1.57 0.15 1.72 1.05 1.927 34 

Kriging 1.42 1.46 0.03 1.72 0.98 1.778 34 

                                                                 (c)   

Summary Univariate Measures for Minimum Temperature Change 
Method Obar Pbar MBE SDo SDe RMSE N 
SPLINE 0.95 1.03 0.09 1.67 1.37 2.19 34 
IDW 0.95 0.87 -0.08 1.67 0.66 1.68 34 
Kriging 0.95 0.96 0.02 1.67 0.99 1.92 34 

 

Fig. 7. Scattergram showing the Ideal Prediction and the Distribution of Observed and 
Estimated Temperature Trends by different Spatial Interpolation Methods to describe Average 
Temperature Change 
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The green straight line shows what should be the ideal prediction by the methods. 
Though none of the methods has shown very good closeness to ideal prediction, the 
distribution of observed and estimated trends have clearly depicted that in general, the 
values are under predicted. The estimated temperature trends by Kriging has shown 
more closeness to the ideal prediction line than IDW for the average temperature and 
eventually the kriging should be the best method to describe average temperature 
change (Fig. 7). Similar results have appeared for maximum and minimum 
temperature trends where IDW has shown more closeness to ideal prediction in case 
of maximum and minimum temperature trends . This is because of the distribution of 
observed and estimated temperature trends by different interpolation methods; 
therefore the RMSE and the standard deviation closeness cannot be just ignored [18] 
has also discovered the similar idea for the evaluation of spatial interpolation 
techniques to describe the precipitation change effect The proper way to get rid of this 
uncertainty problem is to find an approach which calculates MBE, RMSE and the 
difference of the standard deviations together [17]. This approach will evaluate the 
method’s performance to calculate the errors as well as to take into account the 
distribution of the estimated value. In other words the approach will look for the error 
within the errors calculated by a particular method. The evaluation method of spatial 
interpolation techniques described by [10] is such kind of approach which describes 
the agreement of the measured trends and estimated trends by a spatial interpolation 
technique. Thus it takes into account the effects of distribution of the values as well as 
their quantitative values. 

4.4   Willmott Statistical Evaluation 

[10] suggests that these statistical measures should not be over analyzed. The 
evaluation using Willmott equations for the five difference measures have put an end 
to the limitations of the univariate statistics. The MAE and RMSE measures disagree 
with the univariate statistics on the potentially better interpolation methods with no 
uncertainty in ranking, having both a lower MAE and RMSE. The RMSEs and 
RMSEu measures have a similar response as the MAE and the RMSE in that the best 
interpolation method has the lowest RMSEu and RMSEs. The final error difference 
measure, d, also indicates that the interpolation method with lower d is a bit better 
than other interpolation methods. Therefore, the lower MAE, RMSE, RMSEs and 
RMSEu were found for IDW method in case of interpolating average temperature 
trend. The higher index of agreement (d=0.89) was also found for IDW and thus IDW 
was found to be the best interpolation method to describe the average temperature 
change phenomenon without further uncertainty (Table 3(a)). And in case of 
interpolating maximum temperature trend the lower MAE, RMSE, RMSEs and 
RMSEu were found for ordinary Kriging method along with the higher index of 
agreement (d=0.88) (Table 3(b)). The lower MAE, RMSE, RMSEs and RMSEu were 
found for IDW method and the higher index of agreement (d=0.78) was also found for 
IDW and thus IDW was found to be the best interpolation method to describe the 
minimum temperature change phenomenon and the uncertainty of univariate statistics 
has come into end (Table 3(c)).    



 Statistical Evaluation of Spatial Interpolation Methods for Small-Sampled Region 57 

Table 3. Willmott statistical evaluation results of Spline, IDW and Kriging methods for 
describing (a) Average (b) Maximum and (c) Minimum temperature change 

      (a)   

 Simple Linear OLS 
coefficients  

Difference Measures  

Method n a b MAE RMSE RMSEs RMSEu D 
SPLINE 34 1.65 -0.03 1.40 1.75 1.41 1.05 0.25 

IDW 34 1.29 -0.09 1.03 1.26 1.19 0.42 0.89 

Kriging 34 1.41 -0.16 1.16 1.42 1.26 0.64 0.60 

      (b) 

 Simple Linear OLS 
coefficients 

Difference Measures 

Method n a b MAE RMSE RMSEs RMSEu D 
SPLINE 34 1.89 -0.23 2.26 2.81 2.09 1.88 0.50 

IDW 34 1.51 0.04 1.44 1.93 1.63 1.03 0.62 

Kriging 34 1.31 0.12 1.34 1.78 1.51 0.95 0.88 

        (c) 

 Simple Linear OLS 
coefficients 

Difference Measures 

Method n a b MAE RMSE RMSEs RMSEu D 
SPLINE 34 1.08 -0.05 1.78 2.19 1.73 1.35 0.13 

IDW 34 0.81 0.06 1.40 1.68 1.55 0.64 0.78 

Kriging 34 0.97 -0.007 1.57 1.92 1.66 0.98 0.43 

5   Discussion 

The five Willmott difference measures consistently identified Kriging as the best 
method for interpolating surfaces for maximum temperature trend and IDW for 
average and minimum temperature trend (Table 4). Nevertheless, as illustrated in Fig. 
8, the fact lies in the average standard error of prediction [10]. Since the variation in 
temperature trend with only 34 sample points is too small to assess temperature trend 
and the prediction of the average and minimum temperature trend have produced 
lower standard errors than the average temperature trend prediction (Fig. 8), IDW has 
performed better for average and minimum temperature trend analysis. It is also true 
that only having 34 points to calculate interpolation error across that area is also a 
significant limitation because there are little differences in temperature trends 
between the meteorological stations. It is impossible, however, to increase the sample 
size because of the number of existing climate stations. 
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Fig. 8. Standard errors of prediction by different spatial interpolation methods to describe 
Average, Maximum and Minimum temperature change 

Table 4. Willmott Statistical Evaluation Results of SPLINE, IDW and Kriging Methods for 
Describing (a) Average (b) Maximum and (c) Minimum Temperature Change 

Temperature Change Phenomenon Best Spatial Interpolation Method 

Average Temperature Inverse Distance Weighting 

Maximum Temperature Ordinary Kriging 

Minimum Temperature Inverse Distance Weighting 

6   Conclusions 

This study has shown that IDW is most likely to produce the best estimation of a 
temperature surface in a small-sampled region, which has depicted that temperature 
has an increasing trend all over Bangladesh. Northern and coastal southern parts of 
the country are experiencing the significant increase in temperature with an increasing 
trend of 5.38oC per 100 years. Nevertheless, regardless of the approach taken these 
interpolation methods do not adequately address the temperature variability inherent 
in a regional setting when the sample size is too small. Thus, it is critical that 
additional factors specific to the regional environment are incorporated into the spatial 
interpolation methods. Consequently, an estimated surface of temperature based on 
IDW can be used as input into a more complex spatio-temporal integration model to 
generate a better representation of temperature. Results confirm that for a small 
sampled region, the evaluation of geostatistical interpolation techniques using 
univariate statistics outperforms, ignoring the pattern of spatial dependence that is 
usually observed for temperature data. Willmott statistics for evaluation of the 
interpolation techniques proved to be an effective approach for the identification of 
best spatial interpolation techniques for further analysis. 
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Abstract. In this paper we introduce the new configuration of the EU-
ClueScanner model (EUCS100) that is designed for evaluating the impact of 
policy alternatives on the European territory at the high spatial resolution of 100 
meters. The high resolution in combination with the vast extent of the model 
called for considerable reprogramming to optimize processing speed. In 
addition, the calibration of the model was revised to account for the fact that 
different spatial processes may be prominent at this more detailed resolution. 
This new configuration of EU-ClueScanner also differs from its predecessors in 
that it has increased functionalities which allow the modeller more flexibility. It 
is now possible to work with irregular regions of interest, composed of any 
configuration of NUTS 2 regions. The structure of the land allocation model 
allows it to act as a bridge for different sector and indicator models and has the 
capacity to connect Global and European scale to the local level of 
environmental impacts. The EUCS100 model is at the core of a European Land 
Use Modelling Platform that aims to produce policy-relevant information 
related to land use/cover dynamics. 

Keywords: Land use/cover; Modelling; Europe; Land demand; Factor data. 

1   Introduction and Background 

A land-use/cover model is an “interpretive framework” [1] of the interactions between 
different non-linear systems (bio-physical and human) that influence the dynamics of 
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Land Use/Cover Change (LUCC). Land-use/cover depends on natural systems, but 
also, as a product of a society, is constrained and driven by demographic, economic, 
cultural, political, and technological changes [1]. Besides, land-use/cover is among 
one of the most important determinants of landscape, local climate conditions, 
biodiversity, and is relevant for biophysical systems and processes and for most land 
functions [47] and ecosystem services (de Groot et al.. 2002, de Groot et al.. 2009). 
However, the results of these interactions are not fully predictable since “complex 
systems generate a dynamic which enables their elements to transform in ways that 
are surprising, through adaptation, mutation, transformation” [3]. Based on 
assumptions regarding the future (what-if scenarios), LUCC simulations are relevant 
elements for structuring discussion and debate in a decision-making process, but do 
not present the future itself. 

Therefore, and considering that land is a finite resource where competing claims 
interact, LUCC models emerge as an advanced tool to assess the ex-ante 
consequences of different policy options with spatial relevance and thus can be 
considered as a spatial decision support system. In 2002, the introduction by the 
European Commission of the Impact Assessment procedures [7] contributed to 
consolidate the importance of this tool and to multiply the examples of its application 
in providing scientific support to policy makers, at a European scale. This is due to 
the fact that the aim of the Impact Assessment procedures is to provide “evidence for 
political decision-makers on the advantages and disadvantages of possible policy 
options by assessing their potential impacts” [37]. 

Several models which can be linked to the impacts of policy alternatives are 
available today. The European Environmental Agency provides an overview of the 
models available to simulate environmental change at European scale [13], focusing 
on those that can support “forward-looking environmental assessments and outlooks, 
as well as models that provide outlook indicators of environmental trends”. Nearly a 
hundred modelling tools are inventoried according to thematic focus (agriculture, 
biodiversity, climate, land-use, etc.), geographical scale (global, European, regional) 
and analytical technique (equilibrium model, empirical-statistical models, dynamic 
system models, and interactive models). This comprehensive list is a sign of the 
increasing importance of supporting decision making in such a cross-sector field as 
environmental issues, and more specifically land use management. 

Regarding LUCC, many European projects integrate land-use/cover modelling 
tools to support policy-making. Among others, the EURURALIS project [47] appears 
as one of these examples, where the Dyna-CLUE model [43] was used to assess the 
policy impact of CAP measures post-2013 [21]. Another example is the PRELUDE 
(PRospective Environmental analysis of Land Use Development in Europe) project 
[12] that used the Louvain-la-Neuve model to assess the environmental implications 
of LUCC in Europe, by providing quantitative land use/cover change modelling 
analyses of the scenarios that were defined through a participatory exercise. A 
modelling approach was also at the core of integrated projects funded by the EU 
Framework Programme 6, such as SENSOR [22], which aimed to develop ex-ante 
Sustainability Assessment Tools (SIAT) to support policy making for land use in 
Europe [2]. 

In the scope of the EU FP6, some specific targeted research projects were 
developed with the aim of giving scientific support to policy-making. An example is 
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the CAPRI-Dynaspat project, which aims to develop tools and methods to perform 
ex-ante policy assessment of the Common Agricultural Policy (CAP) based on the 
CAPRI model. This model is operational at DG-AGRI. In addition, it is also worth to 
mention FARO-EU (Foresight Analysis of Rural areas Of Europe), which had the 
objective of providing guidance for future rural development policies in Europe. In 
order to accomplish this main goal, and to “assess medium term future of rural areas 
in terms of economic, environmental social and institutional developments by 
considering sustainability conceptual framework and under alternative policy 
scenarios” (http://www.faro-eu.org) a chain of models was used (ESIM-CAPRI-
LEITAP/IMAGE-CLUE-s). 

Since 1998, the Joint Research Centre has been involved in the development of 
land use modelling. A first step was taken with the MURBANDY (Monitoring Urban 
Dynamics) project, whose aim was to monitor the dynamics of urban areas and to 
identify spatial trends at a European scale [28]. In 2004, collaboration between RIKS 
and JRC originated the follow-up project MOLAND (Monitoring Land Use Changes 
(http://moland.jrc.ec.europa.eu) [27], whose aim was to “provide a spatial planning 
tool for monitoring, modelling and assessing the development of urban and regional 
system” and also to contribute to mitigation of natural hazards [16]. 

In 2008, DG Environment identified the need to perform integrated assessments 
including spatial perspectives, and initiated the Land use modelling – implementation 
project which consisted in defining “an integrated land use modelling framework that 
can support policy needs of different DGs of the European Commission, such as ex-
ante assessments and more specific impact assessments” [30]. In order to accomplish 
this goal, it was decided to use available well-established models. The land-use/cover 
modelling platform chosen, EU-ClueScanner 1km (EUCS1k), is an evolution of the 
land use allocation model Dyna-CLUE [46], [44] and [43], which in turn is a version 
of the CLUE model [39]. EUCS1k brought its predecessors to an open source 
programming environment, the Geo Data and Model Server (GeoDMS), and was built 
upon a multi-scale approach that integrates sector models whose role is to translate 
global and regional LUCC drivers into demand for land. The outcome of the land-
use/cover simulation results are assessed through a set of indicators that can be either 
embedded in the model structure or processed a posteriori. EUCS1k is currently 
operated by the JRC. 

In parallel, the JRC initiated the development of an integrated framework in 
“support to the conception, development, implementation and monitoring of EU 
policies” (http://ec.europa.eu/dgs/jrc/index.cfm?id=1370). Such a framework, defined 
as the Land Use Modelling Platform (LUMP), aims to integrate explicit land use 
models with other modelling activities in specific thematic fields, such as hydrology, 
agriculture, forestry, etc., and to support the ex-ante assessment of different policies. 

Our land use modelling platform is currently based on three complementary LUCC 
models so to be able to cope with applications requiring high spatial resolution such 
as the simulation of urban areas; and pan-European applications. While the first 
purpose is served by the MOLAND model, the second makes use of EUCS1k. 

As operational work began with land use modelling, it became evident that a new 
model was required to fill certain gaps. The evolution of the EUCS100 model is based 
on the structure of the EUCS1k model described above. EUCS100 and EUCS1k share 
several algorithms and processes, but EUCS100 has extended and improved 
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capabilities which we will describe in detail throughout this paper. To summarise, 
EUCS100 is able to treat demand sets at NUTS 2 regional level and has a simplified 
and lighter configuration than its parent model EUCS1k. EUCS100 allows for 
multiple land use typologies and multiple regional divisions, as well as multiple 
simulation periods. A significant improvement is the benefit of modelling at the same 
scale as the Corine Land Cover input. Another important evolution in the EUCS100 
version with respect to its 1km parent is the tiling of the images, saving valuable 
processing time and physical disk space. Furthermore, EUCS100 now converts maps 
to the ETRS 1989 reference system on the fly, and thus complies with the Inspire 
Directive (http://inspire.jrc.ec.europa.eu). These advantages translate to a higher 
degree of flexibility in terms of applications of the land use model. 

The possibility to apply the most appropriate combination of explicit LUCC 
models amongst the three available (EUCS100, EUCS1k and MOLAND) represents a 
unique and powerful opportunity for the evaluation of impact of new or revised 
policies in Europe. This paper aims to give an overview of the land use/cover model 
EUCS100. Presently, the model is still under development, and some of its features 
are being improved. In section 2 its main characteristics are described, followed by an 
explanation about the structure of the model, in section 3. Lastly, section 4 provides 
an insight of the work undertaken to calibrate and validate EUCS100. We conclude 
with final remarks on the challenges to be addressed in future developments. 

2   General Overview of the Model and Novelties 

EUCS100 is a land allocation model whose main purpose is to support decision 
making by assessing ex-ante policy options in different sectors for the extent of the 
European Union. The main outputs of EUCS100 are projected land use/cover maps 
for a specified time in the future. Therefore, impact assessment of policy alternatives 
can be made specifically in the domain of land use/cover change and its direct or 
related implications in the context of different applications and studies. 

To project land-use/cover into the future, EUCS100 uses known information on the 
drivers and determinants of LUCC. This information is mainly extracted from the 
analysis of observed LUCC. In this modelling environment, land-use/cover is 
depicted in a raster environment. EU-ClueScanner is implemented in GeoDMS (Geo 
Data and Model Server), which is a programming language optimized for raster 
operations and was developed and made freely available by Object Vision 
(http://www.objectvision.nl) as a stand-alone software optimized for desktop 
computers, provided with a graphical user interface. GeoDMS is a high level 
programming language that allows 1) transparency regarding the algorithms; 2) 
continuous improvement and debugging; 3) the management of large raster datasets; 
and 4) is fit for modular development of extra features and linkages with other 
models. The GeoDMS also underlies the much-applied Land Use Scanner model (e.g. 
[23], [25] and [26]). 

The characteristics of the model are summarized as follows. It is modular because 
it is organized in three main components: land demand module, land allocation 
module and indicator module. It is sector integrative, mainly because land allocations 
are primarily driven by forecasts in the socio-economic sector at national or regional 
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level. Simulations are yearly based, since there is a projected land-use/cover map for 
every year from the starting until the ending year of the simulation. It is recursive 
because simulation results for year n are used for the simulation of the year n+1. It is 
statistical because drivers for LUCC are inferred statistically from historic land-
use/cover patterns, their neighbourhood relationships and their dependence on 
physical or socio-economic factors and it is European-wide because it provides 
simulations for continental Europe. Configured to run with 1 hectare cells (100 m x 
100 m), it is considered a very high spatial resolution model. The latter two 
characteristics constitute together the major improvement of the model compared to 
previous land-use/cover modelling frameworks. 

In the current configuration of the model, the land-use/cover legend is derived 
from Corine Land Cover (CLC) encompassing a total number of 44 different land-
use/cover classes. EU-ClueScanner is capable of dealing with different legend 
configurations of CLC, each configuration being a different combination of land-
use/cover class aggregations. This is a useful feature in order to adapt to different 
assessment requests. Furthermore, since the model can technically deal with any land-
use/cover class for which processes and suitability factors are known, it is not strictly 
dependent on CLC as source of land-use/cover input. 

Each class used in the model falls into one of the three following categories: active 
classes, passive classes and fixed classes. Active classes are those for which land 
demand can be exogenously determined using external sector models or projections. 
Examples of these classes are the built-up areas (residential, industrial or 
commercial), agriculture and forest. Passive classes are governed primarily by the 
dynamics of the active classes, as no specific demand has to be defined. Semi-natural 
land use types typically fall into this category. Finally, the fixed classes are those that 
remain spatially fixed during the simulation. Fixed classes are those for which 
processes, demands and suitability criteria are not known or cannot be modelled with 
current knowledge/data. Examples of fixed classes are water bodies, wetlands, burnt 
areas and some natural areas like bare rocks, beaches, dunes and glaciers. This 
categorization of land-use/cover classes is similar to the ones adopted in other 
modelling frameworks, such as in Moland [27] or Dyna-Clue [43]. 

3   Structure of the Model 

EUCS100 has three main modules (Fig. 1). The first module integrates land claim 
data derived from external models. These external models take global factors into 
consideration and are subject to change according to the scenario modelled. The 
second module consists of the core of EUCS100 and is a dynamic simulation 
procedure that is the same as in the dyna-Clue model [43]. Starting from the current 
land use/cover map, the algorithm is designed so that in a specific location, a certain 
transition from one land use/cover to another actually takes place only if the overall 
suitability assigned to the latter is higher than the ones assigned to the other land 
use/covers which are competing for that location. The overall suitability is built up of 
several elements, namely factor data, neighbourhood effect, location specific drivers, 
conversion costs. All those elements are designed in order to allow the definition and 
implementation of EU policy alternatives. 
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The third module translates the projected land use/cover maps generated at annual 
time steps to formats usable for impact analysis. As shown in Figure 1, land use/cover 
based or thematic indicators are computed by built-in algorithms. 

 

 

Fig. 1. Overall workflow of EUCS100 highlighting the three main modules of the model 

3.1   Demand Module 

As shown in Fig. 1, the demand module is the first stage of the modelling workflow. 
Its purpose is to provide an input for the land allocation module specifying the 
amount of land per each active land-use/cover class per region. These regions can be 
any combination of NUTS levels depending on availability of land demand data. 
Ideally, the total amount of land available is equivalent to the total amount of land 
required by all sectors. The sources of the demand sets themselves differ substantially 
depending on the sector. As an example, demographic and employment dynamics, as 
well as housing market trends are important drivers of residential land developments. 
A different angle is taken for arable land demand sets. Market conditions, demand for 
agricultural commodities and public policies are among a number of other relevant 
factors. Once demands are set for the required land-use/cover classes, the land 
allocation module allocates the extra land requirements at the pixel level. 

We emphasize that ‘land claims’ are different from ‘land demand’. The former is 
derived from the latter, and is modified to account for regional areal constraints. Land 
claims are the actual figures to be allocated. 

Demand for Artificial Land-Uses/Covers 
Since natural growth has been declining in Europe, the modest population growth rate 
is mainly attributable to immigration. The demographic profile is changing: 
population is aging and while the number of family nuclei is increasing, their mean 
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size is decreasing. These changes affect future demand for housing. It has also been 
signalled that the increase of unstable jobs and the foreseen loan restrictions may 
temper some of the dynamics [35]. In another study, different approaches for 
calculating future residential land use demand in the context of land-use/cover 
modelling are reviewed [24]. Three main categories were identified: 1) trend 
extrapolations, 2) regression models and 3) density measures. 

The third approach makes use of density measures, such as population density, to 
compute urban land demand. Historical measures of density can be kept constant or 
be dynamically modified during simulation. Then, these measures, together with 
demographic projections, may be used to estimate marginal urban land demands.  

The density approach is taken in EUCS100 to derive residential land demand. 
Firstly the historical trends in density measures (inhabitants / built-up area) for each 
region are computed using time series for population (Eurostat) and for urban land 
(CLC). In a second step, density measures are extrapolated up to 2030 using past 
trends. Lastly, population projection figures1 are used together with the densities to 
estimate future urban land use demands. 

In EUCS100, industrial or commercial units are modelled separately from the 
predominantly residential urban fabric class. The modelling of this class poses a 
number of challenges. The first is related to the heterogeneity of the class itself as 
defined in CLC. This class in CLC includes two very different components: industrial 
and commercial units, which makes isolating the appropriate LUCC driving factors 
very difficult. The second challenge is related to identifying a source for the demand 
for these areas. As seen previously, it is possible to conceive a relationship between 
demographic dynamics, population density trends and requirements for new urban 
land. But for the case of land demand for industry and commercial areas, the 
relationship involves more variables and is less straightforward. 

It is noteworthy that demand for non-residential built-up areas will be more 
difficult to model for the next decades due to the transformation of the nature of work 
and employment patterns that are “creating unstable demands for land use” [35]. 
While Pratt [35] provides extensive and pertinent considerations on the social and 
economic drivers of LUCC from a very disaggregated perspective – the firms and the 
households –, our modelling framework, however, must deal with aggregated trends 
at regional level, usually expressed by macro-economic indicators, from which 
demand must be inferred. Consequently, aggregated economic sector perspectives at 
regional level must be used in an adequate regression model to estimate overall 
demand. Such a work is currently under development. 

Demand for Agriculture and Forest 
The agricultural land demand is given by the Common Agricultural Policy 
Regionalised Impact analysis model (CAPRI). The CAPRI economic model was 
developed in the late nineties with the scope of modelling the agricultural sector on an 
EU scale [4] and [5]. CAPRI relies on several datasets (Eurostat, FAOSTAT and 
OECD) and compiles them into a single complete and consistent database (CoCo). It 

                                                           
1  EUROPOP2008 population projection from Eurostat will be used, as it is considered to be, at 

the moment, the best available guess regarding future population development. It estimates 
population by sex and age by NUTS2 region, up to 2031 in annual time steps. 
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has two major modules: the supply and the market modules. The first module is able 
to capture the premiums paid under the Common Agricultural Policy (CAP), taking 
the feeding activities, nutrient requirements of animals and set-aside land obligations, 
milk quotas and the sugar quota. The market module feeds the supply model with 
prices through an iterative process. 

The data used from CAPRI are Supply details for farms for 1990-2005 (several 
other indicators are available in the database from 1984-2005). Data is available for 
all countries in the EU plus Norway, Western Balkans and Turkey, with some data 
holes where data could not be inferred. In addition to this historical data which we 
will use for validating the methods described later in this paper, the results for the 
baseline scenario run are available for 2020 for all NUTS 2 regions for the regions 
mentioned above. 

For forecasts in the agricultural sector, we rely on the CAPRI baseline scenario 
output for 2020 for agriculture. This baseline scenario is generated in harmony with 
DG AGRI’s outlook projections and can be described as the most probable future 
development for the agricultural sector in Europe.  

Finally, a dedicated module is currently being developed for the evaluation of 
forest land demand. The module firstly quantifies the demand for services and 
products provided by the forest in response to various drivers such as market (for 
wood and non-wood products), policy (e.g. CAP, renewable energy policies), 
environment (e.g. climate, extreme events, demand for ecosystem-based services) and 
socio-economy (e.g. population growth, GDP). Relevant data come from existing and 
well acknowledged sources such as EUROSTAT, FAO, EU funded projects, the UN-
ECE EFSOS Committee. These also provide sector outlooks and foresight studies. 
The second step is the actual computation of forest area demand, which could be 
either positive or negative, at the most appropriate geographical aggregation level. 

3.2   Land Allocation Module 

EUCS100 is able to process land demand data for any combination of NUTS1 and 
NUTS2 regions, and not only at national level, as its predecessor EUCS1k did. 
Another improvement in this version of the model is that in order to deal with the 
uncertainty inevitably brought into our approach by the linkages with other models 
delivering demands of land, it is possible to translate those demands into ranges of 
claims, i.e. minimum and maximum claims, for each modelled land use/cover class. 
This approach emphasizes the role of the complex of spatial interactions carried out 
by the allocation module. The mechanism is implemented in a way that, if the total 
amount of available land (i.e. the area of the region minus the area of the fixed 
classes) is below the sum of minimum demands, the minimum claims are adjusted so 
to take into account that threshold, while the maximum claims hold steady. On the 
contrary, having more land use/cover at its disposal as land prone to be potentially 
changed than the actual total amount of maximum demands allows the model larger 
maximum claims for each land use/cover. To take matters further, implementation of 
a spill-over effect it is currently being considered. This implies that when the demand 
is not met within the region for which it has been defined, the excess quantity of 
LUCC can be transferred to neighbouring regions. The rules about the definition of 
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these neighbourhoods can be either policy-related or taking account for known 
local/regional economic dynamics. 

Suitability 
Land use and land cover models deal with the interactions and competitions among 
different land use/cover classes, thus facing a complex system in which several cross-
scale dynamics take place [45]. All the processes involved may relate to variables 
(either exogenous or endogenous with respect to the land use/cover system), 
commonly referred to as driving forces (e.g. demographic, economic dynamics, bio-
physical characteristics). Thus, according to our approach, factor data represent 
exogenous factors responsible for the land use/cover change dynamics. 

In order to quantify the relation between driving forces and land use/cover, an 
inductive approach is implemented, thus meaning that the suitability of a location for 
a certain land use/cover is determined in an empirical way by means of a regression 
analysis [29]. This approach applies for both the core elements which define the 
overall suitability (factor data and neighbourhood effect). Nevertheless, it is 
noteworthy that the inclusion of economic or social factors is often reduced due to a 
lack of spatially defined data and methodological issues regarding the knowledge of 
specific cause-effect relations. Indeed, it often happens that proxy variables in place 
of underlying driving forces are included in the modelling framework [40]. 

The current configuration of EUCS100 enables to process large datasets, as they 
are meant to be factor data relevant at a fine resolution (100m) and available for a 
wide territory (the entire European territory). 

As for socio-economic factors, accessibility patterns are considered a major driver 
of land use/cover change at regional and local level due to their importance as 
location factor for both households and firms [17]. Accessibility is defined depending 
on the type of both origins and destinations it is computed for, and the considered 
transportation system. Several definitions and respective measures can be found in a 
rich bibliography (see [8], [15], [17], [18]). 

In the context of LUMP, accessibility depends on travel origins, travel destinations 
and characteristics of the transportation network (e.g. geometry, speed limit). 
Accessibility is used in EUCS100 mainly as a factor for the allocation of residential 
and industrial land use classes. Several location-based accessibility maps have been 
thus produced, each taking into account a different set of destinations, i.e. main nodes 
of transport (ports and airports), entry points of high-speed road networks (freeway 
and highway entries/exits), major European cities and towns of regional importance. 
The set of origins is invariant and has been implemented to mimic real travel origins 
(nearly 200.000 points across Europe). The network used in the analysis was obtained 
from the Transtools project, completed, in some regions, by TeleAtlas 2008 network. 
An origin-destination matrix was finally computed whereby each origin is assigned 
the travel cost to the closest destination. The final maps in raster format are then 
obtained from the spatial interpolation of travel cost assigned to origins. 

Proximity to roads of regional/local importance is strongly correlated with new 
urban developments (as examples, see [31] and [32]). In order to take into account 
these local dynamics of land use/cover change, a distance to road map has been 
produced. This has been computed with respect to TeleAtlas 2008 network, including 
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motorways, major roads of high importance, secondary roads, local connecting roads, 
local roads of high importance and local roads. 

Besides driving forces strongly related to transportation systems, other explanatory 
variables for LUCC dynamics are particularly relevant to the location of semi-natural 
classes (e.g. semi-natural vegetation, woods, agricultural land). The European Soil 
DataBase (ESDB) constitutes a reliable point of reference for representing soil 
properties: this database contains a list of Soil Typological Units (STU), 
characterizing distinct soil types. Each STU is then described by attributes (variables) 
specifying the nature and properties of the soils, e.g. texture, moisture regime, 
stoniness, etc. The richness in information allows, depending on the specific land 
use/cover taken into account, to include as a respective relevant factor map a 
(combination of) specific soil characteristics. Detailed factor maps have been 
prepared also regarding other geomorphological properties, such as the slope (from 
Global Digital Elevation Model - SRTM). 

The so called neighbourhood effect is in charge of modelling proximity 
interactions (i.e. interactions between neighbouring land use/cover types) between 
land use/cover types. As many authors have pointed out (see [41], [11], [20] and 
[19]), neighbourhood plays a major role in the land use/cover change dynamics. The 
definition (characteristics/parameters) of the neighbourhood function is a demanding 
task. In fact, there are region and temporal variability issues: the neighbourhood effect 
may change among different regions and across time [41]. Another issue can be 
pointed out: depending on the scale of analysis, different neighbourhood relations 
emerge. As a consequence of the previous issues, particular attention has to be paid to 
the necessity of including in the modelling framework only independent variables: as 
the time scale lengthens, many explanatory factors become endogenous [11]. 

Location Specific Drivers 
Suitability maps for each modelled land use/cover class can be altered where a policy 
or a combination of policies applies. This concept, which was first implemented in the 
CLUE-s model [49] and [48], was carried over to EUCS100 in order to reflect 
spatially explicit European policies. It is possible to combine the consequences of 
policies which award subsidies/incentives for the presence of a specific land use/cover 
in a unique land use/cover specific map thus increasing the respective local suitability, 
as well as policies targeted at discouraging the presence of a land use/cover: in the 
latter case the local suitability will be lowered. 

Conversion Settings and Conversion Costs 
The matrix responsible for setting the allowed conversions between land-use/cover 
classes overrules the computation of the overall suitability. It is possible to make land 
use/cover changes more or less dependent on the local land use/cover history [6]. A 
certain land-use/cover configuration/pattern can be made stable so to take into 
account the previous states of the modelled system [49]. 

Current Land use/cover Input 
The starting point of the simulation is given by CLC 2006. The CLC is the only 
European wide land-use/cover map that is consistent across space and inter-
comparable among temporal releases (1990, 2000, and 2006). This is due to the 
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common guidelines that have been followed by the image interpreters since the first 
version of the CLC. The minimum mapping unit (MMU) of CLC was initially set to 
25 ha.  This characteristic constitutes a limitation of CLC. In practical terms, it means 
that any object on the Earth’s surface with less than 25 ha in size is not mapped. This 
parameter has a considerable implication in the identification of urban areas, 
especially in low density territories with sparse and/or sprawled settlements, where 
part of the urban land-use/cover is, in fact, not captured. Ideally, all existing urban 
land should be accounted for modelling purposes. The dissimilarity between the 
reality and the model’s land-use/cover map input is probably the very first contributor 
for error propagation. 

To address this issue, an improvement of the initial CLC map was designed and 
prepared using finer datasets produced and/or available at JRC. The improvement 
targets spatial detail by reducing the minimum mapping unit to 1 ha (1 raster cell) 
whenever possible for the same legend nomenclature. Datasets used in this refinement 
are: Soil Sealing Layer, Urban Atlas, TeleAtlas and SRTM water bodies. 

3.3   Indicators Module 

A subset of the indicators described in [14], derived from the EURURALIS 
framework, is currently implemented in EUCS100. These indicators are embedded 
inside of the GeoDMS environment and can be generated as maps or as tables and can 
be aggregated from cell-based indicators to indicators at any regional configuration, 
allowing the possibility to compare the impacts of the different policy alternatives. 

There are two large families of indicators: Land use related and thematic. The land 
use related indicators put into evidence the most prevalent changes from and changes 
to land-use/cover classes and shows the land change hotspots for agricultural land 
abandonment or expansion and urban expansion. The thematic indicators calculated at 
the 100m level in EUCS100 are land cover connectivity potential, soil sealing, river 
flood risk and urban sprawl. Like the land use/cover related indicators, the thematic 
ones are calculated on a per cell level and can be aggregated at various levels. A full 
description of these indicators is in [30]. 

4   Calibration and Validation 

As it is to be expected that spatial processes may have different impacts at different 
scales, the new 100m resolution version of the model needed a revision of the 
calibration that was initially performed at a 1km scale. 

In order to ensure a realistic distribution of land cover classes throughout time, 
given an evolving demand set and dynamic neighbourhood, EUCS100 is calibrated 
according to the situation depicted by CLC in 1990. The model calibration is 
performed using a multinomial logistic regression to establish the most suited 
parameter sets to describe the probable location of a certain land cover class among 
all of the endogenous land cover classes. The dependant variable is therefore an 
endogenous land cover class and the independent variables are the series of factor 
maps described in section 3.2. The neighbourhood effect is taken into account 
separately in a second multinomial logistic regression that assesses the land 
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composition of the three rings of cells directly neighbouring the observed (to be 
explained) cells of each endogenous land cover class. This separate assessment of 
more general driving forces thought to be operating at a coarser scale and the local 
neighbourhood relations has the advantage of accounting for spatial autocorrelation. 

The analysis is done at national level, with the exception of small countries which 
are grouped in order to assure an adequate amount of samples. Thus the calibration 
parameters are country specific in order to reflect the different driving forces behind 
the land use patterns and changes. The parameters are stored in text files in their 
respective country folders and are read and implemented when a simulation is run. 

In order to validate the calibration parameters set through the process described 
above, the year 2000 was simulated starting with CLC 1990 and compared with the 
CLC 2000. For the simulation run, the claims per land use type were obtained from 
the observed amount of that land use type for 2000, as taken from the CLC 2000. For 
the validation we followed a similar approach to that carried out in a previous 
assessment of contemporary land-use change models [33] (see also [34] and [38]). 
That study distinguished three possible two-map comparisons using observed and 
simulated land use for two time steps: 

- observed 1990-observed 2000 characterising the observed land-use change; 
- observed 1990-simulated 2000 referring to the land-use change predicted by 

the model; 
- observed 2000-simulated 2000 determining the accuracy of the prediction. 

Based on the available maps it is also possible to perform a three-map comparison 
that allows distinguishing the correct prediction due to persistence of land use from 
well-predicted changes in land use. This is an important distinction as the amount of 
change is normally limited. Comparison methods that compare the complete 
simulation map with the complete observation map are strongly influenced by the 
static patterns and tend to overestimate the predictive power of land-use models. 
Therefore it is more meaningful to focus on the amount of correctly predicted change.  

Based on the comparisons of the three available maps we can determine both 
quantity and location agreement between observed and simulated land use patterns. 
Quantity agreement is obtained by comparing the aggregate totals of all land-use 
classes in the simulated and observed land use. To describe location agreement we 
first create the following maps: (A) well-predicted change; (B) observed change 
predicted, but as a wrong gaining class; (C) observed change predicted as persistence 
and; (D) and observed persistence predicted as change. Based on these, location 
agreement was quantified using the following three statistic measurements: 

- figure of merit = A / (A+B+C+D), which measures the accuracy of the model 
in predicting land-use change; 

- producer accuracy = A / (A+B+C), which gives the proportion of pixels that 
the model predicts accurately as change, given the observed change; 

- user accuracy = A / (A+B+D), which calculates the proportion of pixels 
predicted accurately as change, given the model predicted change. 

A first validation was carried out for Belgium and Ireland. These two countries were 
selected as they show a substantial difference in the amount of actual change between  
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1990 and 2000 (in Belgium only 1.7% of the total land surface changed its use, while 
in Ireland 8.2 % changed). For reference purposes two statistics have been added to 
the three measures proposed by [33]: the proportion of well-predicted persistence and 
the overall model performance indicating the total amount of correctly predicted 
pixels (thus including correct persistence). 

The preliminary results show that well-predicted persistence ranges from 95.6% to 
98% and the overall model performance ranges from 88.5% to 96.5% for Ireland and 
Belgium, respectively. However, figure of merit, producer and user accuracies are 
below 10%. The preliminary results indicate the relation between model performance 
and observed amount of change. With more observed change the model is able to 
obtain higher user accuracy, but this comes at the cost of predicting persistence less 
well. However, this work is on-going and results are most likely to change. Further 
work will focus on the inclusion of explanatory variables at a higher resolution. In 
addition a longer observation period will be included in upcoming validation efforts, 
making use of the newly released CLC 2006. 

5   Conclusions and Way Forward 

The EUCS100 model is at the core of the multi-scale, multi-model framework 
referred to as the European Land Use Modelling Platform (LUMP) that aims to 
produce policy-relevant information related to land use/cover dynamics. It can 
support the creation of ex-post and ex-ante assessments of policies that impact spatial 
developments. The EUCS100 is a land allocation model that bridges sector models 
and indicator models and has the capacity to connect Global and European scale to 
the local level of environmental impacts. 

The model is undergoing continuous development in order to answer to specific 
questions related to different sectors for assessing policy alternatives. In particular, 
the current version has been being developed in response to increasing requests for a 
tool capable of 1) modelling at the same resolution as the best current pan-European 
input maps (i.e. CLC) while being capable of using other sources of input maps; 2) 
producing meaningful indicators for the monitoring of Europe’s territory, requiring 
high spatial and flexible thematic precision, especially of urban areas; 3) modelling 
different regionally-defined areas, independently of national borders. 

EUCS100 is on the path towards being fully operational. Throughout the 
development phase, the model has been modified both conceptually and technically. 
The conceptual modifications include multiple land use typologies and multiple 
regional divisions, as well as multiple simulation periods. Technical modifications 
include the way the model handles images through tiling and re-projection capabilities 
on the fly to adhere to the Inspire Directive. Current and future developments include 
1) a full validation procedure using two test cases with observed land claims at 
NUTS2 level; 2) the development of new pan-European predicted demand sets at 
NUTS2 level, driven by sector-specific models in forestry, agriculture and built-up 
classes; and 3) the increase in the flexibility of the system through the reduction in the 
current model structure complexity, which is a product of years of evolution. 
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Abstract. Most popular web map services, such as Google Maps, serve
pre-generated image tiles from a server-side cache. However, storage
needs are often prohibitive, forcing administrators to use partial caches
containing a subset of the total tiles. When the cache runs out of space
for allocating incoming requests, a cache replacement algorithm must
determine which tiles should be replaced. Cache replacement algorithms
are well founded and characterized for general Web documents but spa-
tial caches comprises a set of specific characteristics that make them
suitable to further research. This paper proposes a cache replacement
policy based on neural networks to take intelligent replacement deci-
sions. Neural networks are trained using supervised learning with real
data-sets from public web map servers. Hight correct classification ratios
have been achieved for both training data and a completely independent
validation data set, which indicates good generalization of the neural
network. A benchmark of the performance of this policy against several
classical cache management policies is given for discussion.

Keywords: Web map service, Tile cache, Replacement policy, Neural
networks, benchmark.

1 Introduction

The Web Map Service (WMS) standard of the Open Geospatial Consortium
(OGC) offers a standardized and flexible way of serving cartographic digital
maps of spatially referenced data through HTTP requests [1]. However, spatial
parameters in requests are not constrained, which forces images to be generated
on the fly each time a request is received, limiting the scalability of these services.

A common approach to improve the scalability of the map server is to improve
the cachability of requests by dividing the map into a discrete set of images,
called tiles, and restrict user requests to that set. Several specifications have
been developed to address how cacheable image tiles are advertised from server-
side and how a client requests cached image tiles. The Open Source Geospatial
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Foundation (OSGeo) developed the WMS Tile Caching (usually known as WMS-
C) proposal [2], while the OGC has recently released the Web Map Tile Service
Standard (WMTS) [3] inspired by the former and other similar initiatives.

The problem that arises when deploying these server-side caches in practical
implementations is that the storage requirements are often prohibitive for many
organizations, thus forcing to use partial caches containing just part of the total
tiles. Even if there are enough available resources to store a complete cache of
the whole map, many tiles will never be requested, so it is not worth it to cache
those “unpopular” tiles because no gain will be obtained.

When the cache runs out of space it is necessary to determine which tiles
should be replaced by the new ones. The cache replacement algorithm proposed
in this paper uses a neural network to estimate the probability that a request
of a tile occurs before a certain period of time. Those tiles that are not likely to
be requested shortly are good candidates for replacement (assuming the cost to
fetch a tile from the remote server is the same for all tiles).

The rest of the document is organized as follows. Section 2 provides a brief
background about how the map is tiled in order to offer a tiled web map service.
Related work in replacement algorithms is presented in Section 3. Section 4 de-
scribes the trace files used for training and simulation. In Section 5 the proposed
replacement algorithm based on neural networks is discussed. In Section 6 this
algorithm is benchmarked against several classical cache management policies in
a simulated Proxy Web Cache. Finally, the conclusions of the paper are gathered
together in Section 7.

2 Tiling Space

In order to offer a tiled web map service, the web map server renders the map
across a fixed set of scales through progressive generalization. Rendered map
images are then divided into tiles, describing a tile pyramid as depicted in Fig. 1.

For example, Google Maps uses a tiling scheme where level 0 allows repre-
senting the whole world in a single tile of 256x256 pixels (where the first 64 and
last 64 lines of the tile are left blank). The next level represents the whole world
in 2x2 tiles of 256x256 pixels and so on in powers of 2. Therefore, the number of
tiles n grows exponentially with the resolution level l. Using this tiling scheme,
to cover the whole world with a pyramid of 20 levels, around 3.7× 1011 tiles are
required and several petabytes of disk are used.

3 Related Work

Most important characteristics of Web objects used in Web cache replace-
ment strategies are: recency (time since the last reference to the object), fre-
quency (number of requests to the object), size of the Web object and cost
to fetch the object from its origin server. Depending on the characteristics
used, replacement strategies can be classified as recency-based, frequency-based,
recency/frequency-based, function-based and randomized strategies [4].
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Fig. 1. Tile pyramid representation

Recency-based strategies exploit the temporal locality of reference observed
in Web requests. These are usually extensions of the well-known LRU strategy,
which removes the least recently referenced object. Pyramidal Selection Scheme
(PSS) [5] algorithm uses a pyramidal classification of objects depending upon
their size, and objects in each group are maintained as a separate LRU list.
Only the least recently used objects in each group are compared, and the object
selected for replacement is which is maximizing the product of its size and the
number of accesses since the last time it was requested.

Frequency-based strategies rely on the fact that popularity of Web objects
is related to their frequency values. These strategies are built around the LFU
strategy, which removes the least frequently requested object.

Recency/frequency-based strategies combine recency and frequency informa-
tion to take replacement decisions.

Function-based strategies employ a general function of several parameters to
make decisions of which object to evict from the cache. GD-Size [6] strategy uses
a function of size, cost and an aging factor. GDSF [7] is an extension of GD-Size
that also takes account for frequency. Least-Unified Value (LUV) [8] rates an
object based on its past references to estimate the likelihood of a future request,
and normalizes the value by the cost of the object per unit size.

Randomized strategies use a non-deterministic approach to randomly select
a candidate object for replacement.

For a further background, a comprehensive survey of web cache replacement
strategies is presented in [4]. According to that work, algorithms like GD-Size,
GDSF, LUV and PSS were considered “good enough” for caching needs at the
time it was published in 2003. However, the explosion of web map traffic did not
happen until a few years later.
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Despite the vast proliferation of web cache replacement algorithms, there is a
reduced number of replacement policies specific to map tile caches that benefit
of spatial correlation between requests.

Map tile caching can benefit from spatial locality principle as stated by the
Tobler’s first law of geography, which states that “Everything is related to ev-
erything else, but near things are more related than distant things” [9].

The use of neural networks for cache replacement was first introduced by
Khalid [10], with the KORA algorithm. KORA uses backpropagation neural net-
work for the purpose of guiding the line/block replacement decisions in cache.
The algorithm identifies and subsequently discards the dead lines in cache mem-
ories. It is based on previous work by Pomerene et al. [11], who suggested the use
of a shadow directory in order to look at a longer history when making decisions
with LRU. Later, an improved version of the former, KORA-2, was proposed
[12,13]. Other algorithms based on KORA were also proposed [14,15].

A survey on applications of neural networks and evolutionary techniques in
web caching can be found in [16].

[17,18,19,20,22] proposes the use of a backpropagation neural network in a
Web proxy cache for taking replacement decisions.

A predictor that learns the patterns of Web pages and predicts the future
accesses is presented in [21].

[23] discusses the use of neural networks to support the adaptivity of the
Class-based Least Recently Used (C-LRU) caching algorithm.

The novelty and significance of this work resides on the target scenario where
it is applied. No similar studies about the application of neural networks to take
replacement decisions in a Web map cache have been found in the literature.

Although the underlying methodology has already been discussed in related
work on conventional web caching, web map requests’ distributions and at-
tributes are very different from those of traditional web servers. In this context,
the size of the requested object is heavily related to its “popularity” so it can
be used to estimate the probability of a future request. Traditional web caching
replacement policies commonly use this parameter only to evaluate the trade off
between the hits produced on that object and the space required to store it.

4 Training Data

Simulations are driven by trace files from three different tiled web map services,
CartoCiudad, IDEE-Base and PNOA, provided by the National Geographic In-
stitute (IGN) of Spain.

4.1 Analyzed Web Map Services

CartoCiudad is the official cartographic database of the Spanish cities and vil-
lages with their streets and roads networks topologically structured. PNOA
serves imagery from the Aerial Ortophotography National Plan, which updates
every two years Spanish covers by aerial photography, high resolution and ac-
curacy digital ortophotography, and high density and accuracy Digital Terrain
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Model. IDEE-Base allows viewing the Numeric Cartographic Base 1:25,000 and
1:200,000 of the IGN.

All these services conform to the OSGeo WMS-C recommendation by using
the TileCache 2.0 cache implementation from Metacarta [24].

4.2 Data Collection

The access logs of the three web map services described before have been col-
lected for this study. Access information is recorded in the Common Log Format
(CLF), the most commonly used log format provided by Web servers. An exam-
ple web map request recorded in this format looks as follows:

193.144.251.29 - - [01/Jun/2008:02:04:11 +0200]

"GET /wms-c/CARTOCIUDAD/CARTOCIUDAD?SERVICE=WMS&VERSION=1.1.1

&REQUEST=GetMap&LAYERS=Todas&FORMAT=image/png

&EXCEPTIONS=application/vnd.ogc.se_inimage

&SRS=EPSG:4326&BBOX=-2.109375,37.265625,-1.40625,37.96875

&STYLES=&WIDTH=256&HEIGHT=256 HTTP/1.1" 200 10495

The log entry contains the requestor’s IP address, the userid of the person
requesting the document as determined by HTTP authentication, a timestamp
when the server finished processing the request with seconds precision, the re-
quest line, the status code and the size of the returned object in bytes.

These access logs contain information on all client requests received along
several months, as reflected on Table 1.

Table 1. Summary of Access Log Characteristics (Complete DataSet)

Service IDEE BASE CARTOCIUDAD PNOA

Total Requests 16978535 3778369 9816747
% Valid 99.49% 89% 98.59%
% Invalid 0.51% 11% 1.41%
GetMap 99.997% 97.479% 99.997%
GetCapabilities 0.003% 2.521% 0.003%
Start Date 2010-03-01 2009-12-09 2010-03-01
End Date 2010-06-03 2010-06-20 2010-05-30
Duration 93 days 193 days 89 days
Frequency 182565 reqs/day 19577 reqs/day 110300 reqs/day
Object Size 6365.574 bytes 29181.239 bytes 12549.867 bytes
Log Size 5.437 GB 1.862 GB 3.810 GB

Trace files were filtered to contain only valid web map requests, so the sim-
ulation data only contains requests that would actually be cached. In the first
place, all requests with a status code different of 2XX were discarded. In the
same way, only GetMap requests have been considered, thus discarding GetCa-
pabilities requests. All GetMap requests that are not compliant with the WMS-C
recommendation have also been discarded for this study.
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Filtered data is then inserted into a PostgreSQL database with the spatial
extension PostGIS which adds support for geographic objects. The bounding
box of the map request (BBox parameter) is stored as a geographic object, so
spatial queries can be made taking advantage of the spatial indexes provided by
the database.

Integer indexes x, y and z are extracted from the bouding box and inserted
in the database. These indexes identify the row, column, and resolution level of
the requested tile in the tile pyramid.

Two map requests correspond to the same object if both share the same values
for the following parameters: Layers, Format, SRS, Width, Height, Styles and
BBox (or, equivalently, x, y and z). To speed-up the simulation process, a unique
identifier for each object has been created by applying a hash function to the
previous parameters.

4.3 Requests Distribution

It must be noted that the performance gain achieved by the use of a tile cache
will vary depending on how the tile requests are distributed over the tiling space.
If those were uniformly distributed, the cache gain would be proportional to
the cache size. However, it has been found that tile requests describe a Pareto
distribution, as shown in Figure 2. Tile requests to the CartoCiudad map service
follow the 20:80 rule, which means that the 20% of tiles receive the 80% of the
total number of requests. In the case of IDEE-Base, this behaviour is even more
prominent, where the 10% of tiles receive almost a 90% of total requests. PNOA
requests are more scattered. This happens because about the 90% of requests
belong to the two higher resolution levels (19 and 20), the ones with larger
number of tiles.
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Services that show Pareto distributions are well-suited for caching, because
high cache hit ratios can be found by caching a reduced fraction of the total
tiles.

5 Neural Network Cache Replacement

Artificial neural networks (ANNs) are inspired by the observation that biological
learning systems are composed of very complex webs of interconnected neurons.
In the same way, ANNs are built out of a densely interconnected group of units.
Each artificial neuron takes a number of real-valued inputs (representing the
one or more dendrites) and calculates a linear combination of these inputs, plus
a bias term. The sum is then passed through a non-linear function, known as
activation function or transfer function, which outputs a single real-value, as
shown in Fig. 3.

w1x1

w2x2

wnxn

o(x1, x2,… xn)

Inputs Weights Activation
function

Output

bias

Fig. 3. Artificial neuron

In this work, a special class of layered feed-forward network known as multi-
layer perceptron (MLP) has been used, where units at each layer are connected
to all units from the preceding layer. It has an input layer with three inputs,
two-hidden layers each one comprised of 3 hidden nodes, and a single output.

Learning an artificial neuron involves choosing values for the weights so the
desired output is obtained for the given inputs.

Network weights are adjusted through supervised learning using subsets of
the trace data sets, where the classification output of each request is known.
Backpropagation with momentum is the used algorithm for training. The neural
network parameters, such as the learning rate, momentum constant or network
size, have been carefully chosen through experimentation. The parameters that
provide the best convergence of the neural network are summarized in Table 2.
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Table 2. Neural network parameters

Parameter Value

Architecture Feed-forward Multilayer Perceptron
Hidden layers 2
Neurons per hidden layer 3
Inputs 3 (recency, frequency, size)
Output 1 (probability of a future request)
Activation functions Log-sigmoid in hidden layers, Hyperbolic

tangent sigmoid in output layer
Error function Minimum Square Error (mse)
Training algorithm Backpropagation with momentum
Learning method Supervised learning
Weights update mode Batch mode
Learning rate 0.05
Momentum constant 0.2

5.1 Neural Network Inputs

The neural network inputs are three properties of tile requests: recency of refer-
ence, frequency of reference, and the size of the referenced tile. These properties
are known to be important in web proxy caching to determine object cachability.

Inputs are normalized so that all values fall into the interval [−1, 1], by using
a simple linear scaling of data as shown in Equation 1, where x and y are
respectively the data values before and after normalization, xmin and xmax are
the minimum and maximum values found in data, and ymax and ymin define
normalized interval so ymin ≤ y ≤ ymax. This can speed up learning for many
networks.

y = ymin + (ymax − ymin) × x − xmin

xmax − xmin
(1)

Recency values for each processed tile request are computed as the amount of
time since the previous request of that tile was made. Recency values calculated
this way do not address the case when a tile is requested for the first time.
Moreover, measured recency values could be too disparate to be reflected in a
linear scale.

To address this problem, a sliding window is considered around the time when
each request is made, as done in [17].

With the use of this sliding window, recency values are computed as shown
in Equation 2.

recency =
{

max(SWL, ΔTi) if object i was requested before
SWL otherwise (2)

where ΔTi is the time since that tile was last requested and SWL is the sliding
window length.
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Recency values calculated that way can already be normalized as stated before
in Equation 1.

Frequency values are computed as follows. For a given request, if a previous
request of the same tile was received inside the window, its frequency value
is incremented by 1. Otherwise, frequency value is divided by the number of
windows it is away from. This is reflected in Equation 3.

frequency =

⎧⎨
⎩

frequency + 1 if ΔTi ≤ SWL

MAX

[
frequency

ΔTi
SWL

, 1
]

otherwise (3)

Size input is directly extracted from server logs. As opposite to conventional Web
proxies where requested object sizes can be very heterogeneous, in a web map
all objects are image tiles with the same dimensions (typically 256x256 pixels).
Those images are usually rendered in efficient formats such as PNG, GIF or
JPEG that rarely reach 100 kilobytes in size.

As discussed in [25], due to greater variation in colors and patterns, the popu-
lar areas, stored as compressed image files, use a larger proportion of disk space
than the relatively empty non-cached tiles. Because of the dependency between
the file size and the “popularity” of tiles, tile size can be a very valuable input
of the neural network to correctly classify the cachability of requests.

5.2 Neural Network Target

During the training process, a training record corresponding to the request of a
particular tile is associated with a boolean target (0 or 1) which indicates whether
the same tile is requested again or not in window, as shown in Equation 4.

target =
{

1 if the tile is requested again in window
0 otherwise (4)

Once trained, the neural network output will be a real value in the range [0,1]
that must be interpreted as the probability of receiving a successive request of
the same tile within the time window.

A request is classified as cacheable if the output of the neural network is above
0.5. Otherwise, it is classified as non cacheable.

5.3 Training

The neural network is trained through supervised learning using the data sets
from the extracted trace files. Each trace comprises requests received from the
1th to 7th of March in 2010. Between these dates, a total of 25.922, 94.520, and
186.672 valid map requests were received respectively for CartoCiudad, IDEE-
Base and PNOA. The trace data is subdivided into training, validation, and test
sets, with the 75%, 15% and 15% of the total requests, respectivelly. The first
one is used for training the neural network. The second one is used to validate
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that the network is generalizing correctly and to identify overfitting. The final
one is used as a completely independent test of network generalization.

Each training record consists of an input vector of recency, frequency and size
values, and the known target. The weights are adjusted using the backpropaga-
tion algorithm, which employs the gradient descent to attempt to minimize the
squared error between the network output values and the target values for these
outputs [26]. The network is trained in batch mode, in which weights and biases
are only updated after all the inputs and targets are presented.

The pocket algorithm is used, which saves the best weights found in the vali-
dation set.

5.4 Training Results

Neural network performance is measured by the correct classification ratio
(CCR), which computes the percentage of correctly classified requests versus
the total number of processed requests.

Table 3. Correct classification ratios (%) during training, validation and testing for
the different services

CartoCiudad PNOA IDEE-Base

training 76.5952 96.5355 75.6529
validation 70.2000 97.1985 77.5333
test 72.7422 97.4026 82.7867

The neural network is able to correctly classify the cachability of requests,
with CCR values over the testing data set ranging between 72% and 97%, as
shown in Table 3.

6 Experimental Design

While it has already been proved that the proposed neural network can effectively
predict whether a map tile will be requested again before a certain time or not,
it is not a reliable metric to evaluate the performance of a replacement policy. To
obtain a better judgment, this algorithm has been tested in a simulated cache
against other popular replacement policies, using the hit-rate and byte-hit-rate
as performance metrics.

6.1 Simulator Prototype

A custom cache simulator has been developed for this study. This prototype sim-
ulates the following replacement process, typical of practical implementations,
as stated by Podlipnig and Böszörmenyi [4]: when a cache miss occurs, the re-
quested object is stored in the cache. When the cache size exceeds a given limit,
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a certain number of objects are evicted from the cache to make room for incom-
ing requests. The cache uses two marks HM (high mark) and LM (low mark),
with HM > LM. When the cache size exceeds HM, a replacement policy evicts
objects until it reaches the low mark LM.

The simulator uses a hashmap to maintain the metadata associated to each
individual tile stored in the cache, indexed by the unique object identifier dis-
cussed in Section 4.2. This metadata contains the required information for the
replacement algorithms: size of the object, time of the last access, frequency of
reference, etc.

6.2 Performance Metrics

In this work, we employ the two most commonly used performance metrics found
in the literature [7,4]: Hit-rate and Byte-hit-rate.

– Hit-rate. It refers to the ratio of objects retrieved directly from the cache
(cache hits) versus the total number of requests made to the cache.

– Byte-hit-rate. It is computed as the amount of bytes served directly from the
cache versus the total number of bytes served.

Another popular metric, known as delay-savings-ratio takes also into account
the cost to fetch the object from the original server. It has not been considered
here because this information can not be inferred from the analyzed logs.

6.3 Proxy Cache Simulation

In order to evaluate the performance of the proposed algorithm, it has been com-
pared with the following classical cache replacement policies: Least Recently Used
(LRU); Least Frequently Used (LFU); a randomized strategy (Random) which
randomly selects objects for replacement; the Size algorithm (MaxS) which re-
moves the largest object from the cache [27], and its binary negation Min Size
(MinS); and the Belady’s Optimal algorithm (OPT), which removes the object
that will remain unused for the longest time [28], not implementable in practice.

The neural networks used are those with the best weights found during the
validation set, as described in Section 5.3.

These algorithms have been benchmarked against a subset of the trace re-
quests collected for the different services, as described in Section 4. A total of
311767, 606220 and 393777 requests from Cartociudad, IDEE-Base and PNOA,
respectively, have been used in the simulation.

Figures 4-6 show the hit-rates for the different algorithms. Byte-hit-rates are
shown in Figures 7-9. The algorithms have been evaluated for different High
Marks. In all cases, the Low Mark value corresponds to the 90% of the High
Mark.

The dotted horizontal line corresponds to the performance achieved with an
infinite-sized cache. In this scenario, cache misses correspond to the initial re-
quest of each object (cold miss).

Results show that the proposed neural network outperforms the rest of the
algorithms under test in most scenarios, closely followed by LFU.
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Despite LRU is the policy most often used in practice, it achieves worse re-
sults than LFU. As shown in Figure 2, some “popular” objects are requested
frequently, while many others are accessed rarely. This workload distribution
encourages the use of the frequency of reference as a relevant characteristic to
be considered in a cache replacement decision.
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Size-based policies have consistently the worst performance, for both hit-rate
and byte-hit-rate, which reflects that to just consider size as unique parameter is
not a good approach for taking replacement decisions. In fact, as can be shown,
it is even worse than randomly select objects for replacement, the most simple
approach.
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7 Conclusions

Serving pre-generated map image tiles from a server-side cache has become a
popular way of distributing map imagery on the Web. However, storage needs
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are often prohibitive which forces the use of partial caches. In this work, a cache
replacement policy based on neural networks has been proposed. The network is a
feed-forward multilayer perceptron with two-hidden layers. Inputs to the neural
network are recency, frequency and size of the requested tiles, and it outputs
a real value in the range [0,1] which can be interpreted as the probability of
receiving a future request of the same object before a certain period of time. It
has been trained with backpropagation through supervised learning using real-
world trace requests from different map server logs. Trace data sets have been
divided into three groups; one for training the neural network, another one for
validating network generalization and a completely independent dataset used for
testing. The results show that the proposed neural network is able to accurately
classify cachability of requests in several scenarios from the real world with
different workloads and request distributions. Simulations demonstrate that the
proposed solution can achieve good performance, for both hit-rate and byte-hit-
rate metrics, when running in a proxy.

Acknowledgments. This work has been partially supported by the Spanish
Ministry of Science and Innovation through the project “España Virtual” (ref.
CENIT 2008-1030), National Centre for Geographic Information (CNIG) and
the National Geographic Institute of Spain (IGN).

References

1. de la Beaujardiere, J.: OpenGIS Web Map Server Implementation Specification,
pp. 6–42. Open Geospatial Consortium Inc. (2006)

2. Open Geospatial Foundation. WMS-C wms tile caching - OSGeo wiki(2008)
http://wiki.osgeo.org/wiki/WMS_Tile_Caching
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Abstract. The historical centre of Rome is characterized by the presence of 
high thickness of anthropic cover with scarce geotechnical characteristics. This 
anthropic backfill could induce damages in urban areas, i.e. mainly differential 
settlements and seismic amplifications. About 1400 measurements from 
boreholes stored in the UrbiSIT database have been used to re-construct the 
anthropic backfill bottom surface by geostatistical techniques. The Intrinsic 
Random Functions of order k (IRF-k) was employed and compared with other 
interpolation methods (i.e. ordinary kriging and kriging with external drift) to 
determine the best spatial predictor. Furthermore, IRF-k allows to estimate by 
using an external drift as secondary information. The advantage of this method 
is that the modeling of the optimal generalized covariance is performed by 
using an automatic procedure avoiding the time-consuming modeling of the 
variogram. Furthermore, IRF-k allows the modeling of non stationary variables.  

Keywords: backfill mapping, geostatistics, IRF-k, Rome (Italy). 

1   Introduction 

One major concern in land management and conservation planning in urban areas is 
the reduction of the risk due to differential settlements and seismic amplifications that 
can cause numerous damages to private and public buildings. At this regard the role 
played by anthropogenic deposits and artificial ground (i.e., “anthropic backfill 
units”), is of critical importance due to their poor geotechnical characteristics [1], [2], 
[3], [4]. On the subsoil modeling of urban areas, the spatial reconstruction of the 
urban backfill units is a very complex task and must be conducted by means of a 
detailed analysis of the subsurface data, mostly because of the lack of exposures [1], 
[5]. Differently from the natural sedimentary deposits, it is difficult to reconstruct a 
detailed internal stratigraphic architecture of the anthropic backfill, as they are the 
result of a lot of numerous mixed and discontinuous anthropic processes, such as 
excavation, backfilling, and remobilization of material. For these reasons such terrains 
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are not generally easily mapped in urban areas. The need for reconstructing a spatial 
continuous backfill bottom surface plays a significant role in urban planning, risk 
assessment, and decision making in environmental management. Collected borehole 
data are at the base of this spatial reconstruction, and are typically from point sources. 
However, environmental managers often require spatial continuous data over the 
region of interest to make effective and confident decisions, and scientists need 
accurate spatial continuous data across a region to make justified interpretations. 

Discrete spatial information from borehole could be used to estimate the values of 
an attribute at unsampled points by using different spatial interpolation methods. In 
particular, the application of a probabilistic model by using geostatistical techniques 
could help in the definition of the general 3D geometry of the backfill units, and in the 
reconstruction of its thickness and its bottom surface (with the latter corresponding to 
the boundary between the anthropic stratum and the geological substratum). This 
work presents an application of geostatistical techniques to elaborate subsurface data 
for the reconstruction of the bottom surface of the anthropic backfill unit in the 
historical centre of Rome.  In particular, results obtained from ordinary kriging (OK) 
and kriging with external drift (KED) have been compared with the Intrinsic Random 
Functions of order k (IRF-k) to determine the best spatial predictor. This last method 
results to be the most suitable for mapping the anthropic backfill. The advantage of 
this method is that the modeling of the optimal generalized covariance is performed 
by using an automatic procedure avoiding the time-consuming modeling of the 
variogram. Furthermore, IRF-k allows the modeling of non stationary variables. 

2   Material and Methods  

Spatial interpolation methods are techniques that predict the value at a given location 
by using values of the same property sampled at scattered neighboring points [6], [7].  
This allows the estimation of the attribute at any location within the data boundary 
under the assumption that the attribute is spatially dependent, indicating that the 
values closer together are more likely to be similar than the values farther apart. The 
most common interpolation techniques calculate the estimates for a property at any 
given location by a weighted average of nearby data. Weights are assigned either 
according to deterministic or probabilistic criteria. The goal is to create a surface to 
best represent empirical reality, but as a number of factors affect map quality (i.e., 
statistical distribution of the studied variable, sampling density, the applied 
interpolation method, etc.), the selected method must be assessed for accuracy.  

All interpolation methods share the underlying assumption that sample points that 
are closer to the interpolated location will influence the interpolated value more 
strongly than sample points which are further away. A key difference among these 
approaches is the criterion which is used to weight the values of the sample points. 
Criteria may include simple distance relations (e.g., inverse distance methods),  
minimization of curvature, and enforcement of smoothness criteria (splining), 
minimization of variance (e.g., kriging and co-kriging) [8].  

Estimations of nearly all spatial interpolation methods can be represented as 
weighted averages of sampled data, as follows: 
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 (1)

where ẑ  is the estimated value of an attribute at the point of interest x0, z is the 
observed value at the sampled point xi, λi is the weight assigned to the sampled point, 
and n represents the number of sampled points used for the estimation [9]. 

The interpolation methods can be classified in two major groups depending on the 
nature of the function that is used to interpolate the values: deterministic and 
geostatistical methods. The first group uses mathematical formulas to estimate 
unmeasured values at any point across a given surface. The weight that is assigned to 
each known value for the interpolation of unknown values depends only on the 
distance between sample points and the location of the interpolated point. The second 
group of methods is called geostatistical or stochastic methods. Geostatistics uses 
kriging probabilistic interpolator, which is based on the theory of regionalized 
variables [6], [10], [11], [12]. Kriging is a generic name for a family of generalised 
least-squares regression algorithms. It is increasingly preferred because it allows the 
study of the spatial correlation between neighboring observations to predict attribute 
values at unsampled locations [12], [13], [14]. The application of geostatistical 
methods assumes that the spatial variation of the study variable is too irregular to be 
modeled by a continuous mathematical function, and it could be better predicted by a 
probabilistic surface. Variography has been used to describe the way in which similar 
observation values are clustered in space, in accordance with Tobler’s first law of 
geography  [15], giving the measure of the dissimilarity of data pairs as the spatial 
separation between them increases. Variogram is a graphical representation of spatial 
autocorrelation created by means of the semivariance (γ) of Z between two data 
points:  

 (2)

where N is the number of pairs of sample points x(i) and x(i+h) separated by distance 
h and γ(h) is the semivariogram (commonly referred to as variogram) [9], [16]. 
Variogram modelling and estimation is extremely important for structural analysis 
and spatial interpolation [16].  

Geostatistical interpolation includes different types of kriging-based techniques 
(i.e., ordinary kriging (OK), universal kriging (UK) and simple cokriging (CoK) often 
used for spatial analysis [6], [10], [17], [18]). All kriging estimators are variants of the 
basic equation (3), which is a slight modification of equation (1), as follows:  

 (3)

where µ  is a known stationary mean, assumed to be constant over the whole domain 
and calculated as the average of the data [19]; λ is the kriging weight; n is the number 
of sampled points used to make the estimation and depends on the size of the search 
window; and µ(x0) is the mean of samples within the search window. The variety of 
available interpolation methods has led to questions about which is most appropriate 
in different contexts and has stimulated several comparative studies of relative  
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accuracy. Cross-validation technique (CV) is often  used to  compare the performance 
of interpolation algorithms [20], [21]. Furthermore, all kriging interpolators  provide a 
measure of the prediction error (i.e. kriging standard deviation map). However, a 
major advantage of kriging over simpler deterministic methods is that sparsely 
sampled observations of a primary attribute can be complemented by secondary 
attributes that are more densely sampled. Thus, the application of cokriging (CoK) 
and kriging with external drift (KED) seem to provide the best results. Furthermore, 
the notion of intrinsic random function of order k (abbreviated as IRF-k) constitutes a 
natural generalization of the intrinsic random functions (i.e., with stationary 
increments) of traditional geostatistics and was introduced  to extend the scope of 
kriging to non stationary cases [22]. An IRF-k is simply a random function with 
stationary increments of order k; the usual intrinsic model of geostatistics corresponds 
to k = 0, while a SRF (Stationary Random Function) is intrinsic at all orders, so 
formally it would correspond to the case k = -1. The basic tool of structural analysis in 
the stationary case (i.e., variogram), in the IRF-k framework is substituted by a more 
general one: the generalized covariance function. 

In this paper the backfill surface have been calculated by comparing OK and KED 
with the IRF-k techniques. Sample points (geological borehole data) are stored in the 
geodatabase organized by the Istituto di Geologia Ambientale e Geoingegneria del 
Consiglio Nazionale delle Ricerche (i.e. Environmental Geology and Geoengineering 
Institute of the National Research Council of Italy) for the Dipartimento di Protezione 
Civile Nazionale (i.e. Italian Civil Protection) in the framework of the UrbiSIT 
project (www.urbisit.it). As a good correlation exists between the backfill basal 
surface morphology and the present day topography of the historical center, digital 
elevation model (DEM) data at the spatial resolution of 20x20m were used as external 
drift variable (i.e., secondary attribute) for KED interpolation. 

Data were described by means of conventional statistics (i.e., mean, maximum, 
minimum, median, standard deviation, etc.) by using the Statistica software package 
(StatSoft Inc, 2004); geostatistical analysis was performed using the ISATIS software 
package from Geovariances for the variogram modeling and the ArcGIS (ERSI Inc.) 
for the data management and the mapping reconstruction. 

3   Results and Discussion  

Data of the backfill bottom elevation measured in 1436 boreholes have been used to 
estimate the continuous basal surface of this anthropic cover. The wellheads are 
located at an elevation ranging between 12 and 88 m a.s.l. and are uniformly 
distributed in the study area, whereas the backfill bottom varies between -10 and 87 m 
a.s.l. Table 1 shows summary statistics of the anthropic backfill bottom measured at 
the available boreholes of the UrbiSIT database and the elevation data (as the related 
variable) known in the whole study area according to a 20 x 20 m DEM (Fig. 1). 

For this reason the resulting maps have been constructed according to a 20 x 20 m 
grid of estimated values. 
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Table 1. Descriptive statistics for anthropic backfill bottom measured in the boreholes, as well 
as DEM values of the studied area 

 N Mean Min Max Std.Dev. CV 

Backfill (m a.s.l.) 1436 7.6 0.3 38.5 4.88 64.5 

Elevation (m a.s.l.) 19188 40.3 11.0 117.0 18.3 45.6 

 

Fig. 1. Map of boreholes location in the study area 

Statistical parameters suggest that both variables are not normally distributed 
according to Kolmogorov-Smirnov test (p<0.01). Standard deviations are below the 
mean value and do not strongly dispersed data.  

The histograms of figure 2 show the presence of two populations one with a mean 
value of about 10 m a.s.l. and the other with a mean value of about 40m a.s.l. for 
backfill data, and 17 m and 45 m a.s.l. for the elevation data. This statistical behavior 
suggests that both variables are not stationary in the study area, and that there are 
trends in the spatial distribution of data values.  

As a good correlation (R2= 0.928) between the DEM values and the backfill 
bottom measured in the boreholes exists (Fig. 3), the modeling of the variogram was 
applied by using 5% of the total data (i.e. training data, 72 samples), whereas the 
remaining 95% of the data has been used as control points (test data, 1364 samples).  
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Fig. 2. Frequency histograms of the anthropic backfill values (a) observed at the borehole 
locations and elevation values considered as the covariable for the application of kriging with 
external drift (b)  
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Fig. 3. Scatterplot between the elevation data obtained from the DEM versus the backfill 
bottom measured in the boreholes 

The subset of data (5%) was selected to test the algorithms at conditions typical 
for urban areas with few scattered borehole data (about 1 borehole per km2). As the 
goal of spatial interpolation is to create a surface that is intended to best represent 
empirical reality, the selected method must be assessed for accuracy. Different 
measures of fit were used to determine how well an interpolated map represents the 
observed data. The Root Mean Square Error (RMSE), calculated by the regression 
between the estimated values obtained by modeling of the training data and the set of 
the test data, has been used as a measure of the accuracy of the interpolation. The 
larger the value of the RMSE, the greater the difference between two sets of 
measurements of the same phenomenon. Its widespread use can be attributed to the 
relative ease of calculation and reporting and to the ease with which the concept can 
be understood by most users. The equation of the RMSE is (4): 
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(4)

where Ẑ (si) is the predicted value at the location i, z(si) is the observed value at i 
location and n is the sample size. Furthermore, the regression coefficient (R2) between 
predicted and observed data (test data), as well as the t-test statistics for the 
significance of the simple linear regression have been calculated (Tab. 2).  

The backfill bottom surface was calculated by using different geostatistical 
interpolators: OK, KED, IRF-k and IRF-k ED. The kriging weights came from a 
semi-variogram that was developed by looking at the spatial structure of the data. 

Table 2. Statistical parameters of the different kriging interpolators 

Interpolation 
Technique 

Mean Standard 
Error 

RMSE Error  
Variance 

R2 t-test 
p(α=0,05) 

OK -0.35 0.31 1.31 0.792 0.000 
KED 0.07 0.14 0.32 0.919 0.000 
FAI-k -0.31 0.48 0.8 0.345 0.000 
FAI-k ED -0.12 0.13 1.06 0.928 0.000 

 
The experimental variograms calculated along four directions do not show the 

presence of an anisotropy in the spatial distribution of data (Fig. 4a). Therefore, the 
predictions of the estimated values were based on the semi-variogram and on the 
spatial arrangement of nearby measured values. The spatial variation depicted by the 
semivariogram models is shown in figure 4b.  
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Fig. 4. Experimental variograms (a) calculated along specific directions to investigate the presence 
of anisotropy. Data do not highlight an anisotropic behavior of the anthropic backfill values in the 
study area. Figure b shows the experimental isotropic variogram (continuous line), as well as the 
model (dotted line) used in the kriging algorithm: γ(h) = 449.9 Spherical (2800 m).  
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The estimated surface obtained by using OK and IRF-k provides cross-validation 
results  with a regression coefficient (R2) of 0.792 and a RMSE of 0.31 m, as well as a 
regression coefficient (R2) of 0.345 and a RMSE of 0.48 m, respectively.  
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Fig. 5. Cross-validation results of KED (a) and FAI-k with ED (b)  

 

Fig. 6. Map of the anthropic backfill bottom estimated by using FAI-k with external drift 

The good correlation between the backfill bottom surface and the present day 
topography of the historical center of Rome (Fig. 3) allows the use of Digital 
Elevation Model (DEM) data as the secondary variable to derive the local mean of 
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backfill bottom (primary variable). By adding into the ordinary kriging system the 
additional conditions provided by the external drift variable (i.e., DEM), the 
estimation of the backfill-bottom surface has been improved by using KED. Cross-
validation results highlights a regression coefficient (R2) of 0.919 (Fig. 5). A further 
attempt by using DEM as ED in the IRF-k algorithm provides the best regression 
coefficient (R2 = 0.927), as well as the best RMSE (0.13 m). 

Table 2 shows the comparison among some statistical parameters calculated for the 
different interpolators. In particular, the best result in terms of RMSE and regression 
coefficient is provided by the application of the IRF-k ED technique. The method was 
then used to produce a map of the backfill bottom surface (Fig. 6). A thickness map of 
the anthropic backfill was finally calculated by subtracting the interpolated surface 
from DEM (Fig. 7). 

 

Fig. 7. Thickness map of the anthropic backfill and the cross section shows a comparison with 
the results estimated by using Kriging with external drift 
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4   Conclusions 

Results from the application of different geostatistical algorithms provided some 
insights in terms of strength and weakness, and in term of their applicability to the 
reconstruction of geological surfaces. 

This process is very important because there is little evidence that any one method 
is optimal across the range of conditions. This study suggests that KED seems to give 
the most coherent results in accordance with cross-validation statistics with respect of 
OK. Due to the high correlation of the anthropic backfill bottom with topography, it 
seems logical that the integration of topographic information should improve backfill 
estimates. KED has also the advantage of requiring a less demanding variogram 
analysis than other techniques as cokriging for example. 

However, when the studied variable is not stationary in its spatial domain, the 
application of a numerical technique based on the theory of Intrinsic Random 
Functions of order k (IRF-k) provides further improvements of the estimated surface 
due to the construction of geo-statistical generalized estimators composed by two 
functions: a random portion, and a second deterministic portion containing the spatial 
trend of the non-stationary parameter. The application of IRF-k with ED leads to a 
smaller RMSE of the estimates and to a better regression coefficient of the cross-
validation results.  
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Abstract. Urbanization can be considered as a particular environmental 
gradient that produces modifications in the structures and functions of 
ecological systems. In landscape analysis and planning there is a clear need to 
develop specific and comparable indicators permitting the spatio-temporal 
quantification of this gradient and the study of its relationships with the 
composition and configuration of other land uses. This study, integrating urban 
gradient modelling and landscape pattern analysis, aims to investigate the 
spatiotemporal changes induced by urbanization and by other anthropogenic 
factors. Unlike previous studies, based on the transect approach, landscape 
metrics are calculated diachronically within five contiguous zones defined 
along the urban to rural gradient and characterized by decreasing intervals of 
settlement density. The results show that, within the study area, urban sprawl 
and agricultural land simplification remain the dominant forces responsible for 
the landscape modifications that have occurred during the period under 
investigation.  

Keywords: urban-rural gradient, urban spatial modelling, urban fringe, 
agricultural landscapes, landscape metrics, kernel density analysis, GIS. 

1   Introduction 

The view of landscapes as continua and spatial gradients represents a challenge to the 
conventional view of how the natural (and human) environment is organized [1]. 
Urbanization can be considered as a particular environmental gradient that produces 
modifications in the structures and functions of ecological systems [2, 3] with a 
magnitude that depends on the steepness of the gradient itself [4]. Along this gradient, 
urban fringes represent spaces with undefined boundaries [5] inside of which 
transitions and changes in equilibrium and relationships can be observed [6, 7]. These 
contexts show a particular vulnerability towards urban sprawl and structural and 
functional modifications occurring in rural spaces [8-13]. As a consequence, proper 
landscape analysis, planning and management of peri-urban interfaces become crucial 
not only for the quality of life of those living in such areas, but also for the entire 
sustainability of urban and rural development [14]. In this context GIS spatial analysis 
and modelling can support the definition and calculation of continuous indicators 
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allowing better assessment and interpretation of the gradients characterizing 
landscape [15]. These capabilities improve the understanding of the specific 
characteristics of sites and the nature of the interactions between human and natural 
actions in landscape configuration [16]. 

One effective method for analysing the effects of urbanization on ecosystems is 
studying the changes of ecosystem patterns and processes along the urban to rural 
gradient [3]. The quantification of spatial heterogeneity is necessary in order to 
explore relationships between ecological processes and landscape spatial patterns 
[17]. To this end, a great variety of metrics for analysing landscape composition and 
configuration have been developed for the analysis of categorical data [18]. These 
metrics can be calculated efficiently using specific software packages such as 
FRAGSTATS [19], and, despite all their conceptual flaws, risks of improper use, and 
known limitations [20], they are widely used in quantitative landscape ecology studies 
for characterizing and describing landscape structure.  

Within this framework, the transect method has been widely used for the analysis 
of urban to rural gradient [2, 21-24] also for spatiotemporal pattern detection [23, 25], 
but has been criticized due to its simplistic spatial approach since most ecological 
gradients are complex and involve several contrasting variables [4]. Urbanization 
certainly represents a dominant driving force in land use changes. It results in erosion 
and progressive modification of the surrounding land uses and, from this point of 
view, urban fringes can be considered as a moving friction area, to varying extent, in 
which these processes are potentially stronger. Thus the comparison of metrics 
referred to the same extents (as conducted, by example, in transect methods), even if 
it allows a simpler and more intuitive interpretation of changes within sites, results in 
insufficient understanding of the evolution of landscape configuration and, 
specifically, of the spatial structure of urban fringes. Indeed, the traditional methods 
tend to compare multi-temporal data that are spatially coincident but often 
functionally and ecologically incomparable. 

This study intends to develop a methodology, based on urban gradient modelling 
and landscape pattern analysis, aimed at the investigation of spatiotemporal changes 
induced by urbanization and other anthropogenic factors. In particular, the method 
proposed in this study, applied to Umbrian landscapes around Perugia (Italy) within 
the period 1977 – 2000, attempts to overcome the transect method limitations by 
analysing metrics referring to different spatial extents but located at the same 
“functional position” along the urban-rural gradient. The purpose is a more effective 
analysis of the structural transformations along the urban-rural gradient, and 
particularly within urban fringes, and a deeper comprehension of the spatial and 
functional relationships between urban intensity and composition-configuration of the 
other land uses. 

2   Methods 

The study area includes the Umbrian municipalities of Perugia, Corciano, Torgiano 
and Deruta which encompass an urban and productive tissue of high territorial 
continuity around the city of Perugia [26] (Fig. 1). Land use data, retrieved from the 
Region of Umbria Land Information System at a scale of 1:10000 for the years 1977 
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and 2000, was used for the analysis of landscape transformations. Currently, the two 
datasets, are the only detailed scale resources available for the land use of the area 
under investigation. The built-up class contained in the land use data was subjected to 
extensive processing based on morphological analysis methods aimed at segmenting 
binary patterns of settlements into mutually exclusive categories: core, islet, loop, 
bridge, perforation, edge, and branch [27] (Fig. 2). The pixels classified as bridge, 
edge and loop categories were eliminated because of their coincidence with road 
infrastructures. In the other categories, using the orthophoto as background, a 
subsequent visual selection of settlements was conducted (urban centres, commercial 
and production areas, inhabited nuclei and dispersed settlements) within other areas, 
classified as “built-up” in the 1977 and 2000 land use data. 

 

 

Fig. 1. Location of the area of interest 

 

Fig. 2. Output of MSPA procedures (adopted from Soille & Vogt, 2009) 
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Using GIS density analysis techniques, a spatial index was calculated measuring 
the density of areas occupied by settlements. GIS density analysis takes measured 
quantities associated with point data and spreads them across the landscape to 
produce a continuous surface [28]. Unlike simple density, kernel density estimation 
(KDE) produces smoother surfaces, more representative of landscape gradients [15]. 
In KDE a moving window or kernel function is superimposed over a grid of locations 
and the (distance-weighted) density of point events is estimated at each location, with 
the degree of smoothing controlled by the kernel bandwidth [29]. The first 
contribution on KDE is attributed to Fix and Hodges which introduced several basic 
concepts for the development of nonparametric density estimation [30]. Starting from 
this pioneer study, many improvements of this smoothing technique, particularly 
within spatial analysis applications, have been developed by several authors [31 and 
reference therein].  The application of KDE requires the choice of the type of kernel 
function (e.g.: Gaussian, triangular, quartic) and the definition of three key 
parameters: bandwidth, cell size and intensity. Generally bandwidth definition 
represents the most problematic step, but also the most useful for exploratory 
purposes, since a wider radius shows a more general trend over the study area, 
smoothing the spatial variation of the phenomenon, while a narrower radius highlights 
more localized effects such as ‘peaks and troughs’ in the distribution [32, 33]. Two 
main approaches to determinate bandwidth can be found in the literature: the first, 
more frequently utilized, uses a fixed bandwidth to analyse the entire distribution, 
while the second implements a local adaptive bandwidth. Jones et al. [33] conducted a 
comparison of the main methods for the choice of fixed bandwidth, grouping them in 
two generations. Despite all these approaches the examination of resulted surfaces for 
different values of bandwidth remains a common method supporting the definition of 
this parameter [29, 34].  

In this study bandwidth selection was not particularly problematic since it was defined 
with the aim of obtaining a sufficiently generalized surface, for both years, satisfactory 
for subsequent landscape subdivision and diachronic metrics comparison. After different 
tests (bandwidths of 500, 750, 1000, 1250, 1500), a bandwidth of 1000 m was adopted in 
the analysis of settlement density at the working scale. Prior to calculating density, 
polygonal landscape elements were converted to a mesh of points spaced at intervals 
equal to the size of the cells used for density analysis. This has allowed a proper 
resolution to be set, maintaining adequate polygonal shape detail in accordance with the 
scale of the analysis. KDE was performed using a quartic function, a cell size of 50 m 
and the unit intensity associated with every point. The calculated spatial index 
(hereinafter referred to as SDI – Settlement Density Index) expresses settlement 
concentration as the km2 of surface occupied by settlements over the km2 of the territorial 
surface. It gives a simplified, but reliable, representation of the gradient of urbanization: 
it assumes maximum values in the central portions of more extensive urban areas, 
decreasing progressively as we move towards rural areas (Fig. 3).  

For the two years under investigation, five urban zones have been defined, each 
one characterized by a specific SDI interval (Fig. 4). The five zones assume a 
different spatial extent in the two time periods, but are characterized, as specified, by 
the same settlement cover intervals (Fig. 5). Despite their different spatial 
configuration, according to the objectives of this study, these territorial contexts were 
considered ecologically comparable.  
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Fig. 3. SDI of years 1977 - 2000 and relative isolines. Detail in the area to the north of Perugia. 

 

Fig. 4. Landscape subdivision and relative SDI intervals (year 2000) 
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Fig. 5. Spatial shifting of the five landscape zones (z1 – z5) along a hypothetical section of the 
urban-rural gradient 
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Land-use data for the two time periods, originally available in vector format, was 
converted to raster format, with a 10 m cell size, to be processed by FRAGSTATS 3.3 
[19]. As indicated by many authors [18, 35-37] the results of this type of analysis are 
conditioned by the input pixel size, especially in an urban environment where the 
landscape is highly dissected by linear features [38]. Thus, after a preliminary test of 
the effects of scale on metric analysis, a pixel size of 10 m was chosen since it 
allowed proper representation of the features and calculation of the landscape metrics, 
also in consideration of the scale chosen for analysis [39].  

Landscape metrics calculation was executed, for the two periods in analysis, on the 
entire landscape and through all of the five SDI zones. A specific set of landscape 
metrics was used for this analysis: percentage of landscape (PLAND), patch density 
(PD), mean patch size (MPS), landscape shape index (LSI) and Shannon’s diversity 
index (SHDI) (Tab. 1). All computable by FRAGSTATS, these metrics appear very 
reliable in the analysis of urban-rural gradient and give results comparable with other 
studies concerning the urban to rural gradient. The results of this analysis are two 
chronological sets of landscape pattern data, at landscape and at class level, along the 
urban-rural gradient described by the five zones with decreasing SDI intervals. 

Table 1. Landscape metrics used for landscape characterization (*L = Landscape, C = Class) 

Abbreviation Metric Description Range Level* 

PLAND Percentage of 
landscape 

The proportion of total 
area occupied by a 
specific land use class 

0 < PLAND ≤ 100 C 

PD Patch density Number of patches on a 
100 hectares area basis. 

PD > 1 L, C 

MPS Mean patch 
size 

Average area of patches 
in a landscape 

MPS > 0 L, C 

LSI Landscape 
shape index 

Standardized measure of 
total edge or edge density. 
Gives a measure of patch 
shape and indirectly of 
aggregation or 
disaggregation. 

LSI ≥ 1 L, C 

SHDI Shannon’s 
diversity 
index 

Measure of diversity in 
landscape. 

0 ≤ SHDI < 1 
 

L 

3   Results 

Within the entire study area, during the period under investigation, several significant 
landscape modifications have occurred (Tab. 2 and 3), such as: 

- Consistent increase in built-up areas, mostly to the detriment of peri-urban 
agricultural areas occupied by sowable land with trees, vineyards, olive groves, 
ordinary sowable lands.  
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- Conversion of sowable lands with trees into ordinary sowable lands, mainly due 
to progressive simplification of the agricultural systems found in Umbria since 
the late 1950s; 

- Significant decrease in vineyards in favour of sowable lands mostly due to 
changes in European Common Agricultural Policy (CAP); 

- Decrease in olive groves due to their progressive transformation into woodland 
and pasture (especially in steeper area) and their conversion into simple 
croplands; 

- Expansion of woodlands mainly in steeper areas occupied by pastures. 

Table 2. Main modifications in land use composition between 1977 and 2000 

Land use Area 1977 
(ha) 

Area 2000 
(ha) 

Variation 
(ha) 

Variation 
(%) 

Built-up 5616.06 6817.71 1201.65 21.4 
Sowable lands 24410.58 28271.23 3860.65 15.8 
Woodlands 12975.97 13536.63 560.66 4.3 
Pastures 3869.18 3901.54 32.36 0.8 
Olive groves 3614.12 3390.66 -223.46 -6.2 
Vineyards 2789.45 1336.46 -1452.99 -52.1 
Sowable lands 
with trees 

5338.68 1327.03 -4011.65 -75.1 

Table 3. Changes in land use, as percentage area, from year 1977 to year 2000 

From \ To Built-
up 

Olive 
groves 

Vineyards Sowable 
lands 
with 
trees 

Sowable 
lands 

Pastures Woodlands 

Built-up 99.90 0.00 0.01 0.01 0.03 0.02 0.01 
Olive 
groves 

3.59 79.23 0.38 1.64 7.59 3.89 3.55 

Vineyards 3.64 1.82 37.60 2.83 51.07 0.84 2.04 
Sowable 
lands with 
trees 

5.27 3.97 1.00 16.99 63.44 4.72 3.97 

Sowable 
lands 

2.60 0.68 0.84 0.95 91.20 1.28 1.99 

Pastures 0.80 1.35 0.11 0.64 12.65 69.76 14.34 
Woodlands 0.10 0.35 0.07 0.19 2.38 3.54 92.98 

 
Outputs from FRAGSTATS in relation to the entire study area show a general 

increase of PD and a reduction of MPS, LSI and SHDI (Tab. 4). These trends indicate 
a modest increment of patch fragmentation, a little reduction in shape complexity and 
a consistent reduction in landscape diversity. 

The landscape metrics calculated at class level allow a better comprehension of the 
overall structural transformations occurring for the different land uses (Tab. 5). The 
higher variations in PD, MPS and LSI are associated with woodlands, built-up areas, 
vineyards and sowable lands (with and without trees). In some cases, the significant 
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reduction in these metrics is due to the decrease in PLAND of sowable lands with trees 
and vineyards. The increase for woodlands PD, MPS and LSI (and of the relative value 
of PLAND) clearly indicates an increase in fragmentation for these land use patches. On 
the other hand, the increases in the same metrics relating to built-up areas clearly indicate 
a consistent and diffuse occurrence of urban sprawl, while class metrics calculated for 
ordinary sowable lands and pastures show a tendential aggregation and simplification of 
these patches. The modifications of urban gradients, the consequent “urban to rural 
intrusion” and the “spatial shift” of urban fringes, can be observed by comparing the five 
equal interval SDI zones for both years (Fig. 6 and 7). 

Table 4. Variation of main landscape metrics within the entire study area 

Landscape metric 1977 2000 Variation Variation (%) 

PD 24.47 26.81 2.34 8.7 
MPS 4.09 3.73 -0.36 -9.6 
LSI 95.13 93.13 -2.00 -2.1 
SHDI 1.69 1.51 -0.18 -12.1 

Table 5. Variation of main class metrics within the entire study area 

Landscape 
metric 

Class 1977 2000 Variation Variation 
(%) 

PD Woodlands 1.94 6.67 4.73 70.9 
 Built-up 6.04 8.11 2.07 25.5 
 Olive groves 2.16 2.10 -0.06 -2.9 
 Pastures 2.28 2.37 0.09 3.8 
 Sowable lands 

with trees 
3.79 1.37 -2.42 -176.6 

 Sowable lands 3.07 2.94 -0.13 -4.4 
 Vineyards 4.36 2.54 -1.82 -71.7 
MPS Woodlands 11.28 3.43 -7.85 -228.9 
 Built-up 1.56 1.41 -0.15 -10.6 
 Olive groves 2.84 2.74 -0.10 -3.6 
 Pastures 2.87 2.78 -0.09 -3.2 
 Sowable lands 

with trees 
2.37 1.65 -0.72 -43.6 

 Sowable lands 13.43 16.29 2.86 17.6 
 Vineyards 1.08 0.89 -0.19 -21.3 
LSI Woodlands 74.68 92.32 17.64 19.1 
 Built-up 94.82 101.33 6.51 6.4 
 Olive groves 57.05 59.67 2.62 4.4 
 Pastures 62.30 61.46 -0.84 -1.4 
 Sowable lands 

with trees 
78.98 48.92 -30.06 -61.4 

 Sowable lands 80.97 82.39 1.42 1.7 
 Vineyards 64.71 48.32 -16.39 -33.9 
PD Woodlands 1.94 6.67 4.73 70.9 
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Fig. 6. SDI landscape zones, years 1977 (left) and 2000 (right) 
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Fig. 7. Area variations (hectares) for the five SDI zones between 1977 and 2000 

Metrics calculated at landscape level, for both years, within the five zones show 
the overall pattern of transformations occurring along the urban to rural gradient  
(Fig. 8). In the interpretation of the results, it is important to consider that the five 
landscape zones assume a slight different spatial extent in the two years considered, 
but maintain the same settlement coverage, expressed through the SDI index. PD and 
MPS curves indicate a growth in fragmentation moving to z2 and a decreasing patch 
size moving towards rural areas. Both curves, on zone 2, assume a relative maximum 
and a relative minimum respectively indicating that this zone is the most fragmented. 
For the year 2000, fragmentation appears higher in urban and near peri-urban areas 
(z1 and z2), but decreases more rapidly moving towards rural areas. LSI curves also 
reflect the increase in disaggregation and shape complexity occurring from 1977 to 
2000 in urban and fringe areas and the simplification of land uses in outer agricultural 
lands. Both SDHI curves assume a maximum in z2 indicating a maximum level of 



112 M. Vizzari 

landscape diversity in z2, which is, as already mentioned, the most fragmented zone. 
During the period under investigation, SDHI values decreased considerably from z2 
to z5 (with a maximum decrease in z3) indicating a reliable loss of landscape 
diversity along the whole urban to rural gradient. 

 

 

Fig. 8. Main landscape metrics for years 1977 and 2000 calculated along the five SDI zones 

The land use transformations shown above can be analysed in detail by exploring 
the results at the level of the main land use classes. During the period under 
consideration, the decreasing PLAND of built-up areas remains apparently stable 
along the urban-rural gradient (Fig. 9). This unusual trend clearly depends on the 
methodology adopted in this study and in particular on the definition of landscape 
zones that, as described, were based on diachronically equal SDI intervals. On the 
other hand, PLAND curves of sowable lands with and without trees diachronically 
show their relative incidence on land uses along the gradient and reveal the 
progressive eradication of trees (in most cases vines trained up elm trees) within 
agricultural fields. In addition, the curves assume a typical agricultural trend along the 
gradient, indirectly indicating the agriculture intensity, increasing until reaching zone 
3 (the most intensive agricultural area) and decreasing as we move towards z5 (the 
most natural area). The PLAND curve of olive groves shows an equally-sized, small 
reduction along the gradient, while the curve of vineyards reveals that the decline of 
this land use type increases until reaching z3 and then decreases as we move towards 
z5. This tendency confirms how the reduction in vineyards, observed between 1977 
and 2000, concerns the most specialized, but very often old cultivations, located 
mainly in agricultural areas of the plain. These cultivations have progressively been 
converted into sowable lands as a result of them being economically unsustainable 
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due to their lack of compatibility with mechanization and the introduction of 
restrictions in the European CAP. As expected, the PLAND diachronic curves for 
pastures and woodlands show increasing incidence moving from urban to rural areas. 
The curves also indicate a slight increase in pastures in z3 and z4 and a progressive 
increase in woodlands moving from z2 to z5. 
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Fig. 9. Percent of Landscape (PLAND) of years 1977 and 2000 calculated along the five SDI 
zones 

As previously specified, PD curves (Fig. 10) can be interpreted together with mean 
patch size (MPS) (Fig. 11). PD values for built-up areas increased considerably 
during the period under investigation (with a peak increase in z2), while the related 
mean patch size decreased progressively along the gradient. This tendency confirms 
that, from 1977 to 2000, the area of Perugia underwent diffuse urban sprawl, with 
magnitude increasing from z1 to z2 and decreasing progressively towards z5. On the 
other hand, PD and MPS curves for sowable lands, vineyards and olive groves 
generally reflect the landscape transformations described above. Comparing 1977 and 
2000 PD curves for sowable lands reveals a particular inversion between z2 and z3. 
This tendency is due to landscape fragmentation caused by urban sprawl in z1 and z2 
and to the aforementioned agricultural land simplification occurring from z3 to z5. 
The relevant MPS curves also confirm this trend. PD curves for woodlands show a 
consistent increase along the gradient due mainly to the considerable fragmentation of 
wooded patches, also highlighted by the relevant MPS curves. 

LSI diachronic curves for built-up areas show a peak in z3 in both years with 
higher shape complexity in year 2000 from z1 to z3 and lower complexity from z4 to 
z5 (Fig. 12). The shape of both curves confirms, on one hand, the “scattered and 
branched” urban sprawl occurring around Perugia and, on the other, the tendential 
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patch aggregation in more rural areas (z4 and z5). LSI curves for sowable lands 
indicate the changes in complexity of patch configuration described above: higher 
disaggregation in the vicinity of main centres (z1 to z3) and tendential aggregation in 
the rural areas (z3 to z5). LSI curves for the other land uses generally reflect the 
landscape modifications occurring in the whole area. In particular, diachronic LSI 
curves of wooded areas indicate, from z1 to z2, an increase in shape complexity due 
to the aforementioned fragmentation process, occurring with decreasing magnitude as 
we move from urban towards rural areas. 
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 Fig. 11. Mean Patch Size (MPS) for years 1977 and 2000 calculated along the SDI zones 
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Fig. 12. Landscape Shape Index (LSI) of years 1977 and 2000 calculated along the SDI zones 
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4   Discussion 

The results confirm the modifications occurring extensively throughout central Italy 
for the period under investigation: a high increase of peri-urban fragmentation due to 
erosive and diffuse urban sprawl and loss of landscape diversity due to progressive 
simplification of the agricultural system. For the Perugian landscape in question, the 
period 1977 to 2000 saw consistent and irregular expansion of built-up areas 
generating erosion and fragmentation of traditional peri-urban agricultural land uses. 
The consistent expansion of zones 1, 2 and 3, to the detriment of less urbanized zones 
4 and 5, confirms how built-up areas are progressively penetrating into rural areas, 
resulting in fragmentation and erosion of more traditional land uses. Indeed, as 
expected, the degree of fragmentation is positively related to the level of urbanization 
as also demonstrated by the decrease in PD and increase in MPS moving from urban 
towards rural areas. Fragmentation induced by urbanization, together with 
simplification of rural land uses, resulted in the consequential loss of landscape 
diversity along the entire gradient.  

By analysing all the results relating to the five SDI zones, it may be observed that, 
in both years, the high density urban areas (z1) are dominated by aggregated built-up 
patches and appear to be surrounded principally by mixed land use patches (sowable 
lands, olive groves and woodlands). Peri urban areas (z2), along the gradient, remain 
the most fragmented and the most vulnerable to urban sprawl and to rural 
transformations. Outer areas (z3 and z4) continue to be dominated by agricultural land 
uses, but progressively become more homogeneous due to a consistent decrease in 
vineyards, olive groves and to the conversion of traditional sowable lands with trees. 
Zone 4, in particular, is characterized by many fragmented natural and semi-natural 
elements that increased between 1977 and 2000. As a consequence this zone 
represents an ecologically important area of interaction between agricultural uses and 
wildlife habitats. In zone 5, which includes the main wooded areas of the landscape, 
there is diffuse expansion of wooded areas due mainly to the abandonment of 
cultivation in steeper agricultural areas. 

Urbanization and agricultural simplification remain the dominant forces 
responsible for the landscape modifications occurring in Perugian landscapes between 
1977 and 2000. The former is produced an eroding and invasive force on peri-urban 
land uses while the latter, driven by multiple external factors, resulted in progressive 
simplification of landscape structure. Unfortunately, as already mentioned, the main 
outcome of these processes was the definitive alteration of the characteristics of the 
typical peri-urban Umbrian landscapes, characterised by high agricultural diversity. 
Undoubtedly in Umbria, and in Italy in general, diversity is an important component 
of landscape quality, thus, the aforementioned loss of diversity inevitably lead to a 
consistent loss of landscape value. 

5   Conclusions 

This study confirmed the effectiveness of the combined method of gradient analysis 
and landscape metrics for interpreting the changes in landscape pattern in response to 
urbanization and other anthropogenic factors. Unlike previous similar studies, a 
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settlement density index (SDI), calculated using GIS kernel density, has been used to 
allow analysis of spatial changes in relation to the urbanization gradient, and the 
related modifications of the other land uses. SDI, in particular, has been used 
successfully for landscape subdivision for the two periods under investigation with 
the aim of defining ecologically comparable areas along the urban to rural gradient. 
Unlike other previous studies conducted on territories surrounding Perugia, the 
calculation of landscape metrics has allowed deeper comprehension of the 
modifications occurring along the urban to rural gradient and offers specific 
information for potential comparison with other similar studies. 

In order to study the structural changes in these landscapes more thoroughly, it will 
be possible to include more specific data (including land registry and census data) 
relating to the agricultural and urban systems. GIS modelling of urban gradients may 
be further enhanced by introducing other territorial variables and applying evaluation 
methods based on multicriteria techniques and Fuzzy logic [40-42]. Nevertheless, as 
this study demonstrates, many analytical objectives can also be achieved using 
simplified approaches in modelling of urbanization. 

As pointed out in this study, because of their vulnerability, peri-urban landscapes 
play an increasingly significant role in the planning and management of the Umbrian 
territory. This is confirmed by the progressive expansion of these contexts and the 
reliable transformations to which they are subject. Despite all these transformations, 
agriculture and related activities continue to have a key function in the diversification 
of peri-urban and rural areas and in preserving the local and regional landscapes’ 
identity.  
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Abstract. The MOLAND land use model was used in several studies to 
simulate possible scenarios of future settlement patterns in the Greater Dublin 
Region (GDR). This paper compares the results of three different research 
outputs with ten possible scenarios for GDR urban development. Brief 
descriptions of the scenarios and probability maps combining these scenarios 
are presented. The suggested approach of scenario analysis can be used by 
planners and decision makers to get an idea of the most likely development 
areas in the region if several scenarios are under consideration. In addition, 
probability maps help to find areas where the decisions could have the most 
influence on development patterns with minimal efforts. 

Keywords: scenario, simulation, model, MOLAND, probability maps, urban 
development, land use, weighted scenario comparison, Greater Dublin Region. 

1   Introduction 

The management of resources is complex and demanding, particularly where multiple 
public and private sector institutions are involved.  It often involves difficult decisions 
which have to be made based on limited or incomplete evidence.  The management of 
the environment and in particular land resources can be greatly assisted through the 
ability to analyse the likely implications of policies, planning and development 
decisions into the future.  The use of scenarios or storylines is a powerful means of 
exploring possible futures and helping to define common or shared visions of the 
future [1], [2]. It also assists in the analysis of the likely implications of different 
decisions.  Spatial decision support systems are designed specifically to provide an 
inherently spatial representation of the future.  Thus, they are particularly helpful in 
the domains of land use and environment which are also inherently spatial. 
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Dynamic urban land use models such as MOLAND (Monitoring Land Use / Cover 
Dynamics) seek to provide the capacity to simulate alternative scenarios of urban 
development into the future. Recent models explicitly reject the principle of 
attempting to produce a single absolute projection of the future in favour of numerous 
alternative visions. The aim of scenario development through land use modelling is 
therefore to promote structured discussion and awareness among stakeholders of 
future possibilities and alternatives rather than to provide predictions of future 
development patterns [3]. The proper use of a dynamic land use simulation model 
reflects the fact that the future is to some useful degree predictable, but never entirely, 
or even mostly, so, and that one of the sources of unpredictability is the fact that the 
planning and policy choices that will affect the future have not all yet been made.   

The MOLAND simulation model incorporates, both through its formulation and its 
proper mode of use, several kinds of uncertainty.  At the lowest level, it incorporates a 
stochastic element that perturbs the otherwise deterministic nature of its 
representation of urban and regional processes.  The stochastic element ensures that 
every run of the model gives a different output. While most of these will be only 
trivially different, due to dynamic nonlinearities, bifurcations may appear whereby 
several different classes of outcomes are generated.  The differences between these 
classes may not be unimportant, and hence of interest to model users because they 
may correspond to actual possible alternative futures.  At the next level, the values of 
the fixed parameters can be varied from one run to another to explore the effects of 
our ignorance of the “correct” specification of the model; this is the role of sensitivity 
analysis.   

At a still higher level, the model is (or should be) run under various scenarios.  
Some of these scenarios represent uncertainty about the context within which the 
modelled phenomena will unfold; for example, how fast will the Irish economy grow 
in the next 20 years? Such an assumption, or scenario, is not part of the model itself, 
but determines what is input into the model, and thus affects the output. Other 
scenarios, more interesting from a user’s point of view, represent possible policy or 
planning options. These scenarios are used to allow the user to explore the 
consequences of the various options under consideration.  The usefulness of the 
output depends on the fact that the model is to a degree predictive; but analysis of the 
variations in the output due to the stochasticity, uncertainty of parameter values, and 
varying context scenarios also gives the model user some indication of the degree to 
which confidence can be placed in the policy implications.  In other words, the model, 
when properly used, in a sense mediates on behalf of the user between the 
predictability and unpredictability of the future, in order to arrive at a better idea of 
the future consequences of present actions. 

Finally, the model can be used in a participatory context for scenario or storyline 
development. For example, an individual or group may develop a storyline that seems 
plausible as one possible future, but which in fact contains inconsistencies. The model 
can be used to show the possible futures that could follow from the set of assumptions 
underlying the storyline.  If these do not include the future specified in the storyline, 
then the storyline is probably inconsistent, and should be modified.  A model similar 
to MOLAND has been used to this end in order to develop storylines for the Visions 
project of the EU [2]; the Visions project supported the development of integrated 
visions for a sustainable Europe for the years 2020 and 2050. 
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Within the scope of the Urban Environment Project (UEP) implemented in UCD 
Urban Institute Ireland (UII) several scenarios have been developed for the Greater 
Dublin Region (GDR, Figure 1) and simulated by the MOLAND model in recent 
years. Initially simple scenarios were tested where only one or two elements were 
changed in each scenario. Then, based on the lessons learnt, more realistic and 
complex scenarios were simulated with key input from different thematic groups, 
researchers and officials. Some of these scenarios resulted in practical application, 
forming an important part of the latest review of the Regional Planning Guidelines 
(RPG) published in 2010 [4].  

 

Fig. 1. Greater Dublin Region (2006 land use classes combined in 4 groups) 

The MOLAND model and studies based on various scenarios are described in 
several publications [3], [5]. Specifically, the scenarios discussed in this paper are 
thoroughly explained in [6], [7] and [8]. Therefore, here only a brief description of the 
model and the scenarios, indicating their main characteristics and outputs, is given. 
The focus of this paper is on combining these outputs to analyse the future 
development patterns in the GDR if the scenarios were to occur. 
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2   The MOLAND Model 

The MOLAND model was developed as part of an initiative of the European 
Commission’s Joint Research Centre as a response to the challenge of providing a 
means for assessing and analysing urban and regional development trends across 
European Member States [5]. It comprises two dynamic sub-models with a common 
temporal increment of one year, but working at different scales:  

─ At the macro scale, the model takes as input the population and the economic 
activity (number of jobs) in the GDR, for each year of the simulation period.  
The model then allocates and re-allocates the activities among the sub-regions 
of the GDR (counties Louth, Meath, Dublin, Kildare and Wicklow) on the basis 
of competition among the regions for population and jobs.     

─ At the micro scale the provision for population and economic activities is 
translated into demand for the various land uses; for example, the population 
will be accommodated with residential land use types and the jobs will be 
provided within commercial, industrial and service land uses.  

The micro model is based on a cellular automaton. The land use type assigned to any 
given cell is determined by the value of that cell for each possible use: each cell is 
assigned the land use for which it has the most value, until demands for all land uses 
are met.  Values depend on land uses within the neighbourhood of a cell — some land 
uses in the neighbourhood make the cell more attractive for a particular activity, while 
others may tend to repel the activity. They also depend on accessibility, suitability, 
and zoning.  The micro-model updates the land use map each year in response to both 
new demands received from the macro-model and local changes in the values of 
particular cells caused by previous changes of land use.  The model is thus spatially 
explicit and dynamic; and it provides a means of representing the various social, 
economic and environmental interactions which together determine land use.  

Description of the dataset preparation process as well as the model adaptation and 
calibration for GDR are provided by Shahumyan et al [9], [10]. 

3   Urban Development Scenarios for the Greater Dublin Region 

All GDR scenarios described hereafter were simulated for the period of 2006-2026. 
The actual land use map of the GDR for 2006 with 23 land use classes and 200m cell 
size was the base map used in the model at the starting year of 2006. Different 
suitability, zoning and transport network maps as well as different population and 
employment projections were used in the scenarios depending on the assumptions 
used in each of them. 

3.1   Scenarios for Wastewater Treatment Capacity Study (WWT)  

Wastewater treatment provision is long term, regional and decided at central 
government level with inputs by local authorities within the region. As such it 
represents the context within which long term future planning and settlement patterns 
are based. The MOLAND model was used to simulate the spatial distribution of new 
urban development using three population projections for the GDR and to examine 
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how this could impact planned future wastewater treatment capacity and defined 
catchment areas [6]. The scenarios were based on the Irish Central Statistics Office’s 
(CSO) regional population projections for 2011-2026 [11]. Particularly: 

─ CSO projection “MRF1 Traditional” was used for population medium growth 
scenario (WWT2). It combines a continuing decline in international migration 
with constant fertility and a return to the traditional pattern of internal migration 
by 2016.  

─ For population low growth scenario (WWT1), 15% less population than “MRF1 
Traditional” was projected. 

─ For population high growth scenario (WWT3), 15% more population than 
“MRF1 Traditional” was projected. 

3.2   Scenarios for Strategic Environmental Assessment (SEA) 

In collaboration with the Dublin & Mid East Regional Authorities (D&MERAs) the 
MOLAND model was used to generate scenarios illustrating the effects of future 
policy directions on the GDR [7]. Following extensive consultations with D&MERAs 
and stakeholder focus groups four scenarios were constructed for evaluation as part of 
the SEA process:  

─ Baseline/Continued Trends Scenario (SEA1): exploring the consequences of 
continuing the current settlement patterns, whereby actual settlement patterns 
are somewhat at odds with Regional Planning Guideline policy [12].  

─ Finger Expansion of Metropolitan Footprint Scenario (SEA2): Development is 
focused within the Metropolitan Footprint (MF) of Dublin city, with minimal 
growth in other areas and expansion of the MF along key transport corridors. 

─ Consolidation of Key Towns & the City Scenario (SEA3): Explores a settlement 
pattern similar to that proposed in the original Strategic Planning Guidelines 
published in 1999 [13]. This settlement pattern requires development to be 
consolidated within the existing MF and a small number of development centres 
along major transport routes. The MF does not expand along these routes. 

─ Managed Dispersal Scenario (SEA4): Dispersal of development is managed by 
focusing growth within the existing MF and several development centres across 
the region. Strictly enforced strategic green belts are used to prevent the merger 
of towns and ensure corridors remained between urban and rural natural areas. 

3.3   Scenarios for Environmental Impact Assessment (EIA) 

In addition to the Baseline scenario described above (SEA1), three other scenarios of 
GDR urban development were produced by early-stage and senior scientists and 
policy-makers during a summer school and workshop in 2009 held at UII, Dublin. 
The aim of this exercise was to bridge the scientific and stakeholder communities in 
order to collaborate around spatial models and produce future land use maps which 
should have a clear and accepted interpretation, be robust, statistically validated and 
respond to policy interventions [8]. 
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By using five driving forces (population, economic trends, urbanisation, transport 
and overall trends), the following qualitative scenarios were realised using the 
MOLAND model:  

─ Recession Scenario (EIA1): focusing on urban development during economic 
recession, including a recovery by 2016. 

─ Compact Development Scenario (EIA2): demonstrating less pressure on natural 
land uses, exploring urban growth and urban/regional development in the frame 
of a strong environmental protection policy. 

─ Managed Dispersed Scenario (EIA3): The 2025 scenario produced by the 
European Environment Agency [14] suggests strong urban development along 
the Dublin-Belfast corridor due to benefits of proximity to the capital or other 
urban areas.  Additionally, personal housing preferences play an important role 
in rural living in Ireland [15]. Therefore, in the EIA3 scenario the growth and 
sprawl of rural towns and villages in open countryside, particularly along the 
Dublin-Belfast motorway, were investigated in more detail. The realisation of 
this scenario is facilitated by a planning regime which imposes few constraints 
on the conversion of agricultural areas to low-density housing areas [16]. 

3.4   Scenario Comparison 

All ten scenarios described above were simulated by the MOLAND model running 
from 2006 to 2026. Though most of the parameters in the model were not changed, 
there were specific modifications in the input maps of suitability, zoning and the 
transport network as well as in the projected population and employment numbers. As 
a result the land use maps of 2026 generated by the model for different scenarios vary 
substantially. However, the aims of the described three studies are convergent, 
generating scenarios for future policy directions and urban development (e.g. with 
impact on future wastewater treatment), and linking the scientific and stakeholders 
community and therefore, the maps retrieved can be used complementarily. Figure 2 
shows a comparison of the maps for each scenario created using the Map Comparison 
Kit software [17]. Specifically, the residential areas of the simulated maps in 2026 are 
compared with the actual residential areas in 2006.  

The comparison maps confirm that the GDR can have substantially different 
development patterns depending on the decisions made. Specifically, in some 
scenarios we have large urban development in the north of Dublin County (WWT2, 
WWT3); while in other scenarios urban sprawl is directed to the west of Dublin 
(SEA2, SEA3, EIA2). In some cases a few hinterland towns are developed broadly 
(SEA3, SEA4, EIA2); while in other cases more dispersed development in the 
hinterlands is observed (WWT1, WWT2, SEA1, EIA3). It is also noticeable that the 
most development occurs in the scenario with the highest projected population 
(WWT3); while the least development and even shrinkage of residential areas occur 
in the case of the recession scenario (EIA1). 
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Fig. 2. Residential development patterns from 2006 to 2026 under the ten scenarios 

The present simulations concur with [14] showing that the main development axis 
is to the north from the GDR along the seashore as well as inland (WWT3, SEA3, 
SEA4, EIA2, EIA3). To the south little new residential or industrial or commercial 
development will take place because of the physical constraints of upland areas. The 
scenarios also suggest the development of Dublin City to the northwest along the line 
of the Dublin-Belfast corridor. SEA scenarios indicate urban sprawl towards west of 
Dublin and also broadly development. 
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Land use statistics for each scenario were calculated. Figure 3 presents the 
residential areas in hectares for each county in 2006 and 2026. The statistics show that 
most of the development takes place in Dublin County; and the maximum is reached 
in scenario WWT3.  

 

Fig. 3. Residential areas in hectares by counties developed in each scenario 

The minimum and maximum possible increase of residential areas if any one of the 
scenarios occurs was also calculated. Thus, compared with the residential areas as 
they were in 2006, the maximum increase of total residential areas by 2026 could be 
about 128% (WWT3) and the minimum increase could be about 65% (EIA1). The 
average estimated increase from all ten scenarios is about 87%. 

Figure 4 shows five statistics (minimum, first quartile, median, third quartile, and 
maximum) as well as outliners for residential areas in hectares by county. Here again 
it is noticeable, that for all scenarios the most residential areas are developed in 
Dublin County. In addition, the residential areas in scenario WWT3 are substantially 
greater than in any other scenario in almost all counties. Therefore, it appears as an 
outlier in the boxplot (marked as ‘o’). Similarly, residential areas in 2006 are 
substantially smaller than in 2026 for any scenario, making them outliers too (marked 
as ‘*’). 

Figures 5 and 6 show the industrial areas in 2026 for each scenario in each county 
compared with 2006 actual areas. Thus, in the case of the EIA2 scenario, Dublin and 
Kildare get significantly more industrial areas compared with other scenarios and 
counties (outliers in the boxplot). For industrial areas the maximum increase by 2026 
is 101% in the EIA2 scenario while the minimum increase is 11% in the EIA1 
scenario. The average estimated increase is 47%. 
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Fig. 4. Boxplot of all ten scenarios of GDR development for residential areas 

 

Fig. 5. Industrial areas in hectares developed in each county for each scenario 

Similar analyses were done for commercial and service areas in the GDR. For 
commercial areas, a maximum increase of 150% is estimated in scenarios WWT2 and 
WWT3; while in the EIA1 scenario about 2% decrease of commercial areas is 
foreseen. A mean increase of 84% is estimated for commercial areas in GDR by 2026 
compared with 2006. For service areas a maximum increase of 110% is estimated for 
WWT1, WWT2 and WWT3 scenarios while in EIA1 scenario a 6% decrease of 
service areas in GDR is forecast. Finally over all scenarios, a mean increase of 
approximately 60% in service areas by 2026 compared with 2006 data was foreseen. 
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The results show that residential and commercial uses almost double their areas 
while services and industry areas rise by half.  Generally, the maximum increase of 
residential, commercial and services are foreseen by WWT scenarios while the 
minimum increase is represented by EIA scenarios. In case of industrial areas, the 
maximum and the minimum are represented by EIA scenarios where economic 
activity focuses on industry.  Also the Dublin-Belfast corridor is identified as a core 
axis on the East Coast of Ireland with the potential to attract inward investment flows 
from the economies of Europe and the US; it also increases the economic importance 
of towns that exist along the axes. 

 

Fig. 6. Boxplot of GDR 10 possible scenarios for industrial areas by counties 

4   Probability Mapping 

The MOLAND model helps us to understand trends we are interested in and provides 
predictions of future land use changes. But in reality it offers not predictions of the 
future, but perspectives or alternative possible futures [18]. Indeed, each time the 
model runs it gives different predictions, both because of random elements and 
bifurcations inherent in the dynamics of the model. Therefore, the proper way to view 
the output of the model is probabilistically. To do this, a simulation should be run a 
sufficient number of times and a map of all the output possibilities produced [19]. Of 
course some possible outcomes will be very similar, and some can be quite different. 
The ability to know the range of future possibilities, and perhaps their relative 
probabilities of occurring, is very useful, and it is this sort of knowledge that a good 
model can offer. 

4.1   A Single Scenario Probability Map 

Returning to the GDR, rather than showing a single land use map for a scenario as the 
prediction for 2026 (e.g. Figure 2), a series of probability maps can be presented one 
for each land use class. For example, we have made 10 runs of the model to 2026 for 
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the WWT3 scenario (population high growth)1. As a result, 10 distinct land use maps 
for 2026 were produced. Though the maps look similar, as a result of the random 
factor and possible bifurcation in the model, there are some differences between them. 

Combining the 10 land use maps of scenario WWT3 from different runs using the 
Raster Calculator in ArcGIS Spatial Analyst, a probability map for residential land 
use was created. Figure 7 (left image) shows the probability that a specific location 
will become a residential area by the year 2026 in case of WWT3 scenario.  

4.2   Combined Scenario Probability Map 

Probability mapping of a single scenario is used often in urban modelling practice. It 
is an effective approach to assist decision makers to understand the most likely 
development patterns of a particular scenario. However, if there are several scenarios, 
it is often difficult to justify the preference of a particular one. A solution can be a 
combined probability map of several different scenarios. In principle a composite 
probability map generated from the output of several different appropriate scenarios is 
not qualitatively different from a probability map representing the effect of the 
stochastic perturbations within a single scenario.  For example, in the case of three 
growth scenarios — low, medium, and high — the combined probability map of 
urbanisation is essentially equivalent to a map generated from model runs in which 
the growth rate parameter varies stochastically.  But whether it makes sense to 
combine scenarios depends also on the point of view — i.e. on the user of the 
probability map. For example, to combine the output from three different planning 
scenarios, corresponding to different land use zoning schemes or transportation 
policies, would make no sense from the point of view of the planner, who would be 
using the model to examine the consequences of alternative policies with the aim of 
choosing one of them.  But from the standpoint of a developer, who can't know what 
policy will be adopted in the future, or to what degree a policy, if adopted, will be 
enforced, combining the scenarios is reasonable because the combined probability 
map would represent the uncertainty of the future land use environment given the 
information available to the developer.  

In any case some scenarios are more likely than others, and so the composite 
probability map should be constructed by weighting the various scenarios by their 
estimated likelihoods.  The weighting factors themselves constitute a higher level 
scenario. For example, instead of separate scenarios for each level of population 
growth, low (WWT1), medium (WWT2) and high (WWT3), each to be examined 
separately, we now have a scenario stating how likely we consider each of these 
growth levels to be, relative to each other.  The probability map generated from a 
weighted combination of scenarios in effect provides planners and the public with a 
picture of the consequences of ignorance or inaction. 

                                                           
1 For illustration purposes, 10 runs were considered to be a reasonable number; however, for 

more reliable results the number of runs should be around 100 or more. However, it is time 
consuming and needs a special tool to simplify the process. For example, Monte-Carlo 
methodology is often used for such tasks. As the version of MOLAND software used in this 
research omitted the Monte-Carlo function, we have run this exercise manually based on 
fewer simulations. 
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Fig. 7. Probability map of residential areas of the GDR in 2026 based on WWT3 (left) and 
combined WWT 1-3 (right) scenarios 

For illustration purposes the WWT scenarios described above were used for 
combined probability mapping. These scenarios are especially appropriate because of 
their similarity and simplicity. In particular, the WWT scenarios vary only by 
population projections. Using the methodology described in the previous section we 
have created a composite probability map using the three WWT scenarios. 
Specifically, each of the WWT scenarios was run 10 times, resulting in 30 land use 
maps of the GDR for 2026. Based on [11] and discussions with several researchers 
and officials, the following weights were defined for the WWT scenarios: 0.2 
(WWT1), 0.5 (WWT2), 0.3 (WWT3). The residential development probability map 
was generated from the weighted sum of the 30 land use raster maps in ArcGIS using 
the specified weights. The result is shown in the right image of Figure 7, which 
represents the likelihood of residential sprawl in the GDR in 2026 given the 
assumption that three WWT scenarios have the specified likelihoods (weights). 

The maps in Figure 7 show that in the case of combined scenarios, the probability 
of residential development is decreased in some areas. More spatial statistical 
analyses of these maps is presented below.  
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4.3   Analysing Probability Maps 

Probability maps show that most areas around Dublin are relatively predictable in 
terms of future urban land use: either they are likely to be developed or they are 
unlikely to be developed. However, if one land use class is equally likely as another 
of being present, there is a high degree of uncertainty related to the modelled class 
transition. Thus, many areas are not easily predictable (e.g. areas presented by the 
middle colours from the legend scheme). These areas are approximately equally likely 
to be developed or not and therefore the model is not capable of predicting accurately 
what may happen. In spite of this, for planners and decision makers these results still 
contain useful information (as these areas are capable of change and being influenced 
to change in various ways). It is useful to know, in a spatially explicit sense, where 
the probabilities of certain land use transitions are intermediate, because in these areas 
the future land uses can be influenced by small interventions in the present. In 
contrast, in the highly predictable area, major efforts would have to be made to alter 
the future land use patterns.  

Figure 8 presents the areas in hectares by counties where there is no likelihood of 
residential development for scenario WWT3 as well as for all three WWT scenarios 
combined. Total area in each county with no development is larger in case of WWT 
combined scenarios compared with a single WWT3 scenario. This is the result of the 
variation of population projections used in the scenarios. While WWT3 reflects the 
population high growth scenario, WWT combined scenario includes weighted 
scenarios with lower population growth. Therefore, in case of combined scenarios we 
obtain less residential development than in WWT3.  

 

 

Fig. 8. Areas which will have no residential development in any of considered scenario 

More interesting are the areas with some likelihood of becoming residential.  
Figure 9 presents the areas with 10% to100% probability of residential development 
in the GDR. It should be noted that the numbers with 100% development include also 
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residential areas already existing in 2006 the start year of the simulations (marked by 
‘o’ in the figure). This shows that the vast majority of areas with 100% predictability 
are areas which already were residential in 2006 and in case of combined probability 
mapping new development with 100% probability is essentially smaller than in the 
case of WTT3 scenario. Indeed, uncertainty is higher in the combined probability 
mapping. Combining three different scenarios includes some scenario-specific 
assumptions, making the results more general. Therefore, the combined scenario 
probability map in general has less area where the model predicts residential 
development by 2026. 

 

Fig. 9. Areas in GDR by their likelihood of becoming residential by 2026 for WWT3 and for 
three WWT scenarios combined 

5   Conclusions 

The purpose of the paper was not to identify or advocate which scenario should be 
adopted as the growth vision for GDR’s 2026 but to generate interesting implications 
for spatial planning processes. MOLAND assumes that at some level, urban areas are 
fundamentally similar. They evolve by the same process. However, it is almost 
impossible to take into consideration all possible elements that can contribute to 
changes in the region. For example, the landscape value (‘scenic beauty’) that could 
be reduced because of urban area expansion or altered hydrological regimes or natural 
hazards. Also, it is obvious that unpredictable elements such as extreme climate 
change, global recession, etc. can occur whatever we decide. 

The study has shown how the MOLAND model may be usefully applied in 
exploring the spatial distribution of land uses under a range of scenarios. Scenario 
comparison and the probability mapping allow estimates to be produced of the 
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likelihood of certain land use transitions. They provide a valuable tool to describe 
predicted land cover change and its uncertainty. Spatial context can be given to land 
use change predictions and the associated level of confidence can be assessed.  

Difficulties encountered in this research included the absence of Monte-Carlo 
functionality in the version of the MOLAND available for use in this project; and 
probability maps were created with limited number of iterations. Notably, the ArcGIS 
software was used to fill the gap, but it consumes high amounts of time and resources. 
Furthermore, for more reliable results, sensitivity analysis of different parameters of 
the model is necessary. Particularly, the effect of changing zoning and suitability 
maps or accessibility parameters on probability maps should be investigated. This 
also was not feasible because of the missing Monte-Carlo functionality. 

These limitations emphasise the importance of further development of the 
MOLAND model and the need to introduce the Monte-Carlo functionality for more 
advanced studies on this topic. 

Finally, using the results of the three different research outputs proved that the 
analysis of complementary scenarios can be used by planners and decision makers for 
getting a better insight of a region development. In fact, the more scenarios are 
considered, the more accurate the decisions. Also by using complementarily the 
experience of several projects, we can see clearer the technical aspects of a model that 
need to be ameliorated for better performances and/or more precise future 
estimations.   
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Abstract. Regional scientists’ methods to partition space in functional areas 
meet complex system analysts’ methods to detect communities in networks. A 
common concern is the detection of hierarchical sets of clusters representing 
underlying structures. In this paper modularity optimization in complex 
networks is compared to polarized functional area definition through dominant 
flows. Different approaches to the significance of dominant flows are also 
tested, namely threshold and Multiple Linkage Analysis approaches. 

Both methods are applied recursively in order to obtain a hierarchical 
clustering of municipalities in the PACA region (France) based on commuting 
flows in 1999. The comparison focuses on the geographical meaning of the 
results of the analyses. Modularity optimization and dominant flow results 
agree in many points and highlight the inadequacy of official methods 
integrating administrative boundaries in functional area definition. When they 
differ, they offer complementary views on the urban structure of the PACA 
region. 

Keywords: Functional Areas, Complex Networks, Modularity Optimization, 
Significant Dominant Flows, Multiple Linkage Analysis, PACA Region. 

1   Introduction: The Partitioning of Space 

The partitioning of space in functional regions is a main issue in regional science 
research. Functional regions are sub-spaces characterized by strong interaction among 
human activities taking place within them. The increasing role of urban activities 
during the twentieth century, lead geographers and regional economists to identify 
urban phenomena as the main force defining and shaping functional regions (among 
classical works in this disciplinary tradition see Berry 1973, Dauphiné 1979, Fujita 
1989). In particular, flow data (i.e. commuting, migration, etc.) have been used to 
develop a large variety of empiric methods to partition wider geographic systems in 
functional regions. 

Literature in geography and in the regional science on the partitioning methods 
based on flow data is really extensive, and encompasses different approaches. We can 
mention for example the clustering theory based on economic interaction among firms 
(for an overview, see Karlsson 2007), partitioning around medoids (Kaufman and 



136 G. Fusco and M. Caglioni 

Rousseeuw, 1990, Van der Laan et al. 2002), local labour market area definition  
(Goodman 1970, Johansonn 1998, Casado-Diaz, 2000), nodal regions definition 
through dominant flows (Nystuen and Dacey 1961). Van Nuffel (2007) gives a good 
overview of the different methods and proposes a classification of literature on 
functional region definition. It is possible to divide these works into three large 
groups based on their operational approach: deductive methods, inductive methods, 
and hybrid deductive/inductive methods.  

Within deductive methods, centres are defined a priori, independently of the actual 
division method and the goal of the partitioning algorithm is to determine the 
functional region around these centres. A further distinction within this approach can 
be made according to whether the centres are defined on the base of internal criteria 
(i.e. using statistics on commuting flows) or based on external criteria (i.e. major 
economic or demographic centres, central places of service supply, etc.). Examples of 
the former can be found in Lagnerö (2003) and Andersen (2000); for the latter the 
reader can see Willaert et al. (2000) and Van der Haegen and Pattyn (1980). 

Inductive methods do not start from a priori given centres as the centres are 
determined together with the definition of functional region from spatial interaction 
data. The centres appear in the course of the partitioning process, and their 
designation is an integral part of the process. Also in this case it is possible to make a 
further distinction between methods where the centres are explicitly searched for 
(Nystuen and Dacey 1968) and methods where detecting polarizing centres is not 
necessary within the partitioning algorithm (Brown and Holmes 1971, Tolbert and 
Sizer 1996). Inductive methods not based on the determination of polarizing centres 
can produce non-polarized regions. These methods use the whole data matrix of 
flows, whereas all the other methods take into account only a subset of flow data (the 
largest flows, the first two largest flows and/or flows beyond a given threshold value). 

A third type of approach is the hybrid one, which combines characteristics of both 
families of methods (Casado-Diaz, 2000). The procedure starts with a stage in which 
potential centres are deductively determined, but some of the centres may disappear 
during the further partitioning process. 

Overall, the main feature of geographic approaches to partitioning space in 
functional regions has traditionally been the use of centres acting as focal points in the 
structuring of the functional area. Inductive methods not based on the determination 
of polarizing centres constitute an exception, nearing the geographic problem to 
approaches developed more recently by research on complex network analysis. 

Complex network analysts have developed during the last twenty years methods 
aimed ad detecting communities in networks (Fortunato 2010, Porter et al. 2009, for 
methods in social network analysis see Wasserman and Faust 1994). Intuitively, 
communities are clusters of nodes within a network having stronger ties (modelled as 
edges or weighted edges) among them than with the rest of the network. The analogy 
with the geographic problem of functional regions definition is evident, as spatial 
interaction matrices define complex relational networks among spatial units, the latter 
representing the nodes of the network. More interestingly, following approaches 
which are typical of mechanical statistics, communities are seen by complex network 
analysts as mesoscopic structures averaging microscopic properties of individual 
nodes within them. These mesoscopic entities interact in order to explain macroscopic 
structures of the network as a whole.  
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Not surprisingly, network analysts have developed a variety of operational 
methods in order to detect communities in complex networks. Fortunato (2010) 
ranges these methods in three categories: local, global and based on nodes 
similarities. Local definitions are based on topological properties of nodes within their 
local neighbourhood, network modifications concerning distant nodes and edges do 
not have an impact on the belonging of the node to a particular community. Global 
definitions take into account topological properties of nodes within the whole 
network, making the belonging of nodes to a particular community dependent on the 
whole set of edges within the network. Finally, methods based on nodes similarities 
can take into account a variety of properties making each couple of nodes more or less 
similar with respect to other couples, regardless of the fact that nodes are connected or 
not within the network. Classical clustering techniques, like principal component 
analysis, multivariate hierarchical clustering, k-means clustering, neural network 
clustering and multidimensional scaling, belong to this category (Porter et al. 2009). 
These techniques also have a long tradition in regional studies. Centrality-based 
community detection (Girvan et Newman 2002, where the betweenness centrality 
measure is calculated over the whole network as proposed by Freeman 1977), 
modularity optimisation (Blondel et al., 2008) and spectral partitioning are global 
methods. Algorithms as the k-clique percolation (Palla et al. 2005) are local methods. 
All these methods would fall in the inductive approach to functional areas detection 
within the regional science tradition. 

A shared interest of regional analysis and network community analysis is the 
hierarchical structure of the partitioning. The goal is to detect nested partitions of the 
whole system, where regions / communities of nodes are further grouped in order to 
form structures of higher hierarchical level. The final result is thus a “hierarchical 
clustering” of nodes within region/communities (not to be mistaken for the 
multivariate technique of hierarchical clustering).  Porter and al. (2009) remark that 
the notion of network structure is composed of the two elements of communities (also 
referred to as modules or clusters) and hierarchy. In geography and regional science, 
the existence of hierarchical levels of organisation within urban systems is at the base 
of classical central place theories developed by Christaller and Lösch and is revealed 
by methods detecting nested levels of polarisation within functional urban areas (as 
Nistuen and Dacey 1961). Partitioning algorithms are nevertheless seldom applied in 
recursive ways in order to detect connected clusters of functional areas. 

Comparing the contribution to the understanding of urban systems of methods 
issued of the regional analysis tradition and of the more recent complex network 
analysis tradition is an interesting, albeit seldom attempted, endeavour. In this paper 
we will focus our attention on two inductive methods, issued of the two different 
scientific traditions: community detection in complex networks through modularity 
optimisation and functional regions definition on the base of significant dominant 
flows. The two methods can be easily implemented in a recursive way, in order to 
detect the hierarchical properties of urban systems. First applications of this kind have 
already been proposed at a regional scale. De Montis et al. (2011) used modularity 
optimisation to analyse hierarchical urban systems in the island of Sardinia, Italy. 
Fusco (2009) determined recursively significant dominant flows to detect hierarchical 
urban systems in the Provence-Alpes-Côte d’Azur (PACA) region in South-Eastern 
France. In this paper, the comparison of the two methods will be made possible by the 
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implementation over the same empirical data set, describing the 1999 commuting 
flows within the PACA region. 

2   Modularity Optimization and Significant Dominant Flows 

The starting point of both modularity optimisation and significant dominant flows 
analysis is empirical data on the spatial interaction among the units of the study area. 

Spatial interaction is a key concept in geographical analysis. Flows between spatial 
units can be viewed as a kind of spatial interaction. Regional space is concerned with 
different kinds of spatial interaction flows: commuter flows, tourists’ flows, migration 
flows, information flows, economic flows, etc. They can be taken into account by a 
spatial interaction matrix, reporting the volumes of the flows taking place between 
origins (the rows) and destinations (the columns). 

2.1   Determining Communities in Networks through Modularity Optimization 

Viewing a spatial interaction matrix within a geographic system as a relational 
network opens the way to applying network analysis techniques in order to 
regionalise the system. The problem of community detection in complex networks 
consists precisely in the partition of the network in communities of densely connected 
nodes, while nodes belonging to other communities are only sparsely connected to 
them. An analytical solution is computationally intractable. Therefore several 
algorithmic solutions have been proposed in order to find good partitions in a 
reasonably fast way. Detection algorithms can be divided in 3 groups: divisive, 
optimisation and spectral algorithms (De Montis et al. 2011). 

Optimization methods for community detection are based on the maximisation of 
an objective function. The modularity of the partition is one of the most widely used 
objective functions and is defined as follows (Newman 2004): 

Q = ΣC ( ΣC in / 2m – (ΣC tot / 2m)2 )   (1) 

where ΣC in is the sum of the weights of the links falling entirely within the 
community C, ΣC tot is the sum of the weights of the links incident to a node within C, 
and m is the sum of the weights of all the links in the network. Modularity is a scalar 
value, between -1 and 1, which measures the density of links inside communities 
compared to links between communities. The fastest approximation algorithm for 
optimizing modularity on large networks was proposed by Clauset et al. (2004). 

Blondel et al. (2008) later developed an algorithm to find high modularity 
partitions of large networks in a fast way, which unfolds a complete hierarchical 
community structure for the network. The algorithm has two phases, which are 
repeated iteratively. It starts with a weighted network with N nodes. Firstly, each node 
of the network is assigned to a different community. Then, for each node i it is 
considered the neighbours j of i and evaluated the gain of modularity that would take 
place by removing i from its community and by placing it in the community of j. The 
node i is placed then in the community for which this gain is maximum, but only if 
this gain is positive. If no positive gain is possible, i stays in its original community. 
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The gain in modularity ΔQ obtained by moving an isolated node i into a 
community C can easily be computed by: 

        

 

(2)

where Σin is the sum of the weights of the links inside C, Σtot is the sum of the weights 
of the links incident to nodes in C, ki is the sum of the weights of the links incident to 
node i, ki,in is the sum of the weights of the links from i to all nodes in C, and m is the 
sum of the weights of all the links in the network. A similar expression is used in 
order to evaluate the change of modularity when i is removed from its community. 

The second phase of the algorithm consists in building a new network, whose 
nodes are now the communities found during the first phase (Figure 1). In order to do 
so, the weights of the links between the new nodes are given by the sum of the 
weights of the links between nodes in the corresponding two communities. Flows 
falling entirely within the communities can either be removed (as it will be the case in 
the applications of Section 3) or kept for modularity optimization at the following 
step. Once this second phase is completed, it is possible then to reapply the first phase 
of the algorithm to the resulting weighted network and to iterate it. Communities of 
communities defined at step 2, 3, … of the analysis form with the communities of the 
original nodes a hierarchical set of nested partitions of the spatial units within the 
study area. At every step of the analysis, the set of communities form an exhaustive 
and disjunctive partition of the study area, which can be easily map, even if no 
hierarchical structure is evident among the elements forming a given community. The 
use of Blondel’s algorithm for modularity optimization was motivated both by its 
recursive nature and by the fact that it was already used in regional studies (De 
Montis et al. 2011). Modularity can nevertheless be optimized by different algorithms 
(Fortunato 2010); their comparison exceeds the scope of this paper. 

 
 

Fig. 1. Recursive use of modularity optimization in networks (Blondel et al., 2008) 

2.2   Determining Urban Networks through Significant Dominant Flows 

Firstly proposed by Nystuen and Dacey (1961) and later developed by several authors 
(Kipnis, 1985; Rabino and Occelli, 1997; Berroir et al., 2006), the dominant flows 
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approach aims to extract the skeleton of an urban network (the dominant flows) from 
a spatial interaction matrix within a study area. As we will see, the regionalisation of 
the study area will be a by-product of the method. 

The dominant flows approach needs an a priori rank among spatial units reflecting 
their absolute dimension in terms of mass (population, jobs or total exchanged flows 
are the most common mass criteria). Exchanged flows are then used to produce a 
hierarchical network among the spatial units, using the notion of “largest flow”. This 
notion can have various definitions (Nystuen and Dacey, 1968), such as the largest 
out-flow, in-flow or total flow. Out-flows are the most commonly used in defining 
urban networks through commuter flows (Rabino and Occelli 1997, Berroir et al. 
2006). According to this approach, a spatial unit is dominated if it sends its largest 
flow towards a centre of higher rank. In its classical approach (Rabino and Occelli, 
1997) dominant flows detection can also integrate the significance of the flow. The 
maximal flow towards a higher rank unit is significantly dominant only if it is higher 
than an absolute threshold and a relative threshold (e.g. a certain percentage of 
outgoing flows or of the unit’s population).  

It is thus possible to extract a primary graph from the spatial interaction matrix, 
which is made of the significant dominant flows within the study area. The graph is 
rarely totally connected. Several independent treelike sub-networks dominated by 
different centres form an exhaustive and disjunctive partition of the study area. 

The dominant flows algorithm can be applied recursively. All the spatial units 
linked in a sub-network of significant dominant flows can be aggregated at the next 
stage of the analysis (internal flows are often eliminated at this point) and new 
significant dominant flows can be determined among these larger spatial units. We 
thus obtain networks of networks of spatial units linked by second level dominant 
flows, and so on. The final result is a hierarchy of nested tree-like network.  

This notion of external hierarchy among spatial unit clusters defined at different 
steps of the analysis (which is common to the modularity optimization method) is 
doubled by a notion of internal hierarchy that dominant flows define within each 
cluster at any given step of the analysis. The tree-like networks emerging from the 
dominant flows have an internal hierarchy as relations of domination link the units. 
Clusters of units defined through these networks are domination basins depending, 
directly or indirectly, from a single dominant and non-dominated unit (the inductively 
determined centre of the functional area). We can attribute hierarchical levels to non-
dominant spatial units as well, distinguishing first level dominant centres from second 
or third level relay centres and so forth down to last level dominated spatial units. 

2.3   A New Approach to Significant Dominant Flows: Multiple Linkage Analysis 

Applying absolute and relative thresholds is the traditional way to insure that 
dominant flows are significant for the concerned spatial units (Rabino and Occelli 
1998, Fusco 2008, 2009). In their seminal work on urban networks defined through 
telephone communication flows in the state of Washington, Nystuen and Dacey 
(1961) justified the use of the first flows as dominant flows inasmuch second flows 
were in most cases substantially smaller than first ones. No question of significance 
was than arisen within their work. We can thus propose a formalised method in order 
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to verify Nystuen and Dacey’s hypothesis on the distribution of empirical flows 
justifying the use of first flows as dominant flows. 

Empirical flows will first be analysed through the MLA (Multiple Linkage 
Analysis, Hagget et al. 1977) algorithm. MLA is used to determine how many flows 
(in-flows, out-flows or total flows) are significant for a given node regardless of the 
dominance approach. To separate significant from non-significant flows, all flows 
concerning a spatial unit are ranked from largest to smallest, and compared to 
theoretical profiles of flows, where the total flow of the unit is concentrated 
respectively on only one, two, three, … , flows (mono-polarized, bi-polarized, tri-
polarized, … model). The goodness-of-fit between the set of observed (empirical) 
flows and each of the sets of expected (theoretical) flows is measured through the 
coefficient of determination (R2). The theoretical profile which presents the highest R2 
with the empirical profile will determine the number of significant flows for that 
spatial unit. MLA is an extension and improvement of Weaver’s combination index 
(Weaver, 1954; Haggett et al., 1977). The Weaver method uses the sum of the 
squared differences (instead of the coefficient of determination) between the 
theoretical and the empirical flows. The number of significant flows corresponds then 
to the theoretical profile with the smallest sum of the squared differences. 

The first flow (which is a dominant flow according to Nystuen and Dacey’s 
approach if it goes towards a spatial unit of bigger size) is always significant 
according to the MLA algorithm. Combining the dominant flows and the MLA 
approaches, we will define significant dominant flows as being dominant flows (first 
flows towards bigger units) which are at the same time the only significant flow 
according to the MLA. In other words, a spatial unit, in order to be dominated by a 
bigger centre, must be mono-polarized by this centre. All the spatial units which send 
MLA significant flows towards different centres will be considered as multi-polarized 
and hence non-dominated. This approach for the determination of the significant 
dominant flows restricts considerably the number of dominant flows within a study 
area, as first flows normally exceed the relative thresholds commonly used (i.e. 5%, 
10% or even 20% of outflows) without always being the only MLA significant flows. 
At the same time, the MLA approach to significance avoids the problems linked to 
determining the right significance threshold (Kipnis 1985). 

3   Hierarchical Functional Areas in the PACA Region 

The study area of our research is the Provence-Alps-Côte d’Azur region in South-
Eastern France, including the city-state of Monaco. As the third region in France for 
population and economic activity, PACA has been affected over the past few decades 
by the emergence of two metropolitan systems in the coastal area: the metropolitan 
area of Provence, including Marseille, Aix-en-Provence and Toulon, and the 
metropolitan area of the French Riviera around Nice, Monaco and Cannes 
(Decoupigny and Fusco 2008). The emergence of metropolitan systems is reshaping 
the flows exchanged between cities, suburban areas, retail and office concentrations 
and rural villages. The northern alpine part of the region seems less affected by the 
emergence of metropolitan systems. The network of commuting flows within the 
PACA region is constituted by 964 nodes and 34527 relations. It shows an 
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exponential distribution for the node degrees (figure 2), which suggests a random 
growth. The main urban centres, showing positive deviations from the exponential 
curve, introduce hierarchical relations going beyond the random model. Dominant 
flow distribution (see 3.2), with 114 dominant nodes and 816 relations, account for 
one third of the total flows and is scale free, hinting to self-organized hierarchical 
structure (Barabasi 2003). 
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Fig. 2. The relational network of communing flows in the PACA Region 

The database we made use of is the 1999 census produced by the French statistical 
institute (INSEE), completed with data from Monaco 2000 census. More specifically, 
we used commuting journeys among the 964 municipalities of the PACA region 
(including Monaco). Data also include flows between the study area and the rest of 
France (this information was only used in the dominant flows method). 

Despite the increasing importance of leisure and commercial trips (not included in 
the census), daily commuter trips are still the most important flows of personal 
mobility in defining and structuring urban systems (Berroir et al. 2006). They convey 
information on the daily functioning of the urban systems and are not surprisingly the 
basis of official functional area definitions in many countries (namely in France).  

Traditionally, INSEE defines employment areas within administrative department 
borders based on commuter flows from census data. For 1999, the PACA region is 
thus composed of six departments which are in their turn subdivided in 25 
employment areas. Employment areas are an approximation of functional areas 
defined through a spurious deductive method, taking into account main job centres, 
commuter flows containment and administrative boundaries. Though practical from 
an administrative point of view, official employment areas do not necessarily 
correspond to functional areas defined by commuter flows. Their hierarchical 
clustering in the six departments can be seen as a mere political necessity. 

It is thus interesting to apply methods for partitioning the regional space in 
hierarchical sets of functional areas which do not take into account internal 
administrative boundaries. Inductive methods will be preferred, as we want the 
number and the very nature of the functional areas to be a result of the applied 
method. We thus decided to define functional areas first as communities of 
municipalities strongly connected by commuters’ flows (modularity optimization) and 
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then as networks of municipalities directly/indirectly dominated by an urban centre 
(dominant flows). These methods will be applied recursively in order to obtain a 
hierarchical clustering of functional areas. 

In what follows, we will comment the results obtained by the application of the 
two methods (modularity optimization and dominant flows) in order to determine a 
hierarchical set of functional areas in the PACA region. As far as dominant flows are 
concerned, their significance is evaluated both through the threshold and the MLA 
approaches. Both modularity optimization and dominant flows determination have 
been applied recursively with the removal of internal flows. 

3.1   Modularity optimization: Five Large Functional Basins 

It is well known from literature that several clustering methods strongly depend by the 
order by which the spatial units are considered by the algorithm, especially when they 
implement a pair-wise comparison. Blondel’s algorithm is affected by this problem 
(whereas the dominant flows method is indifferent to input sorting). Before 
proceeding to modularity optimization the municipalities within the study area had 
therefore to be sorted by decreasing total flows, the same treatment was made for the 
aggregations at the successive levels of the analysis. Sorting municipalities in 
descending way of spatial interaction favours the aggregation of small municipalities 
to the main urban centres and subsequently of small clusters to bigger ones. 
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Fig. 3. Hierarchical Clustering through Modularity Optimization 
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Figure 3 shows the results of the first two steps of modularity optimization of 
commuter flows in the PACA region. At both levels of the analysis, communities 
within the relational network are compact areas with very few enclaves. Five 
communities emerge at the second level, corresponding to large functional basins 
which have a strong geographical meaning, even if they transgress administrative 
boundaries. Two communities correspond roughly to the Department boundaries of 
Alpes Maritimes (the metropolitan area around Nice, Cannes and Monaco) and 
Vaucluse. The widest community both in terms of surface and population corresponds 
to the metropolitan area of Marseille, Aix-en Provence and Toulon; it includes the 
Department of Bouche du Rhone as well as the western part of the Var Department 
and the southernmost part of the Alpes de Haute Provence Department. A fourth 
community encompasses most of the Alpine heartland of the region (Alpes de Haute 
Provence  and Hautes Alpes Departments). The sixth and last community corresponds 
to the eastern section of the Var Department, among the two main metropolitan areas. 

At level 1 we can highlight the existence of sub-basins within the two metropolitan 
areas (i.e. a central, eastern and western basin within the French Riviera 
corresponding to the Nice-Antibes, Cannes-Grasse and Menton-Monaco functional 
areas, a tripartite structure consistent with the official employment areas). The 
Marseille-Aix-Toulon community is internally much simpler than what the official 
employment areas suggest: a vast functional area around Marseille and Aix-en-
Provence, surrounded by two smaller communities to the west and four on the east, 
out of the Department boundaries. It is also worth remarking that the vast alpine space 
is more fragmented at level 1 than the official employment areas. 

Modularity optimisation can be further applied to level 2 communities. The result 
is a bipartite structure of the regional space: Marseille-Aix-Toulon, Vaucluse and the 
Alpine Space coalesce, as well as Alpes Maritimes and Est Var. At the next step, 
these two level 3 communities aggregate to cover the whole regional space. 

3.2   Dominant Flows with Significance Thresholds 

Clustering municipalities through dominant flows does not depend from the order by 
which the algorithm considers them. Dominant flows definition depends nevertheless 
from an a priori ranking of the spatial units (the first outflow is dominant only if it is 
directed towards a bigger spatial unit). In our analysis, resident population was used 
in order to produce the desired a priori ranking (total flows could have been used 
instead, with a few minor differences in the final results). In what follows, dominant 
commuter flows within the PACA region will be determined though different 
approaches to dominant flow significance. 

Figure 4 shows the results of urban networks defined by significant dominant flows 
in the first two steps of the analysis, when significance is determined by an absolute 
threshold of 5 commuters and a relative threshold of 15% of the total outflow for each 
spatial unit1. The absolute threshold is only used to filter noise from the results, as  
dominant flows defined by extremely small first flows can depend from random 
                                                           
1 The dominant flows analysis was also carried out without applying significance thresholds. 

The results were partially consistent with the threshold approach but also contained a few 
artefacts. Determining dominant flows without any consideration of the significance of the 
flows has been often criticized (Kipnis 1985, Rabino and Occelli 1998, Fusco 2009). 
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spatial behaviour of very few commuters (this problem concerns a few rural 
municipalities in the mountain areas). As a result, a few “holes” can be observed in 
the partitioning of the regional space through dependency basins. The relative 
threshold is much more important in shaping the results of the analysis. 

The relative threshold of 15% of total outflows results in the emergence of seven 
domination basins at the second level of the analysis, with a few independent units or 
basins which do not evolve from the first level of the analysis. These results are in 
agree with the modularity optimization results, with a few noticeable exceptions.  
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Fig. 4. Hierarchical Clustering through Significant Dominant Flows (threshold approach) 

The two methods show a very good agreement for the definition of level 2 
functional areas around Marseille and Avignon. The level 2 urban network dominated 
by Nice is instead larger than the level 2 community of Alpes Maritimes, as it includes 
the eastern section of the Var Department. Within eastern Var, only a small urban 
network around Cogolin keeps its independence at level 2. Contrary to the modularity 
optimization result, the alpine space does not aggregate in one whole network, but is  
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structured in two large independent networks (around the cities of Gap and Sisteron) 
with a few smaller networks which do not evolve among the two steps of the analysis. 

Nevertheless, the main differences among the two methods lie elsewhere. 
Dominant flows give the possibility to determine dominant centres at the different 
levels of the analysis. It is thus possible to identify the main urban centres around 
which the functional area is organized. Even more, it is possible to study internal 
network configurations of domination basins. Functional areas with direct domination 
of their urban centre over the other municipalities can thus be distinguished from 
more complex functional areas, where the main urban centre dominates secondary or 
tertiary centres which, in their turn extend their influence over more peripheral 
municipalities. In this respect, the two main metropolitan networks, around Marseille 
and Nice, show important morphological differences. The Marseille metropolitan area 
has a complex network structure already at the first step of the analysis, favouring the 
emergence of secondary and tertiary centres in the hinterland. The network is less 
articulated along the coast. The metropolitan network around Nice is weakly 
structured in its hinterland as villages depend directly on the main centre. The 
network is better relayed along the coast, with the secondary centre of Antibes. 

At the second step of the analysis, hierarchical polycentrism is further strengthened 
in the west around Marseille and Avignon, each of them dominating new urban 
networks. In the north, polycentrism is less structured as independent networks are 
not necessarily dominated by Gap. The eastern part of the study area is marked by the 
weaknesses of its polycentrism in the hinterland at the second level of the analysis, as 
well. Hierarchical polycentrism is on the contrary better articulated along the coast, 
where the domination of Nice is relayed by several urban centres which where 
independent at the first stage of the analysis (Cannes, Frejus, Draguignan). 

The dominant flows method can be further applied, until all the regional space (but 
a few independent units) is covered by a unique urban network. At the third step, the 
alpine basins, the Vaucluse and the Alpes Maritimes aggregate to the Marseille 
dominated network. Only the small network around Cogolin preserves its 
independence, which is lost at the fourth and last step of the analysis. 

3.4   Significant Dominant Flows - MLA Approach 

The goal of the MLA approach to significant dominant flows is less to determine a 
complete partition of the regional space than to define the core of functional areas 
which are strictly dominated (see 2.3), directly or indirectly, by an urban centre. By 
no surprise, the resulting regional map (Figure 5) is characterised by the presence of 
several independent units not belonging to any of these functional areas, as they show 
significant outflows to several destinations. The regional space is segmented in a 
bigger number of functional areas at both steps of the analysis (60 level 1 networks 
and 19 level 2 networks). Only the attractive power of Marseille and Nice is capable 
of establishing vast functional areas at the first step of the analysis. These networks 
are nevertheless unable to extend their attraction at the second level of the analysis to 
reach the perimeter of modularity optimization level 2 communities. 
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Fig. 5. Hierarchical Clustering through Significant Dominant Flows (MLA Approach) 

The slower convergence of spatial units in wider clusters when using the MLA 
approach to significant dominant flows makes it interesting to further iterate the 
algorithm. Indeed, the evolution of urban networks stops at level 9 of the analysis 
(Figure 6). The results are worth commenting. First of all, at the difference of 
modularity optimisation and of other approaches to dominant flows, the method does 
not result to a unique functional area covering the whole regional space. At the same 
time, at the difference of both modularity optimisation and dominant flows with 
thresholds, a vast functional area covers the south-western half of the regional space, 
encompassing the Departments Bouches du Rhone and Vaucluse, as well as part of the 
Departments Var and Alpes de Haute Provence. At the other extreme, the Alpine 
space, resulting in one only level 2 community (modularity optimization) and of two 
main urban networks (significant dominant flows) remains fragmented in 14 different 
small to medium urban networks. Finally, the eastern part of the region, partitioned 
between Alpes Maritimes and eastern Var by modularity optimization, and between a 
vast French Riviera network and a much smaller eastern network from significant  
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Fig. 6. Final Level of Hierarchical Clustering through MLA Significant Dominant Flows 

dominant flows, is now structured by four main networks (dominated by Nice, 
Cannes, Frejus and Saint-Tropez, respectively). The MLA approach thus highlights 
the existence of three different spatial structures within the region: a hierarchical set 
of networks coalescing in a vast metropolitan area dominated by Marseille in the 
south-west, a highly fragmented alpine space in the north and a limited number of 
independent networks structuring the French Riviera metropolitan area. 

4   Conclusions 

Both modularity optimization and significant dominant flows confirm the inadequacy 
of department administrative boundaries to cluster functional areas in a hierarchical 
way. Beyond cluster boundaries, the main difference between the two methods is that 
dominant flows detect polarized regions, where it is possible to attribute different 
hierarchical levels to the centres and different degrees of complexity to the treelike 
network structures. Moreover, dominant flows can be used to understand the role of 
every single spatial unit within the network. This difference arises from the very 
methodological bases: modularity optimisation is aimed at optimizing the partition of 
space (under the assumption that modularity is the good function to optimize), 
dominant flows are aimed at determining the influence areas of main centres (centres 
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which are found inductively within the same process that defines functional areas). 
The partitioning of space is a by-product of dominant flows approaches.  

As a local method, dominant flows are capable of detecting the percolation of 
domination basins at their borders. The structure of the metropolitan area of the 
French Riviera is a good example, showing the percolation of dominance 
relationships from Cannes (the westernmost urban centre in the Alpes Maritimes) to 
the neighbouring urban centres of eastern Var. Significant dominant flows through the 
MLA approach hinder percolation detection through the mono-polarization constraint. 
Buffer zones or strong relations with several centres preserve the independence of 
networks at the second level of the analysis. This example can be generalized. With 
the MLA approach the formation of functional areas is somehow hindered as soon as 
interface elements, bi- or tri-polarised by different centres are detected. MLA can thus 
be used to explicitly detect interface structures among major functional areas. 

In this respect, the two approaches to significant dominant flows do not necessarily 
show different realities. They rather cast a different light on the same geographical 
reality. For the French Riviera area, the MLA approach points to the existence of 
three main centres defining domination basins around them, whereas the threshold 
approach highlights the unity of the metropolitan area, defining a hierarchy within a 
unique polycentric structure. Nevertheless, in comparison to the Marseille 
metropolitan area (converging to a unique network through iterated MLA), the French 
Riviera shows a lesser degree of hierarchical domination among the urban centres. 

Finally, as a local method, dominant flows (however their significance is defined) 
result in space partitioning which do not necessarily optimize flow containment, but 
which are locally robust (i.e. independent from changes concerning distant units). At 
the opposite, modularity optimization is a global method, where the belonging of a 
given unit to a community depends from the whole set of flows within the study area. 

As already observed, combining modularity optimization and dominant flows 
allows a deeper understanding of the geographical reality under investigation. The 
comparison carried out in this paper did not address the computational performance of 
the different methods as other authors have already proposed (Lancichinetti and 
Fortunato 2010). Our main interest was comparing the results produced by the 
different methods for a given study area in order to understand its internal 
organisation in terms of hierarchical sets of functional areas. Beyond the dismissal of 
dominant flows used without any concern of significance, the main results produced 
by modularity optimization and by significant dominant flows (both through 
thresholds and MLA) could always be supported by expert knowledge of the study 
area. When conflicts arose among the results of the different methods, we could 
appreciate their complementarity in moderating the conclusions obtained from a 
single method. The resulting view offered by all the methods employed can hopefully 
near the insight of the analysis to the complexity of the geographical reality under 
investigation. This opinion is shared by authors like Porter et al. (2009), underlining 
the considerable value of having multiple computational heuristics available, as they 
are likely to give complementary views over the same dataset. 

A major perspective of research is the extension of the comparative analysis of 
methods for the partitioning of space, derived from both regional science and complex 
network analysis traditions. Global optimality of traditional regional science methods 
will have to be assessed, as well as the pertinence of the methods developed from 
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complex network analysts for the study of geographical space. In this respect, local 
methods of network analysis seem particularly interesting, as k-clique percolation 
(Palla et al. 2005) which share with the MLA approach to dominant flows the ability 
to detect interface / overlapping structures between larger clusters. 
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Abstract. Along this article we are going to explain some interesting strategies 
to reach the quality required for the phenomena considered inside the feature 
catalogue for the new BTA1 data model proposed by the Spanish Cartographic 
Norms Committee. We will focus on guaranteeing network connectivity, data 
accuracy and topological relationships between geometries of different 
phenomena. To reach our goal we will use ArcGIS software suite and its spatial 
analyst extension, building our own rules trying to automate the process and 
avoiding spending time to other interested users reusing our data model 
topology. The final goal of this work is to promote the migration to the new 
data model to earn interoperability between every cartographic producer by 
providing tools for potential users. 

Keywords: Topology; data model; BTA; cartography; network; spatial 
analysis. 

1   Introduction 

Nowadays a lot of cartography producers are available, but usually there are no 
restrictions about how the spatial databases should store or manage the information, 
usually every producer has its own data model. This situation reduces the 
interoperability and makes more difficult exchanging and mixing datasets from 
different sources.  

As a consequence, the European Parliament has approved the INSPIRE2 
Directive[1] and many governments and Public Administrations have joined this 
philosophy, which tries to get a unified data model suitable for mostly every standard 
producer. 

Due to this, the Spanish Cartographic Norms Committee has produced the BTA [2] 
data model and is elaborating the specifications document for the official proposed 

                                                           
1 BTA is the Spanish abbreviation for Harmonized Topographic Database, a data model for 

intermediate scales (1:5.000 – 1:10.000). 
2 INSPIRE is the acronym of Infrastructure for Spatial Information in Europe. 
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data model for urban scales, the BTU3[3], this new data models pretend to unify 
rationally the new cartographic datasets according to the standards of organization 
and quality of spatial information that the society demands, trying to follow as much 
possible the INSPIRE recommendations. 

In this paper we will focus on hydrograph and transport network, two of the eight 
families which contain all the phenomena considered in the catalogue. 

The considered data model requires, the same way as INSPIRE does, that all lineal 
geometries belonging to the transport or hydrograph configure a continuous network. 

Moreover there are more specific requirements related with logical coherence, 
spatial accuracy and diverse cartographic quality parameters which have to be 
checked before considering the dataset finished. 

Hence we will explain how the dataset should be organized in BTA, check the 
connectivity and then ensure the particular quality controls for the phenomena in such 
datasets. 

The maintenance of a network topology becomes a hard work task when the 
network reaches certain level of extension and complexity for the mentioned BTA 
and BTU data models. Acquiring software capable to perform this task from the 
standard datasets which come from the official cartographic datasets it would entail 
big economic resources and only the bigger and stronger Public Administrations are 
capable of such efforts. Because of that we propose an alternative method within 
reach of town councils and other users with fewer resources, because it only requires 
the GIS expert, who will use the spatial analysis tools available in the most part of the 
software available nowadays, avoiding unnecessary expenses in its exploiting. 

Actually, there are some teams researching different faces of topology applied to 
networks, mainly related with services like the electrical network4, although our 
research is focused on the geometry of the hydrograph and transport network because 
those are the mandatory considered in the data model as networks for facilitate future 
applications of routing and management.  

2   Starting Dataset 

The attached figure shows the phenomena present inside those families, those are 
(hierarchically speaking) “parent” features, inside them there are more “son” 
phenomena, for instance parent railroad has Underground, Tram, Funicular, etc.  

We will use ArcGIS for all the spatial analysis so first of all we are going to create 
an ESRI Geodatabase to store all the information and topologies. Then we will create 
two new feature datasets, one for transport features and another one for hydrographic 
elements. 

In this process we have to be cautious because our spatial data is prepared for scale 
1:5.000, and the software uses cluster, XY and Z tolerances so we have to use  
                                                           
3 BTU is the Spanish abbreviation for the Urban Topographic Database, a data model for big 

scales (1:500 – 1.1.000). 
4 There are a lot of topology applications, but nowadays due to its complexity, topology helps 

managing large electrical installations and electronic circuits, we have some examples like [4] 
and [5]. Researchers also work with transport network, trying to represent and predict traffic 
flows with GIS tools [6]. 
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Fig. 1. Parent phenomena for the analyzed features 

appropriate values for such parameters [7]. The reference system used is the official 
by law which is considered in the specifications of the BTA and also in the new BTU 
[8]. 

Once the feature datasets are created we should load the geometries to our data 
model. There are some data models already materialized in an ArcGIS Geodatabase 
that follows BTA and BTU specifications, so we are going to reuse one which is 
already developed by our researching workgroup. 

Due to reusing the Geodatabase we are saving a considerable amount of time and 
avoid accidental mistakes creating the database structure, to know more about how to 
create and reutilize Geodatabases in BTA format there are some papers about it [9]. 

3   Preparing the Spatial Datasets 

3.1   General Splitting 

First of all, it is mandatory to split all lineal features inside the dataset because we are 
going to do spatial analysis checking relative positions between features, and if we do 
not split the arcs into segments between nodes, those features could share some part 
of the arc but not the entire one. So it would be much more difficult to do such 
analysis in a right way. 

It is mandatory to do that, even if such features belongs to different layers, because 
in this data model we consider the topological relations between all the layers due to 
the representation hierarchy is explicit in one field for all lineal and polygonal 
phenomena. This way allows us the use of automatic modeling for overlapping 
entities, and use this field as base for the cartographical representation in map layouts 
or online servers. 
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The attached image (Fig.2) contains a graphical example of a small polygon (a 
building) being “cut” by the cartographic sheet line. It should be split at the points 
marked with the small black arrows because that segment should be classified as 
Cartographic Sheet Contour Line (case A), however, by default, the full contour is 
classified as Contour (Case B). Owing to the fact that the producer did not consider 
our final data model as production data model when the dataset was digitalized. 

There are two ways to fix this classification mistake, by hand or using spatial 
analysis tools. Of course the best choice is automating all the process with scripts and 
taking profit of the tools provided with ArcGIS suite or any other GIS Suite. 

But for processing automatically all this steps we have to be able to assign different 
values to the same polyline, and the only way to do this is, as we said before, is by 
splitting the contour geometry, and then reclassifying attributes. 

Moreover there is no need to differentiate between elements in this step, so we just 
split and update the feature classes in the database.  

Then we are ready to continue with the creation of new derived feature classes. 

 

Fig. 2. Example of mistaken classification and the need of splitting and reclassification process 

3.2   Feature Class Subdivision 

Secondly, it is important to point out the representation attributes of these phenomena 
which belong to the feature catalogue. 

There are four primitive geometries allowed, polygon (2D), polyline (1D), point 
(0D), and texts. 

However only two of them have attributes designed to control the cartographic 
representation by showing topological relations between elements of different layers, 
particularly polygon and polyline.  

It is mandatory that polygon layers have “Componen2D” field that shows the 
hierarchical relation between other polygons in the same spatial neighborhood and 
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polyline layers have “Componen1D”, which shows the different types of lines which 
are needed to represent properly the spatial data considering hiding between elements, 
virtual borders to maintain topology and consistency or linear elements to configure 
and ensure connectivity in networks. 

 

Fig. 3. Allowed values for specific representation fields in the spatial database 

As a consequence, we should not consider all the geometries of one layer the same 
way, because some of them belong the network or to represent the contour of a 
polygonal geometry, and they will need different treatment. 

Then, the next step is to split and separate the geometries by representation, and 
attending to the requirements for the topology, mainly creating, for each feature, axis 
geometries and lineal geometries for connectivity in one layer and different layers for 
contour, cartographic sheet contour, virtual contour, hidden contour and other for 
coincident contour (scheme is not contemplated in network or hydrography families). 

3.3   Applying Topology 

We will consider two sets depending on the purpose of such geometries. The first one 
is composed by Axis and Lineal families with all the secondary options (hidden 
coincident, etc), and their purpose is to create the network. The other geometries are 
considered for controlling the cartographic representation of areal phenomena by 
modeling the hierarchical levels between touching elements. 

Between network elements three-dimensional connectivity is required (we have to 
keep in mind that the cartographic datasets should be in 3D). 

Rarely we can find crossroads with disjointed ways, or a river that stops its flow 
suddenly and disappears. To fix it we have to apply topology rules to detect and fix 
Dangle errors which are segments that are “hanging” and do not intersect with the 
node which in real world is connected. 
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Of course there are exceptions, like the end of a road, the cut river with the sheet 
border or even a water flow arrives to a sinkhole and disappears to continue 
underground (frequent in Karst terrains), those cases should be marked as exceptions.  

There is another interesting topological rule, related with the cartographic sheet 
border. All the network elements which finish in the border should be cut by it, they 
could not finish near, just in case this element finish also in the real world. Also this 
topological rule works to find disconnected crossroads between elements from 
different phenomena, like connections between roads and streets or ways. To avoid 
mistakes this correction should be helped with orthophotographs to check the 
geometry in the real world.  

At the next image we can see two examples, the left one is the graphical definition 
of dangle error, there is a crossroad and the two axis don not touch each other, so 
there is no network node and it should be, so “Road B” must connect with “Road A” 
extending the axis and creating a network node. 

The right image is related with the other rule, Endpoints must be covered by, this 
rule has to consider all the possible interactions between every phenomenon, so the 
amount of rules inside this topology will be large, but it is not an inconvenient 
because we can save the rules in a file and access it always we need. There are a way 
and a road at a crossroad. We can see how the darker arrow points the connection 
axis, usually classified as dangle, however it must connect with the road, and finish 
“covered” by the road axis feature class hence the lighter arrow does not point a 
dangle, points to a correct topological interaction once the topology is validated and 
corrected. 

 

Fig. 4. Graphical examples for frequent topological errors in network datasets  

Connection axis also should be covered by polygons, so we have to check it with 
the appropriate rule, if that rule does not exist we have to program it. 

Also hidden axis should be covered by polygons from other layers, and it is 
important to establish the hierarchical levels for all the phenomena to model in an 
accurate way the hiding geometries. Considering it inside the program is the best 
choice, applying ranks and subtypes to model it. 

Creating our own topology rules in ArcGIS is possible by using the integrated 
development environment of Visual Basic for Applications or by programming in 
another language compatible COM. Although we recommend VBA because it is easy, 
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fast and works properly with applications of standard requirements. We can find an 
example of topological programming with ArcGIS in the tool developed for managing 
cartography datasets at the Cartociudad project [10]. 

In other cases, better than VBA, it would be better using JAVA, because has some 
advantages (multiplatform, security, extended…), but it depends on the software used 
by the technician, a good example of a GIS applied JAVA software is JASPA5 [11]. 

There is another topology rule that can be used, this rule is not directly related with 
network topology, but helps with the data model consistency. It is important to 
associate the kilometric points to the correspondent network axis. So we can check if 
such kilometric points are inside the polygon of the network communication, taking 
into account that some elements haven’t got superficial representation, like street way, 
and then we will not be able to generalize this process for all phenomena in the 
dataset. 

Then, in a first approach we will check if these points are inside polygons with 
Contains point rule, fixing all those points which are too far from the road nad 
helping with orthophotographs. 

After that, we will use another rule to check that all points are over the axis, not 
just inside the road, moving the point to the axis following the perpendicular 
projection, this way fixes completely the position of these kilometric points. 

 

Fig. 5. How have to be corrected those kilometric points which are out of the communication 
axis. The outer will be corrected in the first process, helping to not confuse the communication 
way which owns the kilometric point. The second one fixes all points more accurate than first, 
and faster. The dashed line shows the projection over the axis. Using one or both of them 
depends on the quality of the dataset. 

                                                           
5 JASPA is the acronym for JAva SPAtial, which is a spatial extension for relational databases. 

It is under development in the Universitat Politècnica de València. 
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3.4   Alternative Way for Kilometric Points 

Better tan establishing the kilometric points by hand it probably should be a good idea 
establishing the fourth dimension (M-dimension) to our axis and lineal feature 
classes.  

Using this extra dimension the information about so far is a point of the road is far 
from the origin of the dataset is implicit in the own geometry. Avoiding mistaken 
kilometric points or extra work. 

Moreover, it gives to us better information along all the way and there is no need to 
interpolate values. Also analysis makes easier with this dimensional component. The 
negative point consists in the small amount of software available to manage this 
dimension. And the difficulty to add such information to all the axis and linear 
geometries presents in the dataset. 

There is another rule that should be programmed, this is much more difficult and 
depends on the existence of kilometric points properly stored. BTA data model 
requires checking the direction of axis and lineal phenomena for main communication 
networks, like roads or highways.  

This direction should be coincident with the kilometric points value, if it is positive 
the road should “advance” and the other way around. 

This tool requires that the kilometric points are already over the axis and their 
existence. Checking this control is much more difficult than the rest. 

3.5   Topology about Boundary Elements 

The contour geometries should have similar topology rules, based on hiding and 
modeling supposition of elements. Also considering the cartographic sheet border for 
reclassify it properly. 

The main difference is that in this case it might be other features from other 
families than interact with such boundaries. So we cannot limit the involving feature 
class to transport or hydrography, we have to follow the same process than before but 
all the features present in the data base. 

This is a very big amount of job, but it should be done once, because the data 
model (BTA or BTU) will not change, or at least not too much and then it would be 
easy to readapt the topology. And we can store the topology and the topology rules 
inside the Geodatabase. The other software, even free software, also allows this, so 
we can reuse this topology for every dataset as long as our information is those data 
models. 

We can also do it with information which follows other data models, but then it is 
mandatory to adapt first to our base data model and the apply topology. There are 
available some paper about this topic to help the reader to establish correspondence 
tables and loading data process [12]. 

The topological relationships between elements from other layers should consider 
the vertical component relative to contour level lines. These lines have to cross the 
boundary of transport and hydrography network elements. 



160 F. Ruiz-Lopez, E. Coll, and J. Martinez-Llario 

4   Alternative Way 

We can also use the Network Analyst tools provided by ESRI to create a new network 
dataset and take profit of those automatic routines already programmed to control the 
network topology. In fact, this could be considered the second stage for our goal, 
because with this tools we can also calculate routes, times, optimize the network even 
considering topographical influence or the real path followed by the car instead the 
line between network nodes. 

This choice is better if our goal is calculating or optimizing routes but is particular 
for this proprietary software, therefore is not a good idea because the quality controls 
for those networks should not be restricted by the producer’s software. 

We have to keep in mind that the data model has been developed for being used 
independent of the software or the data format.  

Although in first option we used topology rules of ArcGIS such rules are available 
in a similar way in other software, like gvSIG [13], with the advantage that this 
software is completely free and customizable.  

This way does not consider the topological relationships of the boundaries. 

5   Conclusions 

Although topology is under investigation nowadays by some researchers, our 
approach focus on the geometric aspects applied to the geographical representation of 
the network elements, which is much less investigated than the other faces of the 
topology. Ensuring the cartographic quality components by guaranteeing the 
consistency between features (i.e.: the axis of the road must be contained in the 
polygon of such road, interconnecting features from its own layer and other layers of 
the data model and storing the right relationship in the representation field associated 
to such entities). 

Guarantee the quality is the basement of the new data models which are being 
developed nowadays. These processes here commented are suggestions to the reader 
in order to help and optimize the job. There are more tasks which are being 
investigated actually and developing. 

The main inconvenient is the difficulty to manage the large amount of feature 
classes and datasets that the new data models referred, which are multiplied to 
classify the representation. 

Also the big effort needed to review and fix such amount of topological errors.  
The advantage remains in the quality of the actual GIS tools provided by software, 

which helps considerably with such tasks. The ArcGIS Model Builder tool is 
especially interesting for earning time. However we are not forced to use the topology 
tools for ArcGIS, there are other software capable  of performing those tasks, and 
some of them even are free, like the previously mentioned gvSIG, with its topology 
extension. 

Furthermore once the topology is ready inside the database is ready to share and 
everyone can use it because the data model is the same. Also the topological rules can 
be saved and shared easily. 
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The actual society demands quality and tries to reduce costs, so this way to work 
increases interoperability and reduce extra work, by reusing the same model and 
sharing it. 

This paper has been written from a research which is still in early phases to 
automate the quality controls inside data models. 
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Abstract. The assignment of admissible degrees of change to the building stock 
of an historic centre is one of the most important factors to be taken into 
account when developing an urban plan, because it establishes the possibilities 
of making changes to an existing urban fabric, or not; and since urban cores 
formed in ancient times contain the most significant concentrations of high-
quality historic/architectural heritage, it is necessary to identify a way of 
specifically breaking down the changes to each building that are possible. In the 
case of Como, analysis of the morphological and socioeconomic characteristics 
of the fabric of the walled town and its extramural historic villages, and then the 
application of multivariate geostatistics, produced one such classification of this 
context in the form of six possible scenarios for change, of which the most 
significant was selected as the most effective for setting in train a profound 
upgrading of Como’s built fabric, which is currently in a state of advanced 
degradation. 

Keywords: Geostatistics and spatial simulation, Spatial statistical models, 
Spatial data analysis, Urban modelling applied to Italian historic centres. 

1   The Built Fabric of Italian Historic Centres: Numerous 
Unresolved Issues 

The question of what to do with urban centres that acquired their basic form in ancient 
times has always been much debated in Italy and from time to time, convictions have 
prevailed that often stemmed from defensive ideological positions, indifferent to the 
complexity of what they implied for urban fabrics so steeped in history and problems.  

Whilst the literature is rich in such past experiences, it contains very few stimuli 
that could suggest a different method for assessment that might cause such 
anachronistic and misleading positions to be overcome and make it possible to 
revitalise the present unsatisfactory, and for the most part openly problematic, 
conditions in which most of Italy's historic centres now find themselves. 
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This state of affairs suggests the need for a completely different approach to these 
matters, above all with regard to: i) awareness of the unsolved problems left behind 
by past efforts that were initiated and taken through to completion, but failed, ii) the 
technical possibilities that have now been introduced into urban planning by the use 
of territorial IT systems that make it possible to experiment with different types of 
analysis no longer based on functional zoning, but on the identification of urban areas 
that in themselves are homogeneous from numerous interdependent points of view 
(and which Geographical Information Systems now make it possible to identify). 

With these considerations in mind we began to build up a procedure for analysing 
and assessing the value of historically valuable built heritage, as a way of defining 
criteria for establishing the permissible types of change to buildings, distancing 
ourselves from attitudes adopted since the end of the Second World War, which 
rightly were intended to safeguard a built heritage that was at risk of disappearing, but 
were based on merely identifying building types and on preventing changes to their 
basic structure and volumetry and, in general, any changes that went beyond 
straightforward maintenance and reinstatement, in the bizarre and wrong-headed 
belief that all of the built heritage within historic settings should be frozen in its 
current state, regardless of the actual characteristics of the buildings. 

Whilst it is true that immediately after the Second World War the problem in Italy 
was to protect these historic centres from processes of replacing them with modern 
building and from the menace of demolition and reconstruction that had already been 
induced by the ravages of the war, 60 years on this overly protectionist and radical 
attitude has worryingly now left us with an historic built environment that has been 
immobilised and, indeed, for the most part, abandoned by those who originally 
populated it, attracted as they have been to new out-of-town settlements (which 
amongst other things have generated sprawl, reduced our agricultural space to a moth-
eaten patchwork, shifted the residential parts of cities out to the edge, and banalised 
the language of architecture); these populations have been superseded by an ingress of 
marginalised social groups, often originating from outside the EU and in all cases 
indifferent to the intrinsic value or meaning of the history or the original roots of the 
urban process, motivated as they are to simply find a place, any place, in which to live 
and certainly not inclined to get involved in discussing its cultural and typological 
stratification. 

2   Methodological Framework: Selecting Variable Factors and 
Extrapolating Suitable Scenarios for Making Changes to the 
Existing Built Heritage 

Our examination of the past planning of historic centres, which has in fact crystallised 
them in a state of immobility whilst perpetuating (and in some cases accentuating) their 
degradation, enables us to avoid the same mistake and to move away from that approach 
by introducing a different method, which although it is still evolving (and has thus far 
been in experimental mode), introduces an analytical method into urban planning that is 
specifically designed to reuse the vast amounts of analytical baggage prepared by the 
many generations that up to now have investigated the historic building stock (especially 
in Como) but in our case orientating it towards a completely different type of 
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geostatistically-based outcome concerned with the degrees of suitability for change that 
can be assigned to individual parts of built fabric. 

This methodology consists of a sequence of analytical and assessment steps: 

i) identifying descriptors on the basis of their legitimacy in relation to the Single 
Law on Building, on planning law, on the technical implementation regulations 
of municipal plans already in force, and on the most significant past experiences 
in the planning of Italy’s historic centres from 1945 until now;  

ii) consequently, identifying variables derived from legal regulations or significant 
past experience. So far as quantitative data for the specific urban situation of 
Como is concerned, this is obtainable from an already existing database; 

iii) developing summary indicators that are able to describe, in both socioeconomic 
and historic/architectural terms, the spatial phenomena that occur in the historic 
core; 

iv) complex processing of the indices thus produced, using multidimensional 
analyses and applying algorhythms to summarise these phenomena as we 
identified them, and to delineate possible scenarios for carrying out alterations 
to the built fabric; 

v) by comparing these various scenarios for change, selecting the one that most 
closely accords with a previously chosen strategic characterisation for the 
historic centre. 

 

 
 

Fig. 1. Procedural diagram of the method, as applied to the case of Como 

3   Method for Analysing and Assessing the Characteristics of 
Centrality and Socioeconomic Vitality  

Our analyses of the relational space are concerned with an agglomerate of various 
factors that on the one hand relate to the intrinsic potentialities of this particular and 
deeply meaningful place, whose urban form was historically determined by the 
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original "commune" structure of Como’s nucleus, and on the other hand its social, 
demographic and economic aspects. fabric. 

By identifying some innovative steps in previous plans for Como and its valley, we 
were able to take our analyses to a particularly advanced level; these processes, and 
the most important computer applications used, are described below. 

3.1   Indices and Descriptive Variables of Currently Existing Spatial Phenomena  

So far as defining the indicators to be adopted for investigating the territorial, 
configurational, and relational structures is concerned, the following function (1) 
indicates how various phenomenical aspects flow together as: 

),,,,( EDCBAf  = 

),,,,,,,,,,,,( 213212132121 eedddccbbbaaf   
(1)

where: 

A = tendency to accumulated centrality of the historic centre, as: Aaa ∈21, , where 

1a = degree of interaction of the street network, 2a = degree of vitality of the 

economic fabric; 

B = instability of the fabric due to monofunctionality, as: Bbbb ∈321 ,, , where 1b = 

index of ageing, 2b = residential density, 3b = index of heterogeneity of non-

residential activities; 

C = density of localisation of the most strongly attractive activities, as: Ccc ∈21 , , 

where 1c = density of commercial activities, 2c = density of service sector activities; 

D = stability of the inter-relating residential fabric, as: Dddd ∈321 ,, , where 1d = 

incidence of the non-Italian resident population, 2d = incidence of residential voids, 

3d = distribution of the population within buildings (underoccupation – 

overcrowding); 

E = the urban landscape importance of buildings, as Eee ∈21, , where 1e = 

perception of a building, 2e = characterisation of the perception. 

3.2   Innovative Use of Methods, Tools, and Applications 

The set of indicators we identified was arrived at not only by spatialising the various 
demographic, social, territorial and economic phenomena, but also by making use of 
special tools and applying innovative theories. 

3.2.1   Use of the Configurational Approach to Extrapolate Urban Centrality 
By using applications that identified the character of the urban fabric within the 
historic centre in relation to how the infrastructure network is configured, and that are 
designed to reveal its tendency to centrality and accessibility, we found it possible to 
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obtain some extremely important input. The key reference in this regard is the work of 
Space Syntax, developed by Prof. Bill Hillier1, whose fundamental ideas were 
incorporated into our configurational analyses and developed as MCAs (Multiple 
Centrality Assessments)2.  

Using these MCA applications, implemented as appropriate within a GIS 
environment, we assessed the intensity of those indicators that play a useful role in 
determining the tendency to accumulated centrality of the historic centre, specifically 
by calculating the degree of interaction between the individual units of investigation 
that we adopted and the street network, in terms of their Betweenness3 and Local 
Closeness4, the outcomes of which (in the case of Como) are as follows:  

 

 

Fig. 2. Use of MCA indices to assess the tendency to centrality 

In thus investigating how the functions in this urban armature are localised, our use 
of configurational analysis applications made it possible to identify those spaces with 
the greatest central vocation (and which also makes it possible to generate significant 
impacts on planning decisions) as compared to other areas in which the absence of 
functions, or a more problematic layout of the street pattern, have over time caused 
them to become marginalised, so far as their vitality and socioeconomic quality are 
concerned.  

3.2.2   Analysing Urban Landscape by Studying Visibility and Perception of the 
Fabric 

Another tool we used within the GIS environment for analysing the built fabric is the 
“viewshed”, a series of applications that construct scenarios showing how buildings  
 

                                                           
1 Space Syntax Laboratory, http://www.spacesyntax.org/. 
2 (Porta et al., 2006a, b, c; Cardillo et al., 2006; Crucitti et al., 2006a, b; Scellato et al., 2006). 
3 Betweenness makes it possible to identify the streets most strongly characterised as “spines” 

of urban quarters and that act as delivery centres for basic services and as the ordering 
elements of the urban configuration as a whole. 

4 Local Closeness is the measure that comes closest to the traditional idea of “accessibility” 
commonly used in transport and geoeconomics; it identifies the most compact and 
interconnected spatial systems that are relevant for planning the public transport network and 
the armature of services, at the urban scale. 
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Fig. 3. Analysis of how functions are located in relation to density and heterogeneity of the 
economic fabric, in order to construct its index of vitality  

are visualised (and consequently, perceived); the viewshed approach derives from 
attempts to subject the visual quality index (Visual Quality Condition) to quantitative 
and geostatistical analyses. In the case of Como we developed an index of the 
“landscape importance” for buildings, by taking the degree of perception of a building 
and its character and relating it to the connotating elements of its external appearance. 

The following diagram shows the steps carried out to construct the index of 
perception e1. 

 

 

Fig. 4. Procedural diagram for constructing an analysis of visibility (Viewshed) 

3.2.3   Applied Multidimensional Geostatistic Analysis 
The applications discussed so far, derived from estimating f (A, B, C, D, E) using 
aggregated indicators, were then summarised by means of applied geostatistics 
procedures, in particular multivariate analysis, using dedicated AddaWin software in 
the GIS environment. Inputting these variables into the units of investigation required 
the application: i) of correlational analysis, aimed at reducing the number of variables 
to be tested and used in the subsequent stages; ii) of non-hierarchical analysis, which 
makes it possible to identify the spaces that are homogeneous in terms of the variables 
adopted for describing the model.  
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Fig. 5. Classification of buildings by degree of cumulative perception, from light to dark as 
intensity increases 

 

 

Fig. 6. A significant Facplan image that analyses the distribution of the centres of the stable 
profiles with respect to the two axes that most effectively explain the multivariate situation 
under investigation 

Thereafter the pathway becomes a matter of constructing homogeneous clusters and 
then interpreting the relationships between classes and variables. By examining where 
the variables are located along pairs of factor axes (in the example shown here, 
attractiveness for sensitive population groups, centrality and vitality in terms of the 
commercial and service sectors, and conditions of instability due to monofunctionality) 
we obtain a two-dimensional distribution of the individual classes of homogeneous 
profiles generated by the non-hierarchical analysis. By developing these axes and the 
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non-hierarchical analyses, the characteristics of each of the classes that emerged for each 
of the variables adopted for analysis can now be identified.  

As necessary, several classes can then be bundled together into a single cluster that 
behaves homogeneously with respect to the three components of multidimensional 
analysis that were taken into consideration. 

4   Assessing the Values of the Built Fabric  

Our analyses of this urban place are based on the character of the buildings in relation 
to a number of their conformative factors and intrinsic within them, the possibility of 
extrapolating the types of alteration to individual buildings that could be permitted5.  

4.1   Setting Up Indices and Variables to Explain Physical/Structural 
Characteristics  

For establishing indicators, of types that lend themselves to investigation, about the 
forms of buildings, the following formula (2) shows how a range of different 
phenomenical aspects flow together, as: 

),,,( IHGFf  (2)

where: 
F = suitability for retention, intrinsic in the building itself, as:  

Ffffff ∈54321 ,,,, , 

where 1f = the presence of environmental and historic/architectural constraints, 2f = 

the persistence of buildings over time, 3f = the state of conservation of buildings, 

4f = the presence of facades to be retained, 5f = the presence of excrescences; 

G = suitability for retention, in the relationship between building and urban block, as: 

Gggg ∈321 ,, , 

where 1g = the presence of transformed areas (causing discontinuities in the urban 

fabric), 2g = the degree of uniformity with respect to the first historic threshold 

adopted, 3g = the degree of uniformity with respect to the number of storeys;  

H = the urban landscape importance of the context in which the building stands, as:  

Hhhhh ∈4321 ,,, , 

                                                           
5 We based this analytical framework on inputting the information collected into a database, 

and reprocessing it to classify many different aspects of the built heritage in the Como valley, 
including its threshold date of construction, its degree of persistence, its degree of uniformity 
in relation to the number of floors, as well as the presence of any high-quality parts in a 
particular building, and their state of conservation.  
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where 1h = the presence of elements of quality, 2h = the presence of elements of 

contrast, 3h = the index of perception of the building, 4h = the incidence of the 

building on the public space; 
I = suitability for increases in volume, as: 

Iii ∈21,  

where 1i = the character of the existing built frontage, 2i = the possibility of adding 

extra storeys, after further analytical investigations have been carried out within the 
urban plan. 

 
Table 1. The dataset adopted for assessing built heritage in relation to historic/architectural 
values 

Unit  Descriptor Variable 
A – Finishes of the 

building 
A1 – Facades to be retained 

F – Condition of the 
building 

F1 – State of conservation of the 
building 

G – External profile of 
the building 

G1 – Number of storeys 

O1 –Subject to architectural 
constraint 

O2 –Architectural constraint zone 
O –Historic or 

architectural constraints 
O3 –Environmental constraint 

zone 
N1 – Additional storeys added N – Elements not related 

to the original 
characteristics 
(excrescences) 

N2 – Additional volumes added 

P1 – Presence of high-quality 
built fabric  

Single 
building 

P – Buildings of 
architectural quality P2 – Presence of buildings 

constructed before 1860 
R5 – Presence of alterations 

(discontinuities with the rest of 
the fabric) 

R6 – Persistence of the buildings 
(in relation to historic thresholds) 

R – Built space (not the 
same as architectural 

space) 
R7 – Degree of uniformity 

in relation to the earliest historic 
threshold adopted 

Urban 
block 

T – Formal elements 
(arrangement of  

volumes, architectural 
elements, particular 

finishes) 

T3 – Degree of uniformity 
in relation to the number of 

storeys 
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4.2   Algorhythm for Assessing Suitability for Change 

Applying multivariate analysis made it possible to avoid placing unreasonable 
constraints and limits on the alteration of buildings within the historic centre, 
objectifying (and thus making possible) a comparison of the constituent factors 
making up the map of suitability for change, which was the final outcome of these 
analytical and evaluational operations. Thus in the case of Como, our investigation of 
the built fabric, which was not necessarily limited to currently existing building types, 
brought out the actual conformation of the buildings and identified their specific 
characteristics by means of the following algorhythm: 

[ ] eeddccbbaa UUUUU
f

++++
= −12*

1
 (3)

where: 

aaU
 = the indicator of reference for buildings classified as of historic/architectural 

value; 

bbU
 = the summary indicator of the variables of the physical characteristics of the 

building; 

ccU
 = the behaviour indicator for the individual building in relation to the block as a 

whole; 

ddU
 = corrective indicators in relation to given phenomena; 

eeU
 = a specific indicator for buildings of historic/architectural value. 

Using ArcGIS Natural Breaks, the results were then bundled into homogeneous 
classes of suitability for change. ArcGIS Natural Breaks uses Jenks’ algorhythm to 
identify break points in the distribution of the units of investigation and then breaks 
them down into differentiated classes for each portion of built fabric. 

5   Interactions between Socioeconomic and Historic/Architectural 
Configurations: Mapping Suitability for Change 

Having thus described the complex factors that populate the many-sided historic cores 
of Como, we now describe the steps taken from running the initial algorhythm to 
constructing the final map setting out the permissible degrees of urban transformation. 

Identifying a base-scenario was the starting point for activating the summary 
indicators, which estimate the contribution made to the final assessment by the 
variable factors; the suitability of buildings for change derives from the various 
combinations of persistence of the parts of urban fabric over time, the presence of 
high-quality elements, the insistence of excrescences that compromise the original 
framework, and the other indicators.  
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Fig. 7. Procedural diagram summarising the analyses carried out 

This makes it possible to begin configuring heterogeneous scenarios for change 
which in turn can be evaluated using processes of internal and external consistency, 
where: 

i) internal consistency is the level of correlation between the classes of suitability 
for change and the dataset of variables adopted, identifying any excessively high 
interdependencies that would indicate a flattening of the outcomes of the 
multivariate analysis in relation to any single factor of those examined; 

 
Table 2. Outcome of the correlations that emerged from the 5 scenarios initially formulated for 
Como, of which the summary indicates the preferred scenario as no. 3 

Correlated variables Sc. 1 Sc. 2 Sc. 3 Sc. 4 Sc. 5 

State of conservation 
Suitability for change 

* +  –  + * 

High persistence of the parts of built fabric 
Low and Medium/Low suitability for change 

+  –  +  –  + 

 
ii) external consistency is the correspondence between the general character of the 

scenario, in terms of suitability for change, and the real social, economic, and 
demographic characteristics of the territorial configurations of the historic core. 

Whilst in Scenario 1 the assessment of the high-quality buildings along the lake 
front is penalised, in Scenario 2 the greater incidence given to “high-quality 
construction” as a variable makes it possible to identify buildings of quality, even if 
they are not subject to any architectural or environmental constraint, but the class of 
suitability for change is less here than that given by Scenario 1. Scenario 3 permits 
the greatest degree of change, since the modifications with respect to the basic 
algorhythm classify as “particularly suitable for change” most of the buildings not 
subject to any constraints or not recognised as “high-quality construction”. The  
 

Territorial socioeconomic 
configurations 

Devising different 
scenarios

Devising the basic 
algorhythm of suitability 

for change 

Comparing scenarios and selecting the scenario that is 
most compatible with these territorial configurations 

Creating 
scenario 1 

Types of change permitted 
by the regulations 

Correlating the classes of suitability for change to the 
consented methods of changes to buildings 

Preparing the map of suitability for change  
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Table 3. Selecting the preferable scenario with respect to the emerging socioeconomic and 
demographic problems in Como 

Units with 
highsuitability for 

change  

Units with 
medium/high 
suitability for 

change  

Units suitable for 
significant change 

Suitability for 
change 

Scenario 

Tot. % Tot. % Tot. % 

(+ +) 3 210 18 538 46 748 64 

(+) 5 153 13 482 42 635 55 
Median 1 150 13 484 41 634 54 

(–) 2 173 15 440 38 613 53 

(– –) 4 132 11 401 34 533 45 

Table 4. Selection of the scenario definitively adopted as preferable (no. 6) 
 

Correlated variables Sc. 1 Sc. 2 Sc. 3 Sc. 4 Sc. 5 Sc. 6 

Buildings constructed before 1860 
High and Medium/High suitability for 
change 

– – – – – – – – – – – 

Good state of conservation 
Low and Medium/Low suitability for 
change 

* – + – * + 

Buildings of historic importance 
Low and Medium/Low suitability for 
change  

+ + * + * + ++ 

Summary * – */+ – * + 

 
reduction in the incidence of the excrescences in buildings of “high-quality 
construction” has a positive influence on the classification given by Scenario 4, which 
makes it possible to take account of the presence of high-quality buildings on the lake 
shore, whilst Scenario 5 recognises that most of the buildings on the lake shore fall 
within the Medium/Low or Low classes of suitability for change; however, the 
general tendency is in favour of change. 

But when this process had been completed, for the case of Como it seemed 
opportune to develop one more scenario for which the algorhythm was modified and 
which produced a result that, as shown in the following table, led to the identification 
of this sixth scenario as “preferable”. 

As a final step we classified the parts of agglomerated urban fabric that derive from 
the classes of transformation, using methods of change that harmonised with the 
degrees of suitability for change previously identified, taking as our most important 
reference the Single Law on Building (Presidential Decree 380/2001, updated), in 
respect of which it was possible to draw up the matrix of changes set out in the 
following table, and which then made it possible to classify the parts of fabric. 
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Table 5. Matrix of interconnection between suitability for change, degree of suitability for 
change, and types of change as per Presidential Decree 380/2001 

Class of suitability for change Map of suitability for change in the 
built fabric of the Como valley 

Types of change 

High
High suitability for change  

Changes permissible to buildings up to 
and including total replacement  

T5 – Urban upgrading 

Medium/high
Medium/high suitability for change 

Changes permissible to buildings up to 
and including partial replacement  

T4 – Architectural 
upgrading 

Medium/low

Medium/Low suitability for change 
Changes permissible to buildings up 
to and including renovation, but 

without demolitions or reconstruction  

T3 – Renovation 

Low

Limited suitability for change  
Changes permissible to buildings up to 

partial or total reinstatement back to 
their original condition  

T2 – Reinstatement 

Historic buildings 
of architectural 

merit to be 
upgraded and 

conserved

Extremely limited 
suitability for change  

Changes to listed buildings of 
historic and architectural quality 

limited to conservation and restoration 

T1 – Consolidation 

 
 
Thus carried out, this analytical investigation has made it possible to greatly 

expand the possibility of making changes in the Como valley, which were previously 
limited by the strict rules laid down in the previous plan and were based mainly on 
restrictive morphological and typological considerations. By making an assessment of 
the suitability for change of the building stock, this present analysis loosens the grip 
of those constraints by introducing numerous variables that we elaborated beginning 
from a set of strategic values that now make it possible to rediscover Como and 
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revitalise it, as compared to its current state of accentuated stasis. To change that 
condition (by bringing into play the strategic role of urban landscape factors, the 
centrality of sites, their economic potentialities, and their degree of social stability) 
and in view of the generalised needs for change that the rebirth of Como would in fact 
require, the variety of the phenomena considered here argues for the reinstatement of 
those wider operating margins that the valley of Como really requires. 

 

 
 

Fig. 8. A three-dimensional view of the built fabric within the historic core of Como and its 
valley, classified according to the degrees of suitability for change that were adopted 
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Abstract. Geography Markup Language (GML) has been established as
the standard language for the transport, storage and modelling of geo-
graphic information. In this paper we study how to adapt the XPath
query language to GML documents. With this aim, we have defined a
XPath based query language which handles the “semantic structure” of
GML. Our approach focuses on querying urban maps whose representa-
tion is based on GML. We have developed a system called UALGIS, in
order to implement the approach. Such system stores GML documents
by means of the PostGIS RDBMS. In order to execute semantic-based
XPath queries we have defined a translation of the queries into SQL.
Such translation takes into account the GML schema. Finally, the sys-
tem allows to visualize the result. With this aim, the result of a query is
exported to the Keyhole Markup Language (KML) format.

Keywords: Query languages, GML, XPath, KML, GIS, SQL.

1 Introduction

The Geography Markup Language (GML) [7,19,20,8] has been established as
the standard language for the transport, storage and modeling of geographic
information. GML is a dialect of the eXtensible Markup Language (XML) [26] for
Geo-spatial data. XML allows to describe the structure of Web data by means of
a tree. The tree structure is used to describe relations between data: for instance,
a tree node with tag paper contains author, title and publisher as subtrees tags
and the subtree publisher can be described by means of name of the journal,
country, editors, etc. The need for querying XML documents has motivated the
design of the XPath query language [3]. The XPath language allows to specify
the path of the XML tree to be retrieved. In addition, XPath allows to constraint
the query by means of boolean conditions about the attributes and tags of the
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selected nodes. For instance, we can query the editors of the journals in which
“Becerra” has published a paper. It can specified as follows:

/papers/paper[author/last= “Becerra”]/journal/editor

GML allows to describe spatial objects, including their geometry, the coordi-
nate reference system, etc. However, in practice, GML does not use the tree-based
structure of XML documents. In most of cases, GML documents store spatial
data as a sequence of XML elements, and they are stored as children of the tree
root [17,28]. It makes XPath not useful for GML querying. In other words, the
tree structure is not used for representing spatial relations. One could think that
the subtrees of a node represent, for instance, the spatial objects enveloped by
the node. However, it is not true in general.

GML allows the specification of relations between spatial data. In particular,
the GML schema allows to define a vocabulary of relations. For instance, the
European INSPIRE Directive [12] has defined a certain vocabulary for GML
whose aim is to create a spatial data infrastructure in the European Union in
order to share information through public organizations. However, the syntatic
structure of GML does not necessarily take into account the “semantic structure”
of such vocabulary. In practice, GML documents describe spatial relations by
means of the linking mechanism (i.e., xlink:href) of XML documents. Using the
standard XPath, we could follow the links of the GML document in order to
retrieve relationships between spatial objects, however, it makes XPath queries
very sophisticated.

In this paper we study how to adapt the XPath query language to GML
documents. With this aim, we have defined a XPath based query language which
handles the “semantic structure” of GML documents. Our approach focuses
on querying urban maps whose representation is based on GML. In such a case,
urban maps describe city elements: streets, buildings, buildings of interest, shops,
etc. Such city elements can be related by several spatial relations: located at, next
to, belongs to, etc. Such relationships can be modelled by means of a suitable
GML based data model. We have developed a system called UALGIS, available
via Web in http://indalog.ual.es/ualgis/index.jsp in order to implement
the approach. Such system stores GML by means of the PostGIS [23]. In order
to execute semantic-based XPath queries we have defined a translation of the
queries into SQL. Such translation takes into account the GML schema. Finally,
the system allows to visualize the result. With this aim, the result of a query is
exported to the Keyhole Markup Language (KML) format [6].

1.1 Related Work

Spatial data can be handled by well-known relational database management
systems (RDBMS) like: SpatialSQL [11], GeoSQL [13], Oracle Spatial [24] and
PostGIS [23]. Basically, they are based on extensions of the relational model
for storing spatial objects, and provide an enriched SQL query language for the
retrieval of spatial queries.

http://indalog.ual.es/ualgis/index.jsp
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In the case of GML data, the Web Feature Service (WFS) is a standard
of the OpenGis Consortium (OGC) [21] for data manipulation of geographic
features stored on a Web site (i.e., a Web Feature Server) using http requests. The
expressiveness of WFS is very poor compared with query languages like SQL.
GQuery [4] is a proposal for adding spatial operators to XQuery [5], the standard
XML query language, which includes XPath as sublanguage. Manipulation of
trees and sub-trees are carried out by means of XQuery, while spatial query
processing is performed using geometric functions of the JTS Topology Suite
[25]. JTS is an open source API that provides a spatial model and a set of
spatial operators. The GeoXQuery approach [14] extends the Saxon XQuery
processor [16] with function libraries that provide geo-spatial operations. It is
also based on JTS and provides a GML to Scalable Vector Graphics (SVG) [27]
transformation library in order to show query results.

With respect to GQuery and GeoXQuery, our proposal can be seen as a
specific query language for GML instead of considering ad-hoc mechanisms for
querying GML in XPath and XQuery. Our approach is focused on the XPath
query language which is a sublanguage of the XQuery language. Our work can
be seen as the first step to use XQuery as query language for GML. However,
our proposal is based on the semantic structure of GML documents, instead of
the syntactic one used in GQuery and GeoXQuery. With respect to geometric
operations, we are not still interested in such queries. We are mainly interested
to query semantic spatial relations expressed in GML, which do not depend on
the geometry of the objects, such as located at, next to, etc. In any case, geo-
metric operations are considered as future work, which will be included thanks
to the PostGIS libraries. Finally, our system is able to visualize query results,
but instead of using SVG like in GeoXQuery, we export to KML.

GML Query [18] is also a contribution in this research line, storing GML data
in a spatial RDBMS. This approach, firstly, performs a simplification of the
GML schema, and secondly, the GML schema is mapped to the corresponding
relational schema. The basic values of spatial data are stored as values of the
tables. Once the document is stored, spatial queries can be expressed using
the XQuery language with spatial functions. The queries are translated to SQL
which are executed by means of the spatial RDBMS. This approach has some
similarities with our. Firstly, the storage of GML data by the spatial RDBMS
taking into account the GML schema. We store GML documents in the PostGIS
RDBMS. Secondly, in our approach the queries are expressed in XPath and
translated into SQL. In contrast, our XPath-based query language is properly
based on the GML schema, which makes easier the specification of queries and
the translation to SQL.

Another problem related to GML is how to visualize documents. There are
several technologies (i.e., SVG, VRML, HTML, among others) to specify how
to show the content of GML documents. KML [6] is an XML-based language
focused on geographic data visualization, including annotation of maps and im-
ages, as well as controlling the display in the sense of where to go and where to
look. From this perspective, KML is complementary to GML and most of the
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major standards of the OGC including WFS and the Web Map Service (WMS)
[22]. We have decided to export query results to KML due to the advantages
that offer this technology (i.e., APIs, WFS, WMS). In addition, KML has been
approved by the OGC as standard for the exchange and representation of geo-
graphic data in three dimensions. In this way, the results can be interpreted by
different GIS or Earth browsers. Some of the quoted approaches return the query
results in SVG format which is just a graphical format. KML can display the
results without losing GML semantics, allowing to include meta-data/schema.

The structure of the paper is as follows. Section 2 will present the GML data
model and schema. Section 3 will define the semantic-based XPath language.
Section 4 will describe the system and, finally, Section 5 will conclude and present
future work.

2 GML Data Model

Next, we show an example of GML document representing an urban map:

<CityCenter gml:id="C1">
<gml:name>London </gml:name>
<geometry>
<gml:Point>
<gml:pos>45.256 -71.92 </gml:pos >

</gml:Point >
</geometry >
<cityCenterMember>
<Building gml:id="B1">
<gml:name>Great Building </gml:name>
<belongsTo>

<Block xlink:href="BL1"/ >
</belongsTo>

</Building>
</cityCenterMember>
<cityCenterMember>
<Building gml:id="B2">
<gml:name>Small Building </gml:name>
<belongsTo>

<Block xlink:href="BL2"/ >
</belongsTo>

</Building>
</cityCenterMember>
<cityCenterMember>
<Block gml:id="BL1">
<gml:name>Grey Block </gml:name>
<nextTo>

<Way xlink:href="W1"/ >
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<Way xlink:href="W2"/ >
</nextTo>

</Block>
</cityCenterMember>
<cityCenterMember>
<Block gml:id="BL2">
<gml:name>Green Block </gml:name>

</Block>
</cityCenterMember>
<cityCenterMember>
<Way gml:id="W1">
<gml:name>6th Street </gml:name>

</Way>
</cityCenterMember>
<cityCenterMember>
<Way gml:id="W2">
<gml:name>5th Street </gml:name>

</Way>
</cityCenterMember>

</CityCenter>

This document describes the center of a city. This description includes tags for
CityCenter and cityCenterMember’s of a city, such as buildings, blocks and ways.
However, the same semantic content can be expressed in several syntactic ways.
For instance, the previous GML document can be also represented as follows:

<CityCenter gml:id="C1">
<gml:name>London </gml:name>
<geometry>
<gml:Point>
<gml:pos>45.256 -71.92 </gml:pos>

</gml:Point>
</geometry>
<cityCenterMember>
<Building gml:id="B1">
<gml:name>Great Building</gml:name>
<belongsTo>

<Block gml:id="BL1">
<gml:name>Grey Block</gml:name>
<nextTo>
<Way gml:id="W1">
<gml:name>6th Street</gml:name>

</Way>
<Way gml:id="W2">
<gml:name>5th Street</gml:name>

</Way>
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</nextTo>
</Block>

</belongsTo>
</Building>

</cityCenterMember>
<cityCenterMember>
<Building gml:id="B2">
<gml:name>Small Building</gml:name>
<belongsTo>

<Block gml:id=BL2>
<gml:name>Green Block</gml:name>

</Block>
</belongsTo>

</Building>
</cityCenterMember>

</CityCenter>

where instead of using linking mechanisms of XML (i.e., xlink:href), the elements
of the document are nested. However, it is normally recommended to avoid
nesting in order to do not increase the complexity of GML documents. From the
point of view of using XPath for querying GML documents, it makes not easy
to express complex queries. Our approach aims to propose a semantic version of
XPath in which the result of a query does not depend on the syntactic structure.
In other words, nesting of elements is not relevant in our approach because we
will follow the GML schema to define queries. Next, will present a standard of
GML schemas used in our approach.

2.1 INSPIRE Directive

The European INSPIRE Directive [12] aims to create a spatial data infrastruc-
ture in the European Union to share information through public organizations
and facilitate public access across Europe. Furthermore, the spatial information
considered under this policy is extensive and covers a wide range of areas and
topics. INSPIRE is based on several common principles:

– Data should be collected once and should be stored where they can be main-
tained more efficiently.

– It must be able to easily combine the spatial information from different
sources across Europe and share it with other users and applications.

– It should be possible to collect information at some detail level and share
it with all levels, e.g. detailed for local analysis, general for global strategic
purposes,. . .

– Geographic information should be transparent and readily available.
– It must be easy to find which geographic information is available, how it can

be used to meet a specific need, and under which conditions can be acquired
and used.
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Fig. 1. GML Schema of the Urban Map

The INSPIRE directive defines 34 topics on spatial data needed for application
development. The INSPIRE directive defines GML schemas for each one of these
topics. We have followed and extended this directive in our approach in order to
make our proposal more interesting in the real world.

For instance, Figure 1 shows an example of GML schema for urban maps. This
schema uses an UML Profile for its definition called HollowWorld [9]. It is based
on Table E.1 of ISO 19136:2007 (GML 3.2.1) [1] and is used by the INSPIRE
Directive. Figure 1 describes the elements (i.e., members) of a city center. A
city center contains different entities like locals, buildings, blocks, monuments
and ways. Locals can be bars, shops and banks. Buildings can be buildings of
interest, and ways can be roundabouts, streets and squares.The GML schema
also includes spatial relationships between the entities: locals are “locatedAt”
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buildings that “belongsTo” blocks which can be “nextTo” Ways. Monuments
can be also “locatedAt” a way. GML schema allows to describe entities by means
of the Feature type. In addition, the INSPIRE directive provides data types for
geographical entity naming.

3 XPath for Querying GML-Based Representation of
Urban Maps

Now, we present the proposed XPath based query language. Basically, the path
of the query has to follow the GML schema of Figure 1, and the query can in-
clude boolean conditions on the elements of the GML schema. For instance, we
can express the following queries w.r.t. the running example:

Query 1. Buildings of the Block named “Grey Block”

/Building[belongsTo/Block/gml:name=“Grey Block”]
Query 2. (Pieces of) Ways called ”5th street” next to some Block

/Block/nextTo/Way[gml:name=“5th Street”]
Query 3. Ways next to a Building called “Great Building”

/Building[gml:name=“Great Building”] /belongsTo/Block/nextTo/Way

The semantic version of the XPath query language is syntactically similar to
the tree-based version. However, the semantic version can specify paths starting
from any point of the GML schema (i.e., the root of the XPath expression can
be any of the features of the GML document). The XPath expression alternates
features with spatial relations. For instance, starting from Building we can build
the following (semantic) XPath expression:

/Building[gml:name=“Great Building”]/belongsTo/Block/nextTo/Way

by following the sequence Building, belongsTo, Block, nextTo and Way, where
Building, Block are Features and belongsTo and nextTo are relationships among
Features.

Finally, let us see the syntactic version of the above Query 1, which is consid-
erably more complex than the proposed semantic one:

/CityCenter/cityCenterMember/Building[belongsTo/Block
[@xlink:href=/CityCenter/cityCenterMember/Block[gml:name=“Grey

Block”]/@gml:id]]

In summary, the proposed semantic version of XPath makes easier to the user
the formulation of queries: (s)he does not need to know the physical structure of
the GML document. Rather than it is enough to known the GML schema. The
translation of the semantic XPath expression to a syntactical one is hidden to
the user.
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3.1 Translation XPath to SQL

In order to implement the proposed XPath-based query language, we have to
proceed as follows:

1. The GML schema is transformed into a Relational schema.
2. The GML document is stored in the spatial RDBMS.
3. The XPath query is translated into an equivalent SQL query.
4. The result of the query is exported to GML or KML format.

Transforming the GML Schema into a Relational Schema. For data
storage the GML schema has to be transformed into a relational schema of
PostGIS. For this transformation we proceed as follows:

– A table is created for each element of Feature type of the GML schema.
– Attributes of elements of Feature type are mapped to columns of the corre-

sponding tables.
– Geometric attributes of elements of Feature type are mapped to columns of

PostGIS geometry type.
– Spatial relations between elements of Feature type are represented as follows:

• A one to one relationship is mapped to a column that references the
primary key of the elements in the spatial relation.

• A one to many relationship is mapped to a table, named as the name
of the feature + name of spatial relation, with columns containing the
primary keys (i.e., foreign keys) of the elements in the spatial relation.

• A many to many relationship is mapped as two one-to-many relation-
ships.

– Feature inheritance is represented by table inheritance in PostGIS.

Figure 2 shows the result of the transformation of some elements of the GML
schema represented in Figure 1.

Fig. 2. A Fragment of Relational schema of the Urban Map
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Storage of GML Documents in the Spatial RDBMS. The GML docu-
ments are stored in the spatial RDBMS as follows. Firstly, features instances are
added to tables. Secondly, spatial relations are added to columns (in the case of
one to one relationships) and to tables (in the case of one to many and many to
many relationships). Next, we show the table instances of the running example:

Table: Building
ogc fid name belongsTo

B1 Great Building BL1
B2 Small Building BL2
. . . . . . . . .

Table: Block
ogc fid name
BL1 Grey Block
BL2 Green Block
. . . . . .

Table: Way
ogc fid name

W1 6th Street
W2 5th Street
. . . . . .

Table: Block nextTo
Block Way
BL1 W1
BL1 W2
. . . . . .

Translation of XPath into SQL. We can now define the translation of XPath-
based queries into SQL queries. It is based on the transformation of the GML
Schema into the Relational Schema. The translation is as follows:

1. Case /A/p/B where p is a one to one relationship: Select B.* From A,B
Where A.p = B.ogc fid

2. Case /A/p/B where p is a one to many relationship or a many to many
relationship: Select B.* From A,A p,B Where A p.A = A.ogc fid and A p.B
= B.ogc fid

3. Case /A[cond1]/p/B[cond2] where p is a one to one relationship: Select B.*
From A,B Where A.p = B.ogc fid and cond3 and cond4, where cond3 and
cond4 are the translation of cond1 and cond2, respectively.

4. Case /A[cond1]/p/B[cond2] where p is a one to many relationship: Select
B.* From A,A p,B Where A p.A = A.ogc fid and A p.B = B.ogc fid and
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cond3 and cond4, where cond3 and cond4 are the translation of cond1 and
cond2, respectively.

5. Similarly, the rest of the cases

Now, we show the translation into SQL expressions of the XPath queries of
Section 3 w.r.t. the GML schema of Figure 1.

Query 1. Buildings of the Block named “Grey Block”
XPath Query SQL Expression

/Building[belongsTo/Block
/gml:name=“Grey Block”]

Select Building.*
from Building,Block
where Building.belongsTo = Block.ogc fid
and Block.name = “Grey Block”

The result of the query in GML format is as follows:

GML Output
<Building gml:id=”B1”>

<gml:name>Great Building <gml:/name>
<belongsTo>

<Block xlink:href=”BL1”/ >
</belongsTo>

</Building>

Query 2. (Pieces of) Ways called ”5th Street” next to some Block
XPath Query SQL Expression

/Block/nextTo
/Way[gml:name=“5th Street”]

Select Way.*
from Way, Block nextTo, Block
where Block nextTo.Block = Block.ogc fid
and Block nextTo.Way = Way.ogc fid
and Way.name=“5th Street”

Query 3. Ways next to a Building called “Great Building”

XPath Query SQL Expression

/Building[gml:name=“Great Building”]
/belongsTo/Block/nextTo/Way

Select Way.*
from Way, Block nextTo,
(Select Block.*
from Building, Block
where Building.belongsTo = Block.ogc fid
and Building.name = “Great Building”)
Block 0 where
Block nextTo.Block = Block 0.ogc fid
and Block nextTo.Way = Way.ogc fid
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Exporting to GML and KML. PostGIS natively provides several functions
for the conversion of stored geometries to GML and KML formats:

– AsGML: Returns the geometries as GML elements, allowing the selection of
the spatial reference system.

– AsKML: It works similarly to AsGML but returning the geometries as KML
geometries. We cannot select the spatial reference system because it is fixed
to WGS84.

These functions are only responsible for generating the geometries in GML /
KML format but it is still required the exporting of tables as GML and KML
elements. With this aim, PostGIS provides two tables as follows:

– Geometry columns table: It stores a catalog with the schema and table
names, and column names of geometric data and their spatial reference sys-
tem.

– Spatial ref sys table: It contains a collection of spatial reference systems and
stores information about projections for transforming from one system to
another.

4 UALGIS System

For validating the proposed query language a Web Geographic Information Sys-
tem, called UALGIS (University of ALmeŕıa Geographic Information System),
has been implemented. It is available from http://indalog.ual.es/ualgis/
index.jsp. In summary, the main features of the UALGIS system are the fol-
lowing:

– XPath-based querying.
– Google Maps-based client for displaying the resut of queries.
– Querying of elements of feature type of the database.

For testing our system, we have used data available from IDEAndalućıa [15]
which is part of the geo-services of the INSPIRE directive. This is an Andalusian
Cartographic System Geo-portal available to search, locate, view, download or
request geographic information referring to the territory of Andalusia in Spain.
IDEAndalućıa provides several services, such as WMS (Web Map Server) and
WFS (Web Feature Service), with data available in GML format. By a Get-
Feature request to the WFS server a GML document is obtained, with all the
features enclosed in a rectangle (i.e., GML Bounding Box) of a selected type.

The system has been built by using the Java Eclipse Galileo [10] as IDE. For
project management, we have used Maven 2 [2] for handling library dependences.
Figure 3 shows the system architecture.

– The system architecture includes the PostGIS server, version 1.4, and the
Tomcat server, version 6.0, for handling logic and presentation layers. For
the presentation layer, pages are programmed using JSP, HTML and AJAX.

http://indalog.ual.es/ualgis/index.jsp
http://indalog.ual.es/ualgis/index.jsp
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Fig. 3. UALGIS System Architecture

Fig. 4. Snapshot of UALGIS

– The FeatureManager component is responsible of the management of the
features stored in the database. It is also responsible of the translation of
XPath queries into SQL queries, and the transformation of the database
rows to an object model that can be processed by the DocumentManager
component.

– The DocumentManager component is responsible for handling documents
in GML/KML format. It is also responsible for transforming the objects
obtained from the FeatureManager into KML / GML documents. It also
supports the reverse process, i.e., the extraction of features from GML/KML
documents.
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– For creating and reading documents the dom4j library is used. This is an open
source XML framework for Java that allows reading, writing and navigation
of XML documents.

– On the client side, the Web GIS is a map browser with support for KML. It
is based on the Google Maps API including a fast and efficient 2D browser
that provides features like zooming, panning, searching and displaying geo-
graphical names and information about geographic entities. Figure 4 shows
a snapshot of the UALGIS system.

5 Conclusion and Future Work

In this paper we have studied how to adapt the XPath query language to GML
documents representing urban maps. With this aim, we have defined a XPath-
based query language which handles the semantic structure of GML documents.
We have developed a system called UALGIS, in order to implement the approach.
Such system stores GML documents by means of the PostGIS RDBMS. In order
to execute semantic-based XPath queries, we have defined a translation of the
queries into SQL. Such translation takes into account the GML schema. Finally,
the system allows to visualize the result in KML format. As future work, firstly,
we would like to integrate GML filtering and indexing, among others, in the
UALGIS system in order to improve the performance. Currently, UALGIS has
been tested with small examples. We would like to have a good benchmark study
to compare UALGIS with similar systems. Secondly, we would like to extend our
work to the XQuery language. Finally, we would like to combine our GML query
language with spatial ontologies. Its use would improve the kind of queries and
answers obtained from GML documents.
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Abstract. This paper analyzes the link between international migration and 
educational attainment of the Mexican youth at the municipality level in 2000. 
This approach examines spatial heterogeneity in such relationship by testing 
two regionalization proposals, through spatial regime models. On one hand, we 
test well-known hypothesis that geographical differences obey to the historical-
migratory trajectory of each region. On the other hand, we propose a model that 
accounts for the spatial differences based on the interface of migration and 
labor markets performance. Results suggest a large, negative effect of 
international migration on educational achievement, and strong spatial 
heterogeneity in that association. Results from groupwise heteroskedastic 
spatial regimes support the second hypothesis, since it captures better the spatial 
variability, as well as the behavior of the international migration variable across 
these regimes. These outcomes highlight the need to use proper geostatistical 
methods to examine territorial disparities. 

Keywords: regional variations, spatial regimes, heterogeneity, migration, 
educational attainment, Mexico. 

1   Introduction 

Studies of international migration effects on educational achievement are still 
inconclusive. On one hand, remittances could affect positively youth’s educational 
trajectories delaying their school to work transition, especially in poor families 
[4][8][18][22]. On the other hand, exposure to international migration decreases the 
probabilities of attending school because of an expanding “culture of migration”: 
joining the stream is a better mechanism of social mobility than education 
[18][19][25][29]. Therefore, migration disincentivizes adolescents to stay in school 
[26][29].  

This paper contributes to the discussion by analyzing the link between international 
migration and educational attainment of the Mexican youth at the municipality level. 
This aggregated approach allows us to consider dimensions that have been 
underexplored. First, we want to examine regional variations in educational 
achievement and international migration rates, accounting for local job opportunities 
and educational services. Second, we test the well-known hypothesis that negative 
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effects depend on the historical migration trajectory of a region -a spatial 
heterogeneity hypothesis- through proper geostatistical models. Finally, we propose a 
model that accounts for the spatial differences in the effects of international 
migrations on educational achievement based on the interface of migration and labor 
markets performance.  

2   Theoretical Background and Hypothesis 

Mexican migration to USA is the largest cross-border migration flow in the world 
[24]. Despite the wide spread of migration along the Mexican territory, it is known 
that the stream has a strong regional component due to historical trajectories, the 
proximity to the border and the variations in the prevalence at the local level [13][15]. 
Such regional pattern, however, is becoming more diversified since 1990s, when 
migration rates grew to unprecedented levels and regions without any previous 
migration experience to US incorporated into the flows: in the 1987-1992 period only 
8.8% of migrant population was from the South, while ten years later this percentage 
grew 3.1 points [28]. Within this emerging scenario, it is likely that the relationship 
between educational attainment and international migration varies significantly at the 
regional level.  

Previous studies suggest that international migration could positively impact 
educational achievement, increasing households’ resources through remittances of 
both money and transferred knowledge. Those resources would allow children and 
adolescent to stay in school longer, and this may also have a demonstration effect in 
nearby localities [4][8][22]. Some studies suggest that even in places of strong 
migration tradition, educational attainment would not decrease because the expected 
returns to education are greater in US. Still, other studies suggest that, in order to be 
competitive in the American labor markets, the Mexican youth would have to 
complete at least upper secondary education, a level unattainable for most Mexicans; 
which suggest that migration expectations are unlikely to incentive youth’s 
investments in education [18].  

In contrast, other studies indicate that international migration may have a negative 
effect on educational achievement since it disincentives adolescents to stay in school, 
given that migrating is a better alternative for social mobility [18][19][25][29]. These 
studies concur with the culture of migration theory, where “going north” is part of an 
economic strategy as well as a cultural experience for the youth [11][20][26][29]. 
Migration negative effects on education, therefore, will be largely dependent on the 
regional history of the stream and its prevalence rate, since how much migration is 
framed as an alternative to education depends on those characteristics.  Durand and 
Massey [15] define four regions based on the historical intensity of Mexicans flows to 
the United States and on migration prevalence ratio (see Figure 2, top map): 
traditional, border, central and the southeast region. The authors suggest that each 
region reflects unique cultural characteristics, migrant social networks and a 
migration system built upon the historical resettlement flow. Although Massey and 
Durand [15] do not analyze educational achievement, their overarching argument 
about how spatial differentiation is shaped by the historicity of the migration stream 
holds for this variable too. Under this argument, international migration is expected to 
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have a negative effect on educational achievement but such effect will differ 
significantly across historical regions: it will be stronger at the traditional and the 
border ones, while it will be smaller in the regions where outflow started recently, 
such as the southeast. This is a spatial heterogeneity hypothesis which must be tested 
through spatial regime models, as we explain in the methods section of this paper. 

Disparities in educational achievement are likely to be impacted also by labor 
markets opportunities as well as the availability and quality of educational services. 
Existing educational services, in particular the possibility of continuing into high 
school, as well as the type and quality of services, influence educational expectations 
and achievement of the youth [21][31]. Moreover, such infrastructure varies deeply 
across Mexico, for example, while 87% of the municipalities at the center have a high 
school, only 41% at the south have it. Labor markets dynamics also differ importantly 
across space, as well as their impact on adolescents and parents decisions about 
expected schooling returns [21]. Specifically, studies show that wage levels, types of 
jobs, and how dynamic a labor market is will impact educational achievement since 
local and regional employment options will shape educational expectations and 
requirements to compete in those markets [6][21].  

Although most authors recognize that international migration effects on education 
are mediated by labor markets opportunities or educational services, the spatial 
variability of these variables has not been taken into account neither to define regional 
frontiers nor to explore their heterogeneous effects across the territory. Therefore, we 
propose to define regions based on Geographically Weighted Regression (GWR) 
results, which will account for the observed spatial heterogeneity in the relationship 
between migration, education, and labor markets. Then, we test that these regions 
behave as spatial regimes, therefore, we hypothesize that international migration will 
be associated to lower expected years of schooling but its effect will differ across 
regimes, reflecting not only historical migratory trajectories but also employment and 
educational characteristics.   

3   Data and Methods 

To explore the link between education and international migration and to understand 
how this link varies according to regional context, as suggested by previous works 
[7][15], we implement spatial analysis methods that allow coefficients to diverge 
across the space, testing if regional definitions previously proposed accurately  
capture the differences documented by literature. We use three data sources: the 2000 
Census Sample [23], indicators produced by the National Population Council [12], 
and the Administrative Records of the Educational Ministry. We also use the 2000 
census cartography at the municipal level1.  

For measuring educational attainment, we apply survival analysis to estimate 
expected years of schooling after elementary school. Based on the concepts of events 
and population exposed to risk [27], we use the 2000 Census sample data of the 
child’s last year approved and current enrollment to calculate the probability of  
 

                                                           
1 The cartography was projected with the Nad 1927 UTM Zone 14N coordinate system. 
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attending the next grade, according to age’s standards. With those probabilities, we 
build schooling life tables at the municipality level under the assumption of closed 
populations2 to obtain the expected years of schooling. This measure is a schooling 
life expectancy and refers to the mean years that a child expects to attend after 
approving a grade. One of the advantages of using this indicator is that it eliminates 
the effect of age population distribution and it is especially sensitive to the initial and 
ending conditions of the attendance structure.  This condition is not accounted for in 
traditional measures of educational outcomes, such as attendance rates or raw 
proportions. Mainly, the schooling life expectancy allows us to capture more precisely 
absorption and retention capacities of the educational system, because it is strictly 
calculated with the population exposed to the risk. 

To incorporate international migration into the analysis, we use the 2000 intensity 
index of international migration produced by the National Population Council at 
municipal level [12]. This indicator is a good measure of migration for the 
phenomenon studied in this paper, because it considers the main migration effects 
suggested by the literature –the community migratory experience, the internalization 
process of migration as a transition to adulthood or as possible labor alternative, and 
the cultural and economic repercussions of remittances in the sending communities.  
The index measures the prevalence of migration in the households either because a 
family member ever migrated or because they receive remittances. 

On the discussion about migration patterns of the youth, the labor market has a 
fundamental role. Literature suggests that even in the 21st century, employment 
search is the main reason for Mexican migration. Thus, in order to capture the youth’s 
employment opportunities and the jobs quality in their communities, we use three 
indicators: the female participation rate (as a proxy of market dynamics), the 
proportion of employed population who earns less than two minimum wages and the 
proportion of population working in the manufacturing sector. All are obtained from 
the 2000 Census sample data [23].  

The availability and quality of educational services are factors that strongly impact 
adolescents’ possibilities for continuing their educational careers and by consequence 
will influence the community’s expected years of schooling. To measure these, we 
use two variables: the educational profile of the teachers as a proxy of educational 
quality [31] and the availability of general track high schools in the municipality. In 
terms of indicators, the first variable is the proportion of teachers with a bachelor’s 
degree or more, and the last one is a categorical variable divided in three: without 
schools (reference category), only technical schools, and academic and technical track 
schools available in the municipality. Both are obtained from administrative records 
from the Education Ministry. 

Finally, using the 2000 Census sample data, we control for internal migration with 
the inter-municipality migration rate and the levels of urbanization of the  
 
                                                           
2 This assumption could be a limitation because of the extended mobilization of young people 

inside and outside the country. Therefore, in addition to the international migration variable, 
which is useful for controlling the effects on migration on the probabilities structure, in the 
regression analysis we also control for internal migration.  In addition, mortality is not taken 
into account in our estimate; nonetheless, it does not significantly interfere with the 
educational outcomes, since mortality in those ages is low. 
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municipalities. With this information, we estimated all the variables mentioned for 
2443 municipalities in Mexico3. 

The spatial distribution of our main variables is shown in Figure 1. These and the 
following maps are shaded in quintile ranges, where pink colors represent the lowest 
quintile and green colors the highest one4. The first map shows that, on average, 
educational attainment is above compulsory education5 –nearly five years of 
schooling after elementary education. But, it also shows that in almost 10% of the 
municipalities children will not finish middle school and young people will get 
tertiary education only in 25% of the municipalities. The highest concentration of 
municipalities with the lowest educational achievement is located in the South-
Pacific, in the area with extreme poverty conditions. In contrast, it is possible to 
identify that the Center of the country, the Northwest coast and the Southwest, are 
regions with higher levels. An explanation for the central region could be –as Mexico 
has been a centralized country –the concentration of resources in this area that is also 
accompanied by a concentration of commodities, services and opportunities. So, it is 
clear that the educational attainment is heterogeneous across the country; these spatial 
differentiations are expressions of the educational inequality in Mexico.  

The spatial distribution of the migration intensity index (Figure 1, bottom map) is 
characterized by marked regional patterns, showing a historical path of migration in 
Mexico. Municipalities with a high prevalence are located in the “traditional region”, 
defined by Durand and Massey [15] (see Figure 2). They are concentrated mainly in 
the West of the country, crossing the territory from the Pacific coast to the Central-
North. In contrast, municipalities with low rates of migration intensity are mostly 
located in the South. This region includes the Central and the Southeast and, although 
patterns are not exactly homogeneous within the region, the range in which the index 
varies is small (from 0.11 to 0.20). The Northern region is probably the most unequal 
in terms of behavior and exposure to migration: generally is characterized by 
municipalities with median levels (colored in white and light green), but also, there 
are small patches shaded in pink indicating the presence of low exposure 
municipalities. 

Joining both distributions, the results show that international migration is 
associated with lower educational attainment. We clearly see that the regions where 
educational achievements are high (Northwest Coast, Southeast and the Central part), 
migration intensity rates are fairly low, while rates in the West and the Central-North  
 
 
                                                           
3 A municipality is a single political-administrative unit, but in our cartography 33 of 2443 are 

constructed as two objects, and another one as three objects, since their geographies are not 
continuous. After several sensitivity tests of the spatial exploratory statistics, and because we 
did not have information at a lower scale, we decided to consider these objects as separated 
units. Under the assumption of uniformity inside the municipality, we impute them their 
municipality indicators.  So, our size sample is 2478 instead 2443. 

4 Colors from www.ColorBrewer.org by Cynthia A. Brewer, Geography, Pennsylvania State 
University. 

5 By law, children in Mexico are expected to complete up to middle school, which is equivalent 
to three years after completing elementary school (six years). 
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Fig. 1. Mexico, 2000. Spatial distribution by quintile ranges for: expected years of schooling 
after elementary education (top), and intensity index of international migration (bottom)  

are the highest in the map and the attainment is in the opposite level. Finally, 
“emerging migration areas” located in the South show low achievement that may be 
due to the mediating effects, such as labor markets and educational opportunities. 

From these results, we can expect a regional effect in the relationship between 
educational attainment and international migration. Thus, we run a spatial regime 
model using the most common regionalization proposal in migration literature to test 
whether this partitioning helps to understand the regional behaviors of education and 
migration.  

 

Moran’s I= 0.3713

Moran’s I= 0.6239
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Fig. 2. Mexico, 2000. Regions proposed by Durand & Massey [15] (top) and new regions based 
on GWR results (bottom) 

To corroborate spatial effects on the phenomenon studied, we first run an OLS 
regression, Moran’s I, and Local Indicators of Spatial Association6. Results show 
evidence of spatial dependence and presence of heteroskedasticity, and some 
significant clusters across the country, which suggest: 1) significant variations in the 
relation modeled that were not accounted for, and 2) the need to use a technique that 
helps to capture heterogeneity in a more accurate form. Based on this, the error 
variances were assumed to be dissimilar; we introduce in all structural instability 
models a groupwise correction, which considers distinct error variances across 
regimes, but constant within each of them [3]. In addition, we expect significant 
spatial dependence. The two hypotheses tested in this paper suggest a substantive 
spatial autocorrelation process (autoregressive lag model) having place within each  
 

                                                           
6 These estimations are available per request. Please contact the authors. 
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Table 1. Mexico, 2000. Spatial Error Model with Structural Change and Groupwise 
Heteroskedasticity for the Regionalization of Durand and Massey [15].   

 
 

region between municipalities educational levels, after accounting for explanatory 
variables. Such process could suggest a demonstration effect of the trade-offs between 
education, migration or employment.  

To examine the historical hypothesis, we specify a spatial regimes model using the 
regions defined by Durand and Massey [15]. The spatial diagnostics in the OLS 
regime models favored the autoregressive error model, contrary to the proposed 

For first-order standardized weights matrix
Dependent Variable Expected years of schooling
No. of observations DF 2430
No. of variables Sq. Corr. 0.50
R 2 LIK -3535.94
AIC SC 7447.01

Variable
CONSTANT 5.9523 *** 5.3396 *** 8.4059 *** 9.9628 ***

International migration -3.3901 *** -2.4448 *** -1.6794 *** -2.3856 *

Female participation  rate 2.1380 * 4.5737 *** 1.6383 *** -0.2163  

Low-income workers -2.4715 *** -1.4827 ** -5.6792 *** -6.2572 ***

Industrialization level -2.7595 *** -1.9265 *** -0.5960 * 0.8803  

Educational profile of teachers 0.8001 * 0.1028  0.4648 *** 0.7976 *

Without high schools vs technical schools 0.2423  0.1868  0.4771 *** -0.1561  

Without high schools vs technical-general track schools 0.4912 ** 0.3459 ** 0.5742 *** 0.3040 *

Inter-municipal migration -0.4465  -0.1273  -0.0893  -0.1796  

Rural vs Rural-Urban 0.2363  -0.0085  0.2672 ** 0.0301  

Rural vs Urban 0.4379 * 0.2120  0.2141 * 0.2683 *

Rural vs Metropolitan area 0.8950 ** 0.4538  0.2108  0.0130  

n 300 478 1222 478

Group Variances
Variable
Regime 1.   Border
Regime 2.   Traditional
Regime 3.   Central
Regime 4.   Initial

Test on Structural Instability for 4 Regimes
Prob
0.00

Stability of Individual Coefficients
Prob
0.00

International migration 0.27
Female participation  rate 0.00
Low-income workers 0.00
Industrialization level 0.00
Educational profile of teachers 0.34
Without high schools vs technical schools 0.18
Without high schools vs technical-general track schools 0.26
Inter-municipal migration 0.94
Rural vs Rural-Urban 0.23
Rural vs Urban 0.83
Rural vs Metropolitan area 0.21

Test on Groupwise Heteroskedasticity
Prob

Likelihood Ratio Test 0.00
Significance Level: * p<0.1 ,   ** p<0.01 ,  *** p<0.001

19.363

Test DF Value

3 0.39
3 4.34

3 4.01

3 3.35
3 4.84

3 112.99

3 0.89
3 4.58

3 73.08

3 3.94
3 27.91

Test DF Value
CONSTANT 3 45.97

Test DF Value
Chow - Wald 36 276.91

0.9896 0.0641 15.4299 0.0000

0.6694 0.0434 15.4335 0.0000
1.2416 0.0504 24.6158 0.0000

Coeff. S. D. z -Value Prob
0.9112 0.0745 12.2309 0.0000

Parameters and Significance
Regime 1 Regime 2 Regime 3 Regime 4

0.3487***

2478
48

0.49
7167.88
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dependence process7. This model would suggest that spatial clustering of educational 
achievement would be accounted for the geographical pattern of explanatory variables 
and the error term (unobserved variables) [5]. Based on these results, a spatial error 
model with structural instability and groupwise heteroskedasticity was estimated 
(Table 1).  

While the Chow-Wald test suggests regions vary in the explanatory factors 
accounting for educational attainment, the individual test of the coefficients show that 
such regionalization does not account for migratory dynamics: across the regimes the 
migration index is highly not significant, suggesting that its effects remain invariant 
across the regions; even though, migration itself is a significant predictor of 
educational achievement within each region. In contrast, the instability of the labor 
markets coefficients implies that their effects vary spatially. Moreover, the size of the 
migration coefficient across regions does not behave as expected under the traditional 
region hypothesis. International migration has the largest effect in the border region, 
but its effect is smaller in the traditional region –where it was expected to be the 
largest. Moreover, in the Southeast, an emerging migratory region, its impact is 
almost as large as in the traditional region. These results suggest that such 
regionalization does not capture the spatial variability between migration and 
educational achievement (see Table 1). 

4   Geographical Weighted Regression 

As it was mentioned before, one of the goals of this paper is to propose a 
regionalization based on the links between educational attainment, international 
migration and labor markets dynamics that illustrates actual structural changes 
between defined regions. We do so by running a Geographical Weighted Regression 
(GWR) which let us observe the spatial heterogeneity of the explored relations. As it 
is a changing model over space, GWR results would assess whether and where the 
effects of the variables differ, to what extent and at what significance levels. These 
variations would suggest regions delimitations, allowing us to examine the arguments 
that regions are characterized by distinct migration effects8. 

GWR is a technique that estimates local parameters to better describe a non-
stationary spatial process; it is useful to identify spatial heterogeneity in each of the 
explanatory variables [10]. In this model the calibration of the parameters assumes 
that data observed near point i have more influence in the estimation of the 
parameters for location i than those located farther away from it. Hence, each 
observation is weighted in accordance with its proximity to point i [16]. In our  
 
                                                           
7 The robust LM error statistic for spatial dependence was significant at a 0.001 level versus a 

robust LM lag statistic that only achieved a 0.01 level.  
8 Because we are interested in the effect of the variables and not the clustering of observation 

with similar characteristics, we implemented a GWR test instead of following clustering 
techniques such as those suggested by Duque, Anselin and Rey [14]. A reviewer suggested 
we perform a cluster analysis of the GWR coefficients and we will explore this suggestion in 
a later paper. 
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Fig. 3. Mexico, 2000. Parameters of Geographical Regression Model by quintile ranges for: 
intensity index of international migration (top left), female labor participation (top right), low-
income workers (bottom left), and industrialization level (bottom right) 

analysis, we use a weighting matrix function with an adaptive bandwidth because our  
units vary greatly in density across the country [9]. Results were mapped following 
the same criterion as the exploratory maps9 (Figure 3). 

Figure 3 illustrates the variation and significance of the regression parameters by 
location for the international migration in one map and for the labor market variables 
in the rest. As we expected, GWR results for international migration index (see top 
left map) show spatially differentiated behaviors identified by changes in the 
parameters, which have grouping effects across the country.  This map points out two 
things: 1) heterogeneity is an important component in the relationship between 
educational attainment and international migration and 2) the observed behavior does 
not respond to the traditional regions, since its coefficient (size and significance) does 
not follow the frontiers of such regions. The model suggests that while regional 
variations do reflect historical migration municipality experiences, labor markets 
conditions and educational services shape the boundaries of educational attainment 

                                                           
9 The model has an acceptable goodness of fit with the local values of R2 that varies across the 

country from moderate levels (0.38) to good (0.71) and the residuals did not show a particular 
spatial pattern. On the other hand, the parameters’ spatial variability Monte Carlo test shows 
that almost all of the variables present strong spatial variation, except for four control 
variables. Since only control variables are stationary, we followed Fortheringham, Brunsdon 
and Charlton’s advice and estimate a standard GWR model [17].  
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inequality. These GWR results reinforce the need for creating a new regionalization 
that captures the joint spatial effects of migration and labor markets.  

According to the strength and significance of the relationship between those 
dimensions, the GWR maps (figure 3) allow identifying four distinct areas.  In the 
Northwest of the country, educational achievement is strongly and negatively related 
to exposure of international migration and to industrialization and, although weakly, 
negative and significantly related to the proportion of low-income workers. It is also 
linked to positive-medium levels of female labor force participation.  

Looking at the North, the Center and the West of the country we see that the 
female participation rate has a strong and positive relationship with educational 
achievement, but the low-income indicator has a weak or even null relationship with 
the dependent variable across the three regions. However, when considering 
international migration and industrialization effects such territorial homogeneity loses 
strength. The migration variable has contiguous median values in the Northern and 
the Central regions, where the industrialization parameter fades from strong to 
medium levels; both effects are always negative. On the other hand, in the West, 
migration highly reduces the educational attainment, but industrialization has a 
negative uneven effect.  

Finally, it is possible to identify another region integrated by the Gulf and the 
South. Here the labor market variables have more homogenous effects than migration. 
The female participation rate and the industrialization level have the smallest and less 
significant effect, while the proportion of low-income workers strongly reduce the 
educational attainment. Although migration parameter varies within the region, it 
shows a clear geographical relationship with the labor markets variables, particularly 
with industrialization.  It is notorious that they run in opposite directions: when 
migration has a strong effect, industrialization reduces its weight, and vice versa. 

Based on these results and on tests for spatial dependency, we define and test a 
spatial regimes model that accounts for regional variations in the relationship between 
expected schooling, exposure to international migration and labor market conditions. 
We do so with a spatial autoregressive model, testing for the presence of spatial 
regimes. 

5   Spatial Regime Model for the New Regionalization 

The spatial regions identified by GWR results (see Figure 2, bottom map) are tested in 
this section as spatial regimes models, in order to examine if there are structural 
differences in the factors that account for educational achievement in each region. As 
in the traditional region hypothesis, it is expected that the international migration 
variable will have a negative and dissimilar effect across regions; but here we expect 
such regional dynamic will be shaped by labor markets characteristics: international 
migration prevalence matters according to the jobs availability. For example, we 
anticipate that in regions where the labor opportunities are poor, although the outflow 
maybe small or recent, international migration effect would be stronger.   
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We first run an OLS with structural instability for the four regimes defined. As 
expected, the results show there is evidence of spatial autocorrelation in the dependent 
variable and heteroskedasticity issues10. We estimate a spatial lag model with 
structural change and groupwise heteroskedasticity, considering the error variance to 
be different among regimes. 

The Chow-Wald test proves that regimes are significant, and the coefficient 
stability test show that international migration and labor markets variables vary 
significantly across regimes, accounting for educational attainment heterogeneity  
(see table 2).  In all the regimes, international migration strongly and significantly 
depresses educational achievement, supporting the hypothesis of negative effects11. 
However, its relevance does not depend only on the migrant historical trajectory, but 
also on the accounted labor dynamics. Thus, the strongest effect of migration occurs 
in the Northwest region (regime 2), with medium migration levels but a polarized 
labor market that reinforces the negative effects of migration on educational 
attainment. In contrast, in the North-Center (regime 1), although it also has medium 
migration levels, the effect of this variable is the smallest since the labor markets 
conditions are good and more homogenous within the region [1][30].  Thus, it 
diminishes the relevance of migration as a determinant of educational achievement. In 
regime 4, the Gulf and South, the low prevalence of migration is enhanced by the 
poor labor markets conditions, which is evident in the effects of earnings and female 
labor force participation, as well as the null impact of industrialization –given its 
minimal and concentrated presence in the region. In the West (regime 3), the highest 
and longest migration stream does not correspond with the strongest effect, since 
labor markets indicators across municipalities attenuates its impact on education. 
Thus, although the migration coefficient is significant and large, it is smaller than in 
other regions with a shorter migration tradition.       

Results suggest that this second model accounts better for spatial heterogeneity 
between educational attainment and migration. This claim is supported by the fact that 
the migration parameter shows significant variability (see the stability of individual 
coefficients test, Table 2). In addition, the regimes defined based on GWR results 
require to run a spatial lag model, which accounted for the spatial autocorrelation in 
educational achievement between neighboring municipalities. In contrast, when using 
the historical regimes it is necessary to specify a spatial error model, which often 
evidences an ill adjustment between the actual frontiers of the social process and the 
boundaries fixed by the specified model [2]. 

 
 

                                                           
10 The robust LM lag statistic for spatial dependence was significant at 99% of confidentiality 

versus a robust LM error statistic that only achieved a 90%. The Koenker-Bassett test for 
heteroskedasticity has a 1% significance level.  

11 If we run “by steps” this model we observe that the migration variable remained unstable as 
we added the labor market and control variables with the current specified regions. However, 
in the spatial error regime models for the historical hypothesis, migration loses its spatial 
variability as we added other variables. This suggests that the later specification does not 
capture heterogeneous effect of migration.      
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Table 2. Mexico, 2000. Spatial Lag Model with Structural Change and Groupwise 
Heteroskedasticity for the New Regionalization 

 

6   Conclusions 

This paper addresses the spatial relationship between educational achievement and 
international migration in Mexico at the municipality level. The descriptive results 
confirm strong geographical differences in the expected years of schooling for the youth, 
as well as important differences in migration prevalence despite the increase and 
geographical spread of the outflows during the 1990s. The exploratory analysis finds a 

For first-order standardized weights matrix
Dependent Variable Expected years of schooling
No. of observations DF 2429
No. of variables Sq. Corr. 0.53

R 2 LIK -3580.62
AIC SC 7544.18
ρ

Variable
CONSTANT 2.8903 *** 4.6963 *** 3.9882 *** 6.8904 ***

International migration -1.8532 *** -3.7145 *** -3.3764 *** -2.3594 ***

Female participation  rate 5.3197 *** 0.0373  3.5359 *** 0.8843 ***

Low-income workers -1.3066 *** -2.3537 ** -1.3685 ** -5.1795 ***

Industrialization level -2.4191 *** -1.8162 * -1.6712 ** -0.1766  

Educational profile of teachers 0.5682 * 0.7801 * 0.2493  0.5163 ***

Without high schools vs technical schools 0.1958  0.3404  0.1036  0.5950 ***

Without high schools vs technical-general track schools 0.4498 *** 0.3420 * 0.2926 * 0.6266 ***

Inter-municipal migration -0.2217  -1.4272 * -0.4503  0.1342  

Rural vs Rural-Urban 0.1107  0.3993 * 0.2865 * 0.1333  

Rural vs Urban 0.3964 ** 0.6365 * 0.3079  0.2257 *

Rural vs Metropolitan area 0.4435 ** 1.3557 ** 0.6156 * 0.0200  

n 585 169 383 1341

Group Variances
Variable
Regime 1.   North and Center
Regime 2.   Northwest
Regime 3.   West
Regime 4.   Gulf and South

Test on Structural Instability for 4 Regimes
Prob
0.00

Stability of Individual Coefficients
Prob
0.00

International migration 0.05
Female participation  rate 0.00
Low-income workers 0.00
Industrialization level 0.00
Educational profile of teachers 0.82
Without high schools vs technical schools 0.16
Without high schools vs technical-general track schools 0.11
Inter-municipal migration 0.37
Rural vs Rural-Urban 0.54
Rural vs Urban 0.54
Rural vs Metropolitan area 0.08

Test on Groupwise Heteroskedasticity
Prob

Likelihood Ratio Test 0.00
Significance Level: * p<0.1 ,   ** p<0.01 ,  *** p<0.001

3 68.63

3 2.16
3 6.68

Test DF Value

3 6.08
3 3.16
3 2.14

3 22.38
3 0.94
3 5.20

3 7.71
3 58.82
3 87.93

Test DF Value
CONSTANT 3 66.78

Test DF Value
Chow - Wald 36 240.65

0.8794 0.0636 13.8270 0.0000
1.2736 0.0493 25.8191 0.0000

0.7220 0.0423 17.0820 0.0000
0.9794 0.1066 9.1879 0.0000

Coeff. S. D. z -Value Prob

2478
49

0.51
7259.24

0.3246***

Parameters and Significance
Regime 1 Regime 2 Regime 3 Regime 4
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close negative association between migration and educational attainment, but it also 
confirms the spatial heterogeneity in that relationship. To explain such pattern, we 
explore two hypotheses. First, that spatial heterogeneity responds to the historical 
migratory trajectory of regions, which created a unique internal dynamic that impacts its 
developmental process, as well as youth schooling expectations –after controlling for 
other local characteristics. A second hypothesis is that geographical heterogeneity 
emerges from the link between migration prevalence and regional labor markets 
conditions, which jointly generate a setting that shapes people‘s educational investment.  

We examine both hypotheses with groupwise heteroskedastic spatial regime 
models. Results supports the second hypothesis, since our regionalization based on 
spatial-varying links between education, migration and labor is more appropriate than 
those regions defined previously by migration historicity. This claim is supported by 
the significant spatial variability reflected by the spatial-regimes estimations, as well 
as by the behavior of the international migration variable across these regimes. These 
outcomes highlight the need and usefulness of proper geostatistical methods to test 
and develop hypotheses that imply spatial effects. Moreover, in the definition of 
regions within countries, it is essential to consider how the relationships between 
sociodemographic variables shape geographical disparities. 
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Abstract. Accessibility is an important factor in the development of land-use 
patterns and urban settlements, and these two components are considered linked 
close together. With the increasing attention payed to reduction of CO2 
emissions, focus has been turned towards increased accessibility to public 
transportation. The work conducted in this study proposes a simplistic raster 
based model of accessibility to workplaces based on the public transportation 
services. The raster GIS based approach was chosen due to the need to combine 
this model with a raster based land-use simulation framework, where 
simulations of future urban development could be modelled. It has been shown 
that the proposed GIS model developed is suitable for representing the spatial 
difference in terms of accessibility for commuters by public transport within the 
study area. Clear differences between the Copenhagen Metropolitan area and 
the outskirts of the region can be seen, and are very much in line with statistics 
on commuting activities for the municipalities involved.  

Keywords: Accessibility, GIS, raster-based modelling, public transportation. 

1   Introduction 

The concept of accessibility is a key element in urban, regional and transportation 
planning, and accessibility is generally considered as one of the most important 
determinants of urban land-use patterns. On the other hand land-use has a strong 
impact on accessibility through the spatial distribution of human activities. Thus 
accessibility and land-use are strongly interlinked. In most recent research, 
accessibility analysis and modelling has predominantly been related to transport on 
road networks by private cars, but public transport by busses and trains has gained 
enhanced attention due to the efforts of reducing greenhouse gas emissions by 
concentrating and replacing use of private cars with public transport – last not least 
for daily commuting between home and workplace [1]. 

Accessibility can be defined as the ease with which activities at one place can be 
reached from another place through a transport network. Accordingly, accessibility is 
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dependent on the spatial distributions of the destinations (centres of opportunities) 
relative to a given location, the magnitudes, quality and character of the activities 
found at the destinations, the efficiency of the transportation system, and the 
characteristics of the traveller.  

Several studies have indicated that people’s choice of residential sites and 
companies’ location depends on the level of accessibility to work, shopping and 
public service for people, and accessibility to raw materials, goods, labour force, 
market and public service for companies. Therefore, accessibility to some degree 
determines the development of land-use patterns. In his pioneering work, Hansen 
analysed the relationship between residential development and accessibility to 
employment and shopping in Washington DC [2], and he found strong support for the 
linkage between accessibility and urban development.  

Traditionally, accessibility analysis has been performed using network analysis 
software well suited for estimating accessibility within an existing transportation 
network. Some efforts have been made to utilise a raster-based approach to 
accessibility modelling for non-public transport [3] [4], but until now, to our 
knowledge there have been no attempts to utilise a raster-based approach aiming at 
analysing accessibility related to public transport networks. 

In this research, a raster-based approach was chosen because the output of this 
model was to be applied within a wall-to-wall covering raster based land-use 
simulation framework, where impacts of transportation strategies should be analysed. 
The objective of the current research project has been to develop a raster based 
accessibility model for public transport in order to serve the assessment of the 
environmental impact of various urban development strategies and hereby contribute 
to the efforts on developing models and scenarios for sustainable urban development. 
Furthermore, the construction of the analysis should be based on relatively simple 
geographic data, since it should be reproducible for other regions of Europe or other 
pan-European implementation.  

The paper is divided into 5 parts. After the introduction we describe and discuss 
various concepts of accessibility and describe the developed approach to accessibility 
modelling and its implementation. In part 3 and 4 we describe the results and discuss 
their implications respectively. The paper ends with some conclusions on the current 
model, and an outline for subsequent work. 

2   Theory and Methods 

Accessibility is a relative quality assigned to a piece of land through its relationships 
with the transport network and the system of opportunities represented mainly by the 
facilities in urban centres. Thus we can state that all locations are endowed by a 
degree of accessibility, but some locations are more accessible than others [5]. 
Obviously, accessibility is related to the principle of movement minimisation – 
particularly when accessibility is represented by some kind of distance measure. 
Traditionally, locational decisions have been made on the principle of minimising the 
frictional effects of distance. This principle was originally expressed by [6] as the 
principle of least effort and by [7] as the law of minimum effort. The underlying 
reason for these principles is the general tendency for human activities to agglomerate 
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in order to save operation costs by taking advantage of economies of scales [5]. Thus 
settlements can be considered as a manifestation of the economies of scale, and the 
intra-urban concentration of industrial districts and shopping centres are even stronger 
manifestations of this principle. At larger spatial scale we can observe that more 
accessible locations appears to be sites for larger agglomerations, which further on 
leads to a hierarchical urban structure as described by Christaller in his Central Place 
Theory [8].  

Accessibility analysis involves selecting among existing measures or developing 
new measures according to the purpose of the analysis. Below we give short 
descriptions of various measures of accessibility and discuss their appropriateness in 
the current research. 

2.1   Distance Based Accessibility 

Relative accessibility is the simplest measure of accessibility. Basically, relative 
accessibility is represented by the distance between one location and different 
opportunities – or centres [9]. The closer a given location is to the destination, the 
higher the accessibility. The calculation of these distances can be performed in several 
different ways – from simple Euclidian straight line distances to more complicated 
infra-structure based accessibility measure using average travel speed or average 
travel time between two locations or, most advanced, including variation in travel 
speed along a transport route.  

Considering distance as the only relevant factor is a rather simple approximation to 
the complicated task of measuring accessibility in the real world and pure distance 
based accessibility measures have mainly been used in various studies analysing 
problems like maximum distance or travel time to locations as hospitals [10] or 
infrastructure points like railway stations [11]. 

2.2   Gravity Based Accessibility 

The gravity measure of accessibility was originally developed by Hansen [2], which 
used the concept to explain why land values are high in the central areas of cities and 
at other easily accessible points. The pure distance based measure of accessibility 
disregards the attractiveness of the centres. A gravity based measure appears to be 
able to capture and interrelate both elements: a) distance – the farther places, people 
or activities are apart, the less they interact; b) attractiveness – where large cities tend 
to generate more activities and attract more people and companies than smaller cities. 
This model can be put into a generalised from, aggregating interaction between single 
pairs of centres into a set of interactions among all centres in a region. 

The destination centres have many attributes that make them attractive to visitors, 
but very often population has been used as a surrogate variable for the attractive mass 
due to data availability. Employment is another popular measure of attractiveness, 
because employment can be regarded as an indicator of economic development [12]. 
Besides, the impact of distance may vary depending on the transport mode in 
question. Besides Hansen’s original work [2], the potential measure of accessibility 
has been rather popular and used widely to analyse accessibility to jobs [12], retail 
services [13], and infrastructure improvements [14]. However, several critics have 
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been raised. The measure does not take into account possible limitations of the 
available opportunities (e.g. jobs) in the centres [15]. Furthermore, it is clear that the 
distance-decay function has significant impact on the accessibility values estimated, 
and generally it is difficult to give precise estimates of the shape of this function. 
Although the potential accessibility measure obviously seems most advanced, the 
many uncertainty components may obscure our goal to analyse the relationship 
between contemporary urban development and accessibility. Therefore, we decided in 
the current research to use the less sophisticated distance based measure. 

In order to describe the measure of accessibility applied to the study, accessibility 
can be broken down into four components: 

 

1. The land-use component: 
Describing the land-use system, consisting of the spatial distribution 
opportunities supplied at each destination (jobs, shops, health, social and 
recreational facilities etc.), or by the demand for these opportunities at origin 
locations (e.g. where inhabitants live),  

2. The transportation component:  
Describes the transport system, by measuring the time consumption required 
for reaching services specific transportation modes. This component can 
include various numeric measures such as the amount of time, the costs of 
the travel or the effort such as reliability and ease of use. 

3. The temporal component:  
Reflects the availability of opportunities at different times of the day, and the 
time constraints available for participation in activities.  

4. The individual component:  
Reflects the needs, abilities and opportunities of individuals. These 
characteristics influence a person’s level of access to transport modes and 
spatially distributed opportunities [16] [17]. 

 

Based on this description of components, the measure of accessibility that will be 
used in this study describes three of the four components. Land-use is described 
through distribution of centres and location of jobs, the transportation component is 
described through the modelling of the transportation network and the individual 
component is described through the job opportunities that the individuals can reach 
through the transportation network. 

In the following paragraphs, the implementation of methodology applied to 
create the transportation models will be presented. All aspects of data acquisition and 
preparation as well as model construction will be described.  

2.3   GIS Based Modelling of Accessibility 

The usage of Geographical Information Systems (GIS) in transport planning has been 
linked closer and closer together with the development of better tools, data and IT-
infrastructure. This is because the nature of the problems concerning accessibility is 
well handled in the GIS systems, which are capable of handling large amounts of 
georeferenced spatial data, coupling them with socio economic data about preferences 
and choices of people [18]. In the last two decades, much focus has been given to the 
field of geographical based analysis of accessibility. The dominant GIS software 
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providers have included powerful tools for accessibility analysis, as well as many 
open source based GIS suits are developing network based analysis tools. Examples 
of powerful network analysis tools are ESRI’s Network Analysis extension, and the 
GRASS GIS Network analysis tools, which both can conduct advanced spatial 
analysis of accessibility patterns using vector networks.  

Many different frameworks for accessibility measures have been developed in 
recent years. A general framework for accessibility analysis, focusing on the practical 
development of the concept was proposed by [19]. The framework focuses on the 
concept of accessibility in terms of developing measures of accessibility into a 
complete framework [19]. Yang et al. conducted a comparison of spatial based 
measures of accessibility, where the technological development of GIS systems is 
used as mean to evaluate new powerful measures such as floating catchment and 
Kernel density methods [20].  

Methodologies for determining the access to neighbourhood goods and services 
through GIS are also widely conducted using accessibility measures. Examples of 
these analysis are [21], where accessibility to green parks are assessed using GIS 
analysis, [22] has developed algorithms for non-motorised accessibility, and   [23] has 
studied the accessibility of neighbourhood facilities in Teheran, suggesting a 
methodology applying GIS based analysis with fuzzy logic approach to demographic 
and socio economic data [23] Finally, [24] have analysed the accessibility to airport 
transportation systems in the United States, as an example of high gravity potential 
services, where accessibility potential is a high determinant for travel. 

2.4   Modelling of Transportation Access 

The accessibility concept is furthermore directly applicable to the measures of 
connectivity to transportation networks, which is the fundamental aspect of this 
analysis. As mentioned in the introduction, [4] has conducted raster-based analysis of 
accessibility via non-public transportation options in Portugal. Other examples of 
coupling transportation and accessibility are recently published work by [25] utilising 
network based accessibility measures of transportation networks and [26] who was 
modelling time accessibility in car transportation networks. Access to healthcare has 
been an area where modelling of network accessibility has gained increasing focus. 
Examples on these analyses are [27], who compared accessibility by car and by public 
transportation to healthcare services, and [28] created accessibility maps on access to 
public healthcare in United Kingdom. 

Based on the different implementations of accessibility calculations, the 
methodology for this study will be constructed using a location based accessibility 
measure, and creating a raster based model for access to public transportation. The 
choice of distance-based accessibility is based on the scope of the analysis. Since the 
construction of the model is focused on general accessibility to all public 
transportation possibilities, it is the distance function that is the main parameter. 
Should the model utilise gravitational accessibility, the competition between 
transportation services would have to be accessed, which is not intended in this 
analysis, focusing on the technical GIS modelling-tasks. The result of the accessibility 
analysis will then be combined with spatial data about workplace location and travel 
time, to create a combined map showing the accessibility to workplaces.  
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3   Methodology 

Modelling the availability of workplaces by transportation mode, requires input data 
from a wide array of data providers, since parts of the transportation network are 
operated by government bodies whereas others by private companies. Data included 
in the analysis was provided by the Statistics Denmark, who provided population and 
workplace statistics, the Danish National Survey and Cadastre who provided road 
networks and road classification from the national topographic database KORT10, 
and finally Movia – the company responsible for the bus services on Zealand - who 
provided vector based bus networks. 

3.1   Creation of Input Data 

From the KORT10 database a dataset containing centre points was acquired as basic 
input for the centre dataset. The dataset contains the coordinates of the town centre 
point, a (town) name and an ID for each feature. This town centre dataset was 
afterwards joined to tables with population data acquired from the Statistics Denmark. 
Information regarding workplaces for the selected towns was not directly available, 
since these data where recorded on municipality level. The data on workplaces was 
distributed among town centres applying the population of the town centres as 
distribution key. The centres included in the analysis, and a classification based on 
number of workplaces can be seen in figure 1.  

In order to create a functional and logical cost surface for public transportation, 
several adjustments between data were necessary. First, no data describing the 
Copenhagen Metro-lines where available for the analysis, meaning that these had to 
be digitized manually. Using the maps from the Metro Company, and the location of 
stations on Google Earth, this dataset was created in vector format. The available 
railway datasets consist of maps with railway lines and stations from the KORT10 
database, and these data had to be adjusted regarding topological relationships before 
being used in the analysis. The dataset contains information of old decommissioned 
train lines, as well as service areas along the train lines. Furthermore the KORT10 
database is based on visual interpretations of aerial photos, resulting in inappropriate 
behaviour. Thus a railway line is discontinued when the railroad line enters a tunnel. 
In order to create perfect connectivity and precision, a manual interpretation of the 
railway lines were carried out, adding or removing features where it was necessary. 

The final part of the public transportation dataset was information on bus lines and 
stops. Movia, the bus company of Zealand, provided us with vector-based datasets 
about lines and station locations. The datasets however contained no information 
regarding road types or drive time, so this information needed to be created for the 
bus lines. Information regarding road types is available in the KORT10 network 
dataset, where each road is classified according to their width and type.  The data 
regarding the railway lines did not share line topology with the vector data from 
KORT10, so a spatial join with distance tolerance was applied to adapt the KORT10 
information to the railway line dataset. 
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In order to determine the average drive speed of the different road classes, drive 
speeds where obtained from the national emission inventories [29]. The values used 
for the drive speed calculations for busses can be seen in table 1. 

Table 1. Applied drive speeds for the road network 

Object Code Road type 
Transport 
Speed 

Cell crossing time 
(CCT) 

(from Kort10)  (km / h) minutes / 100m 

2111 Highway 100 0,06 

2112 Main roads 70 0,086 

2115 Roads  + 6m 50 0,12 

2122 Roads 3 - 6 m  40 0,15 

2123 Other roads 25 0,24 

 
Drive speed for trains and metro lines are generated based on information on average 
trip speed, derived from the service providers, and can be seen in table 2 together with 
walking pace for pedestrians assumed for the rest of the area.  

Table 2. Applied drive speeds for the non-road based transportation forms 

Travel mode 
Transport 
Speed 

Cell crossing time 
(CCT) 

 (km / h) minutes / 100m 

S-train 120 0,05 

Intercity trains 160 0,0375 

Local trains 100 0,06 

Metro 80 0,075 

Walking 6 1 

 
Once all three public transportation datasets where calculated, with drive speeds and 
classifications, each theme was converted to raster format, applying the official 
Danish reference grid with 100-meter spatial resolution, using drive speeds as main 
parameter. 

To make the model as precise as possible, it was important to model the drive time 
of lines in relation to the stations. Whereas you can enter a car-based network at all 
nodes and lines, a public transportation network is limited to only permit entering the 
network at railway stations and bus stops. In order to model these elements, 
constraints where added along the lines of the transportation networks. The workflow 
of the cost surface creation is illustrated at figure 2. 

Using a function that expands specified zones of a raster by a specified number of 
cells a one-cell buffer was applied to the raster datasets representing the public 
transportation network, and these buffers where given the value 999. The resulting  
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Fig. 1. The distribution of centres in the
Zealand region 

Fig. 2. The process used to create the Cost 
surface layer for the analysis 

 
raster where then processed using conditional statements ensuring that the buffers 
where combined properly, maintaining the correct information from the original raster 
dataset. Next, the stops and stations had to be added to the layer, enabling entry to the  

transportation network. The stations from all three networks where converted into 
raster, and a two cell expand was applied to cut the holes in the constraint layer.  

 

 

Fig. 3. The final CCT cost surface. The cut-out gaps at stations are visible as breaks in the 
constraints. 

Figure 3 illustrates how the cost surface raster was constructed. The black 999 
values in the image are the constraint zones, which the model will avoid to pass. At 
locations with stations or bus stops, the constraint layer is pierced, making it possible 
for the model to transits between travel modes. 
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Cells without transportation lines are assigned a travel speed of 1 CCT, which at a 
100-metre grid resolution translates to a speed of 6 km/h, and this is on average 
equivalent to walking pace of pedestrians.  

With all the information regarding lines and constraints combined into one raster 
layer, the cost surface could be generated. The calculation utilises a Cell Crossing 
Time (CCT) algorithm developed by [4] which determines the travel time value for 
each cell in the raster dataset. The calculation of the CCT is based on the following 
algorithm: 

1000*

60*

s

s

T

C
CCT =  

(1)

Where CCT is the cell crossing time expressed by the cell size of the raster dataset 
(Cs) and the travel speed (Ts) derived from the network.  

3.2   Model Construction 

With the two cost surfaces constructed, the centres dataset and the two surfaces where 
combined in a Python based model using ArcGIS 9.3.1, conduction a ratio distance 
analysis on the dataset. The algorithm for the analysis is based on the work of [30], 
where the use of the employment / population ratio is discussed for identifying urban 
employment centres. The ratio is for our purpose then combined with the cost 
distance calculation into the following combined equation: 
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Where the travel time for a given cell specified by the cost surface is T for the centre i, W 
is the number of workplaces for the centre i, and P is the population of the centre i. 

The modelling of the result surface required a clean-up function to be applied after 
the execution of the model, where a replace-function removed the influence of the 
constraint pixels on the output map. The function replaces cells of a raster map, 
highlighted in a mask map, with the values of the nearest neighbours. The cells with 
the constraint showed a low accessibility due to the calculation procedure, but by 
creating a mask with the constraint zones, and replacing the values of the constraint 
cells with their lowest neighbouring value, the visual noise from the constraints where 
removed.  

A graphical presentation of the processing steps included in the calculation of the 
public transportation accessibility can be seen in figure 4. 
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Fig. 4. The structure of the model applied, from input data, over cost surface creation to the 
final raster based analysis 

4   Results 

The model produces one raster image covering the entire Zealand region, where each 
pixel summarises the relative accessibility of all centres from the specific pixel in 
terms of distance and weight. An example of the result of one centre can be seen on 
figure 5. The result of the model can be seen on the right side of figure 6.   

The red colour indicates high accessibility representing areas where the overall 
accessibility to the jobs in centres is best. The result describes where the travel time to 
jobs is best in terms of connectivity to the public transportation network. This means 
that in terms of potential, the result of the analysis describes where the best 
connectivity to jobs can be found in, based on where the accessibility to transportation 
measures are best. It is evident that since there is a much higher density of public 
transportation options in the Copenhagen Metropolitan area, the accessibility is the 
highest in this region. The medium sized cities in Zealand outside the Copenhagen 
Metropolitan area are all scoring relatively high accessibility, since many busses and  
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Fig. 5. An intermediate result from the model, showing the result for one centre as high to low 
accessibility values 

 

  

Fig. 6. The complete model output Fig. 7. The model output visualized by +/- 2 
standard deviations 
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railway lines pass through these cities. Besides the positive influence on the S-train on 
the accessibility is clearly visible by the ‘fingers’ outgoing from Copenhagen. 

The resulting map was afterwards classified using the standard deviation method in 
ArcMap, and 2 standard deviations around the mean were plotted. The result of the 
statistical measurement of distribution can be seen on the left side of figure 6. The 
yellow class describes the average accessibility for the entire region, based on the 
mean value for the entire dataset. The red areas have better than average accessibility, 
and the blue areas have lover than average accessibility, expressed by one and two 
standard deviations above and beyond the mean value. 

The statistical description of accessibility was then summarised for each of the 45 
municipalities in the region, and the average accessibility score was calculated for 
each municipality, based on the class value of figure 6. For the total number of pixels 
in the municipalities, an average value by summarising the value of each pixel, and 
dividing it by the total number. The result of the average calculation can be seen in 
figure 7. The figure summarises the standard deviation scores of the entire 
municipality, describing the general accessibility to public transportation for the entire 
municipality. 

Based on data from the Statistics Denmark, the commuting between the 
municipalities could be calculated, and for each municipality, the ratio between 
outgoing and incoming commuting could be determined. The map in figure 7 shows 
the percentage of jobs in the municipalities occupied by commuters crossing a 
municipality border in their travel to and from work.  

 

  
Fig. 8. The municipality mean value of 
accessibility 

Fig. 9. The statistical number of jobs 
occupied by commuters in the municipalities 
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Fig. 10. The correlation between the statistical
evidence and the mean accessibility 

Fig. 11. the clustering analysis of the 
accessibility 

 
In figure 8, the correlation between the data from figure 7 is shown, combining the 

mean accessibility with the per cent commuters. The graph shows a strong correlation 
between the two variables. To elaborate further on the data, the two variables were 
then combined in a clustering analysis using the ArcGIS 10 “Geostatistical Analyst” 
to analyse the patters. The results of the clustering analysis can be seen on figure 8, 
where the regional differences observed in the 6a and 6b datasets are clearly 
distinguishable. The result creates four clusters if we allow the city of Copenhagen to 
become a cluster of its own (cluster #3). The values for Copenhagen are different 
from the other towns regarding both variables, because it has a high accessibility and 
a relatively low percentage of commuters. The other three clusters are relatively easy 
to identify based on figure 8.   

5   Discussion  

5.1   Modelling of Accessibility 

The aim of the current research project has been to develop a modelling concept for 
accessibility by public transportation for a large region, giving a general overview of 
public transportation access, based on relatively simple data requirements. Thus, the 
aim of the analysis was to illustrate the combined connectivity of the transportation 
network in terms of transporting commuters to job locations. We decided to apply a 
raster based modelling approach, even though a model build upon a vector network 
could produce more detailed results, but has much higher requirements on input data 
and computing time. Each pixel is assigned a nominal value, reflecting the influence 
on the accessibility from all centres in the analysis. A cell with high accessibility will 
have good connectivity to public transportation services and to jobs.  By using the 
raster domain for the analysis, the output of the model becomes a simple to interpret 
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continuous surface, combining the results from each centre, where high and low 
values indicate good and bad accessibility respectively. 

The result of the accessibility analysis is to some extent influenced by the 
landscape construction of the case area. In the highly populated eastern Zealand 
region, the number of centres is much higher than in the remaining Zealand surface. 
The high density of centres is also part of the explanation as to why the public 
transportation line density is much higher in this region than in the rest of the region. 
This will of course have implications on the results, meaning that the result is 
expected to be much higher in this region.  The cluster analysis emphasises and 
illustrates the regional differences of the Zealand region, and illustrates how periphery 
regions are less well serviced in terms of public transportation options. The need for, 
and availability of transportation offers are often linked together. The share of jobs 
occupied by commuters and the accessibility modelled is in this analysis turned out of 
being capable to illustrate this point. The correlation between the statistical 
commuting patterns and the accessibility to public transportation shows that in areas 
where the public transportation services are spars, people are less inclined to 
commute. 

In political and public discussions, the term ‘Outskirt Denmark’ has been given 
much focus during recent years, and is used to describe the migration of both 
individuals and opportunities away from the outermost municipalities in Denmark. 
Together with figures from the official statistics for Denmark, our model illustrates 
some of the issues involved in this problem. The outer regions have public 
transportation infrastructure that seem to meet the current demand, since a majority of 
the jobs in the municipality are occupied by local workforce, living within the 
municipality. 

The inter municipality connectivity with public transportation is much better in the 
Greater Copenhagen area, making it possible for a large number of individuals to 
work outside their home municipality. There are commuters coming to Copenhagen 
area from the western and southern regions of Zealand, travelling more than one hour 
in each direction every day. These either live close to a railway station with good 
connections or commute by car for at least part of the journey, since transportation 
opportunities by busses often are sparse and time consuming.  

The key element of better accessibility to public transportation in the Copenhagen 
region is a network of integrated regional trains, S-trains and metro lines, connecting 
large areas and many municipalities with fast and efficient train transportation. The 
bus systems of the region is furthermore build to enhance the connectivity of train 
lines and cities, creating a system with good interconnectivity between municipalities, 
and thereby connecting the workforce and workplaces in a large area. In our model, 
the travel time is determined by the speed of the transportation services. The good 
interconnectivity between the busses and the trains makes the general accessibility 
better. The travel times are improved by the possibility to access faster transportation 
modes, and with the good connectivity to the train stations by busses, the accessibility 
is greatly improved by the good train system. 

The raster model has several temporal issues that are to be addressed through 
further research, since the depiction of time in the analysis is somewhat inadequate. 
However, this has not been addressed in this work, since the construction of the travel 
time is homogenous throughout the entire area, meaning that the influence is expected 
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to be even over the entire cost surface in relation to line-travel times. First, the model 
utilises functions from the ArcMap toolbox for calculations and output adjustments. 
Centrally the model uses several functions from the Spatial Analyst toolbox. A clear 
weakness of using these tools is, that the documentation of calculation procedures is 
often quite vague. However we suggest that the uncertainty introduced to the 
modelling is of limited consequence to the output. The main calculation function is 
the cost surface tool that works closely together with the CCT surface, summarising 
the pixel inputs. The nibble function used to clean the output is of relatively little 
importance to the output, as it basically only replaces the single pixel-width constraint 
zones with the nearest neighbour average. If complete transparency in terms of 
calculations where to be obtained, a complete python based model should be 
developed. Second, if the time modelling of the transportation networks should be 
improved, several issues regarding connectivity and stops in terms of time 
consumption need to be modelled. As stated in the theory chapter, our model does not 
describe the temporal aspects of accessibility. Connectivity in our model is reduced to 
stops through the constraints in the cost surface and no time is added for change of 
transport lines, and the passing of bus stops and train stations is also ‘costless’ in 
terms of time consumption. The model should be fitted for further use with 
information about stop types, and a time constraint should be modelled for 
connectivity. However the model as it is constructed in raster format has no 
information about line numbers, meaning that the model cannot distinguish between a 
line passing through, and connectivity between lines. In that case, a network based 
vector model would be much more capable of handling the precision modelling of 
travel time in relation to stops and connectivity, however also much more complex to 
set up, and the demand for detailed input data regarding lines and connectivity would 
be much higher. Detailed information regarding line specific travel time information 
would need to be gathered, describing the actual time consumption of all line 
elements for all transportation modes, as well as a complex rule set would need to be 
created, describing transactions between lines at all stop. These data might not be 
directly obtainable for the entire region, making it difficult to conduct the more 
precise vector based analysis. 

The strength of the model presented here is that it can be easily transferred and set 
up for other regions, since the demand for input data is quite low. The information 
required is limited to vector based information about lines and stops, and a travel 
speed attribute for each line segment. As shown in our analysis the travel speed can 
be calculated using simple statistical data for roads and rail, meaning that they should 
be easy obtainable for any region.  

The final issue to be discussed here is that the model indicates ‘perfect’ availability 
of all lines. No waiting for trains or busses are modelled, which would increase the 
travel time much further. The availability is however hard to model since it requires 
detailed information regarding every transportation line. The wait time at stations 
could be modelled, as average waiting time, for each line – but this would need to be 
incorporated into the model for each line. 
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5.2   Potential Applications 

In the western and southern parts of the case region where the distribution of lines and 
stations are much sparser than in the Copenhagen region, this model will be a tool to 
evaluate the impacts of new public transportation investments, since the enhanced 
accessibility provided by new lines and stops would be clearly visible here.  

Furthermore the model could be used as an input to land use modelling in terms of 
residential location. Based on the model output, it would be possible to add the 
information regarding public transportation accessibility to an evaluation of suitability 
for land use change potential, dictating that new urban land must be in zones with 
good public transportation accessibility. 

6   Conclusion 

For very detailed accessibility modelling the network model is superior to the raster 
based approach applied in the current project. However, the aim of the current project 
has been to develop a raster based accessibility model supporting raster based urban 
land-use modelling at the regional scale. Focus of our modelling efforts has been to 
develop a model, which can support our research on sustainable urban development. 
Therefore, it has been important to analyse the accessibility for a larger region in 
terms of accessibility to goods, services, and not at least work places, which is of 
great importance for most people, and which accounts for a major share of the 
transport demand in Denmark. Addressing the general accessibility through a public 
transportation network is thus a major issue for developing a sustainable urban 
structure. Furthermore, it was important to build a model that was based on simple 
geographic data, making the requirements of the model as low as possible. In order 
for the model to be used on other European regions, it was important that data input 
should be data that was considered general enough to be available in most countries. 

In its current form, the model utilizes vector based lines and stops, and statistical 
data regarding jobs in the main centres, which is the most simple data requirements 
that can comprise the modelling task. 

A more advanced model that utilises information of availability and quality of the 
transportation services in a raster based framework should also be one of the next 
steps of the model, however this intensifies the data requirements of the model to an 
extent, where it might not be reproducible for other regions, due to missing 
information regarding route travel-times, line-directions etc. Being out of scope of the 
current projects, the task to create an accurate space-time representation of public 
transportation services in the raster domain is a challenge that would be beneficiary 
for many raster based land use change models. 

The developed approach to assess the accessibility for the Danish island of 
Zealand, which includes the Copenhagen Metropolitan area, is a first attempt to use 
raster techniques to analyse and model accessibility through a public transportation 
network. The model outcome illustrates the regional differences in the case region, 
where both the distribution of population, jobs and public transportation services vary 
greatly. The analysis has shown that the modelled access to public transportation can 
be coupled closely with the statistical data on commuting, meaning that there is 
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evidence that the access to public transportation is coupled to the commuting choice 
of individuals.    

Further research, will also aim at modelling individual road transport by cars based 
on the same raster principles, as well as integrating these two modes for commuting 
according to the park and ride principles.  
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Abstract. The paper describes the architecture and main concepts of a geo-
referenced web 2.0 application with a strong social-network component and 
possibly integrated with handheld devices. The application, called MyTravel, 
allows the users to share their travel experiences, in terms of geographic 
information and publishing contents like photos, notes and comments. In the 
paper we present the domain model of the application, associated to the 
functional prerequisites; then, we describe the architecture, technologies and the 
integration techniques adopted in the project, that have been validated through 
the development of the application prototype.  

Keywords: GIS, Web 2.0, Geo Social Network, geo-tag, Android, Google 
Maps, Facebook. 

1   Introduction 

During the last few years the growth of spatial data availability has provided a strong 
stimulus to the development of geo-referenced applications, not only in traditional 
fields such as Geographic Information Systems (GISs) or Car Navigation Systems, but 
also in completely different fields, related to leisure or common daily activities [1]. 

At the same time, the rise of “social-oriented” applications introduced a strong 
innovation in the Information Technology (IT) field. While the volunteered activity of 
information feeding is already a consolidated reality among some specialized 
communities of users, the majority of them consumes the information in a passive 
way. The spread on a global scale of Web 2.0 social applications and the amazing 
growth of social network communities, such as Facebook1 or Twitter2, have 
convinced the mass of users to become active feeders of information. The 
development and wide diffusion of “geo-reference enabled” electronic devices is 
contributing to add spatial data to the flow of information daily shared by users.  

                                                           
1 http://www.flickr.com/ 
2 http://twitter.com/ 
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One of the most important challenges in current application development is the 
integration of heterogeneous technologies into a flexible and functional architecture in 
order to provide appealing social applications with a strong spatiotemporal support. 

The paper is organized as follows. In Section 2, we discuss the context of the 
research, presenting the motivations behind the development of MyTravel. We also 
explain the main prerequisites that guided the design and development phases and 
must be satisfied by the application. In the last part of the section we give an overall 
view of the technologies and tools used during the project realization. Section 3 
focuses on the domain model of MyTravel, showing the core use cases and classes 
defined during the research, along with the solutions adopted to manage the spatio-
temporal aspects of the application. In section 4, we show the application prototype 
developed to validate the architectural and technological choices made during the 
project. The paper ends with some considerations and proposes possible further 
developments. 

2   The Context  

The aim of the work described in this paper is the definition of a prototypal 
architecture to develop web 2.0 application with a strong spatiotemporal  component. 
The architecture should be flexible and should allow the integration with 
heterogeneous technologies, such as handheld geo-referenced devices and 
consolidated geographic information services such as Google Maps3. 

2.1   Background and Related Work 

The convergence between the web 2.0 paradigm, along with the social networking 
phenomenon, and GISs has set a new trend in the IT field, leading to so-called 
Volunteered Geographic Information (VGI). VGI is the harnessing of tools to create, 
assemble, and disseminate geographic data provided voluntarily by individuals [2].  

There are many applications that use geo-referenced data in various ways in order 
to achieve different goals. Flickr [3], for example, uses geo-tagging in order to link 
photos uploaded by its users to specific places. A similar approach has been followed 
by Wikipedia4, which now contains over 1 million of geo-referenced articles [4].  

While applications like Flickr and Wikipedia focus their core business in photo-
sharing and document-sharing respectively, other systems, such as Google Latitude5, 
Foursquare6 and Gowalla7 are entirely built around geo-referenced information. For 
example Google Latitude allows the user to share his position in real-time with his 
friends, while Foursquare and Gowalla are focused on the review of places like shops, 
pubs and other public places.  

The application presented in this paper has a strong relation with the second group 
of applications just cited, in that MyTravel makes a heavy use of geo-referenced data.  

                                                           
3 http://maps.google.it/ 
4 http://it.wikipedia.org/ 
5 https://www.google.it/latitude/  
6 https://foursquare.com/ 
7 http://gowalla.com/ 



 MyTravel: A Geo-referenced Social-Oriented Web 2.0 Application 227 

Nevertheless, there is an important difference between MyTravel and other 
applications: MyTravel allows us to acquire not only geo-referenced points, but also 
trajectories, making possible to store routes together with points of interests (POIs).  

Another difference, between MyTravel and the applications previously described,  
is the presence of the time or temporal component. Many geo-referenced applications 
do not provide an integrated visualization and interaction between events and POIs 
[5], while MyTravel allows the user to register a path or POI described by time and 
space. Other applications, such as PhotoBrowser [6] and the one presented by Hertzog 
and Torrens [7], relate concepts as  photos, meetings and business travels to the 
temporal component. In MyTravel the temporal dimension is linked both to punctual 
elements like POIs and journeys/trajectories. For each travel, MyTravel reports the 
temporal interval in which it occurred and associates to  every POI the acquisition 
date. 

There are many affinities between MyTravel and another application known as the 
STEVIE system [5]. The STEVIE system is a mobile application that allows users to 
manage POIs and events. In STEVIE the time is linked to an event, while in 
MyTravel  is associated to a journey, but in both applications the temporal dimension 
is crucial. Another system that proposes an architectural approach similar to 
MyTravel is SeMiTri [8], which provides a framework to query, analyze, and 
visualize trajectories.   

Like other social-oriented applications, our project aims to encourage a growing 
community with a common interest in this case the passion for travels-- to share their 
information by building a dataset of user-generated content [9]. 

2.2   MyTravel 

The vision of the internet as a platform, according to the web 2.0 trend [10], is one of 
the most important innovation occurred in the IT field. The definition of the web as a 
platform implies that the applications evolve to become complex systems with a high 
degree of user interaction, instead of being simple web sites showing static 
information. 

This vision of the internet can be summarized with the definition “participatory 
web” [11]: the web and its applications provide a participatory instruments to the 
internauts. In this way, a relation is created between users and the application: the 
application grows in importance only if the users are willing to share their 
information; nevertheless the application has a strong appeal on the users only if it is 
able to provide relevant information to them. User participation is a condicio sine qua 
non for the application success. These considerations have represented the incipit for 
MyTravel project.  

In the beginning the attention has been focused on the research of the application 
context, trying to identify what kind of information to manage in order to attract a 
certain amount of users. After this phase, we decided to propose the users to share  
their journeys, both those they have already done and those they would like to do. 
MyTravel allows us to share a journey experience through photos, comments about 
visited places and mainly through a geographic map that shows places and point of 
interest reached during the journey. 
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The application can be defined as a geo-social network, where the geo-referenced 
component plays an important role. Another important feature of MyTravel is the 
opportunity to describe and share the journey experience in real time through a 
smartphone. We are convinced that the spatio-temporal dimension, seen as real-time 
geo-localization, is one of the most innovating elements of web 2.0.  

2.3   MyTravel Requirements 

The project MyTravel’s final intent is to lead to the implementation of a geo-social 
network. We define geo-social network an application that allows its users to show to 
other users their geographical position. Starting from the concept of position, 
MyTravel develops the concept of journey seen as a group of positions ordered 
through the temporal dimension. Users can build a journey simply registering a set of 
positions. 

Obviously, since we are talking about a geo-social network, the user should be able 
to share his/her information quickly and easily. MyTravel provides two ways to insert 
and manage the journeys: we have called these modalities atHome and onRoad, 
respectively. In the first case, users can insert their journeys through the web, 
allowing them to setup an already done journey or one that they would like to carry 
on in the future. In the second case, users aim to share their journey experience in real 
time, while it is happening. It is evident that in the second case the application has to 
support the use of mobile devices such as smartphones. 

Another important application prerequisite is the registration of a timestamp for 
every geo-referenced information, in order to allow the manipulation of both the 
spatial and temporal dimensions. 

The concept of time is necessary to define the interaction between different users 
during their journeys: the simplest question that may arise is “did user1 meet user2, 
since they visited the same place during their journeys?”. 

Taking in account the temporal dimension allows the users to know the current or 
past position of their friends, and to know their future position in the context of 
planned journeys, in order to organize their journeys in accordance to this 
information. 

2.4   Technologies and Tools 

For the development of the project we needed to choose and integrate different 
technologies. An important preliminary step was the creation of a Rich Internet 
Application (RIA) and we decided to develop it using the Java programming language 
and Oracle JEE environment.  

To speed up the design and development process we decided to adopt a 
methodology  [12] [13] [14] and a framework [15] [16] that allow us to realize Ajax-
enabled, full featured applications writing only Java code. The framework, based on 
an extended Model-View-Controller architecture [17] [12], provides elements and 
services to manage the main parts of an application, such as graphical interface 
management, use case lifecycle management and domain objects persistence (Fig. 1). 
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Fig. 1. Overall view of the framework architecture 

Moreover, the framework offers a set of tools and services to manipulate spatial 
data. This set of components is called GeoPack [18] [19] and allows the 
communication between the application domain model and the underlying spatial 
database. 

As the reference DBMS for the application, we chose PostgreSQL 8.4, along with 
the PostGIS spatial extensions [20]. The communication between the framework and 
the database has been implemented using the ORM open-source library Hibernate 
[21] and its optional model devoted to the spatial data manipulation: Hibernate Spatial 
[22]. 

We decided to rely on the Google Maps platform for geographic data visualization 
and tracking features. This choice has been made thanks to the free use granted by 
Google and to the richness and flexibility of the Maps API, which allowed a seamless 
integration of the requested features into the application architecture. 

Another important element needed to complete the application structure is the 
interaction with handheld devices with a GPS device, in order to allow users to 
acquire their position both in spatial and temporal dimensions. Once acquired, the 
spatio-temporal data need to be sent to the server deploying the web application. In 
order to accomplish these tasks we decided to use a PocketPC device, working with 
GpsGate and Netfront browser. We also used the Google Android SDK to develop an 
application that runs on Android devices. 

3   The Development 

In this section, we will show the main elements designed and developed to implement 
MyTravel. The chosen methodology [13] [12] adopts a strong Model-Driven 
approach [16], along with a Use-Case centric flow of analysis [23], that evolves 
seamlessly through design and development. For these reasons, we propose the 
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application Use Case Model, followed by the Domain Model, and explain the 
integration of this model with the components provided by the GeoPack module. 

3.1   The Use Case Model 

The main use cases (UC) that have been defined and implemented are those related to 
the journey management. The most important among others are the spatial-temporal 
data acquisition UC and the UC related to create, edit and manage the journeys and 
attached information, such as points of interest. 

3.2   The Domain Model 

Given the strong MDA [24] orientation of the methodology and the related 
framework, the domain model can be considered the foundation of the entire 
application. In Fig. 2, we show the core elements of MyTravel domain model. 

 

Journey

- Description:  String
- Title:  String

TrajectoryInfo

- Description:  String

TPoint

TemporalPOI

- Description:  String
- Name:  String
- Time:  TimeStamp

User

- ActivationDate:  Date
- Username:  String

GeographicPoint

1 1

1 1

 

Fig. 2. MyTravel core domain model 

The central element of the model is the journey. Every journey is associated to a 
user. In fact we must remember the strong social orientation of the application and 
take into account that almost every information inserted into the system comes from 
MyTravel community. We decided to model the journey as a composition of 
trajectories: in fact we can assume that a journey can be divided into one or more trips 
between two geo-referenced points, which will be respectively the trip starting point 
and the trip end point. The trip itself is then composed by a certain amount of 
intermediate geo-referenced points: we can say, under a geometrical point of view, 
that a trip could be considered as a polyline, and a journey can be modeled as an 
ordered set of polylines, in which the starting point of the first polyline and the ending 
point of the last polyline represent respectively the journey starting point and ending 
point. Another important element that can be noticed in the class diagram is the 
TemporalPOI. Since the points of interest are inserted by users during the tracking of 
their journeys, the spatial dimension alone could be inadequate, so we needed to 
introduce the temporal dimension. We must notice that in the last diagram we cannot 
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find details about the spatial-temporal elements, but can identify two elements, TPoint 
and GeographicPoint, that are colored in a darker tone respect to the others domain 
objects. These elements come from the GeoPack module and provide structures and 
facilities to manage the spatial-temporal features described above. 

 

 

Fig. 3. Business Object hierarchy 

Since the framework adopted during the development of the projects provides 
facilities to realize not only Geographic-aware applications, the meta-model class 
hierarchy starts from BusinessObject which represents the most generic kind of 
domain object and the specializes it enriching the meta-model and adding the features 
need to manage spatial-temporal data (Fig. 3).  
 

 

Fig. 4. The TPoint infrastructure in detail 
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To allow the management of moving points that change their position while time 
passes, the Geopack provides the above infrastructure, which allowed us to model the 
trips without information loss ensuring, at the same time, the use of well-known 
operators between spatial objects, such as Linestrings intersections and length 
calculation (Fig. 4). It is interesting to notice that the GeoPack relies upon elements 
from the Java Topology Suite [25], such as Points and Linestrings. This ensures 
robustness and efficiency during spatial data manipulation, granting at the same time 
compatibility with third-part libraries, such as Hibernate Spatial [22] and RDBMS. 

4   The Prototype 

In this section, we will show the prototype realized during our experience. We can see 
in Fig. 5.5 MyTravel HomePage. The application, as any web application, allows the 
user to register and login. The home page presents a list of Travels sorted by date 
added. Each Travel is described by the traveller photo, the date and the start city and 
the end city.  

 

 

Fig. 5. MyTravel Home Page 

The registered user can insert a new travel or can see a friend’s travel. In Fig. 6.6, 
we show how a user visualizes a journey. In the upper of the page there are the name 
of traveller and travel. The little button on the upper-corner allows the user to choose 
another couple of travel/traveller.  

The principal part of the page is the map, through it the user can see the trajectory 
of a travel and the POI that the user has reported. With a simple click on a Google 
Marker the user can access to an informative section about POI. Here he can find a 
Photo, a description, and in the future version of MyTravel a Rank. The possibility for 
the user to insert a rating for a POI represents an important new feature. 
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Fig. 6. The user can see or insert a travel 

On right of the page, the user can find a descriptive list of a travel, in term of POIs. 
The user can insert POIs using Google Maps in the middle of the page. Each travel 
can be made up of several stages, and each stage aggregates POIs and Trajectories. 
Generally, we might confront the concept of stages with a day trip.  

The web application is not the only way to insert or view a travel, but it can be 
done also through a mobile device application. In the following, we will show the 
Android version of the application.  

 

Fig. 7. Some screenshots of the Android application 

The user, during the travel, can share his/her experience through his/her 
smartphone. In Fig. 7.7, we propose a few screenshots of the mobile application. The 
Android application allows the user to take a photo, add descriptions and share it with 
other users. In this way, users can share the points of interest of their journey in real 
time. Another feature of the MyTravel Mobile app is the tracking option. If the user 
turns it on, during a trip, the app records all the movements of the user and shows the 
route effectively taken: the user can share his path with his friends. If the user agreed 
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to the sharing of his information, the app automatically publishes the journey (the 
path and POIs), on the MyTravel web application. 

Another important feature of the MyTravel Mobile is the integration with social 
networks. In this first version, the application can communicate with Facebook only. 
As shown in Fig. 8.8, when a user registers a POI, automatically the photo and the 
description are published on Facebook and on the MyTravel Web App. 

 

 

Fig. 8. Integration among the web app, Android app and Facebook 

5   Conclusions and Further Work 

The design and development activities carried out during the project described in this 
paper have led to the implementation of a working prototype that has been tested by a 
restricted community of users. The prototype allowed us to validate the technological 
and architectural choices, along with the integration with the tools. Assuming that the 
core element of a geo social network like MyTravel is its own community, the next 
step in the research will be the publication of the application on the internet, in order 
to verify its appeal to the internauts and its robustness and scalability under heavy 
load. 

We are planning to extend the research, and consequently the application, toward 
the integration with other social networks, such as Twitter, in order to enrich the user 
experience and provide, through an information mesh approach, the shared user 
information base, which represents the key of success of such applications. 

Another important task that we will carry on is the integration of other mobile 
device technologies, like iOS and Blackberry, in order to enlarge the candidate user 
base. All these activities will be executed in parallel with the development of new 



 MyTravel: A Geo-referenced Social-Oriented Web 2.0 Application 235 

features, that will involve the enrichment of the domain model and the 
implementation of new operators that can manipulate such a model.  
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Abstract. A relevant issue in Remote Sensing (RS) and GIS is related to the 
analysis and the characterization of Land Use Land Cover (LULC) changes, 
very useful for a wide range of environmental applications and to efficiently 
undertake landscape planning and management policies. The methodology 
described has been applied to a case-study conducted in the area of the Province 
of Avellino (Southern Italy). Firstly, aerial photos and Landsat imagery have 
been classified to produce LULC maps for a fifty-year period (1954÷2004). 
Then, through a GIS approach, change detection and spatiotemporal analysis 
has been integrated to characterize LULC dynamics, focusing on the urban-
rural gradient. This study has shown that LULC patterns and their changes are 
linked to both natural and social processes whose driving role has been clearly 
demonstrated: after the disastrous Irpinia earthquake (1980), local specific 
zoning laws and urban plans have significantly addressed landscape changes. 

Keywords: GIS, Remote Sensing, Satellite imagery classification, Land Use 
Land Cover (LULC) changes, Urban sprawl, Urban/Rural fringe areas. 

1   Introduction 

Monitoring Land Use Land Cover (LULC) changes is fundamental for a wide range 
of environmental applications, especially in the case of natural resource management, 
urban planning or local/regional policy programmes. Therefore, Central and Local 
Administrations require timely and accurate information on existing LULC, that 
conventional survey and mapping methods cannot deliver in the same timely and 
cost-effective way. The design of new techniques for spatial data processing and the 
integration of remotely sensed (RS) imagery (aerial and satellite) with other data 
sources, during the last years, have strongly improved quality, efficiency, timeliness 
and cost-effectiveness of the LULC monitoring process. In this framework, 
Geographic Information Systems (GIS) represent the most significant technological 
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and conceptual approach to spatial data analysis, in order to provide reliable 
information for both planning and decision-making tasks [1]. As a matter of fact, GIS 
techniques are efficiently exploited to analyse the effects of various factors on LULC 
changes: those factors include population density, terrain slope, proximity to roads, 
and surrounding land use. The availability of time-series dataset is fundamental to 
understand and monitor the urban expansion process, in order to characterize and 
locate the evolution trends at a detailed level. Hence, satellite RS technologies give a 
valuable contribution, thanks to their capability to provide both historical data archive 
and up-to-date imagery [2]. In fact, during the last three decades, satellite time series 
as Landsat images have been exploited during several studies [3, 4, 5] to evaluate 
built-up expansion and to assess urban morphology changes. The main goal of those 
studies was the spatiotemporal analysis of LULC dynamics, focusing on urban 
growth/sprawl phenomenon and loss of rural land. The term “sprawl” is often used to 
describe the awareness of an unsuitable development, as a disordered growth of urban 
areas [6]. Sprawl is the consequence of many individual decisions and among the 
possible causes of this phenomenon we can find population growth, economy and 
proximity to resources and basic facilities [7]. 

The case-study described in this paper has concerned the use and the integration of 
RS with GIS techniques for LULC classification and change detection analysis, 
focusing on the urban sprawl/growth phenomenon, especially along urban-rural fringe 
areas. By means of that integration, it is possible to analyse and to classify the 
changing pattern of LULC during a long time period and, as a result, to understand 
the changes within the area of interest. In fact, is well known that the development of 
the urban areas is able to transform landscapes formed by rural into urban life styles 
and to make functional changes, from a morphological and structural point of view [8, 
9]. Historically, urban development (driven by the population increase) and 
agriculture are competing for the same land: cities expansion has typically take place 
on former agricultural use. Just to mention some data, the amount of land consumed 
by urban areas and associated infrastructure throughout Europe was about 800 
km2·year-1 between 1990 and 2000 [10]. Changes in landscape take continuously 
place, with significant repercussions for quality of life and natural habitat ecosystems, 
especially through their impacts on soil, water quality and climatic systems [11].  For 
all those factors, it is very important to recognize the factors that driving the dynamic 
processes of rural-urban areas transformation and to explore their relevance, in order 
to give an efficient effort to sustainable landscape planning and monitoring activities. 

2   Materials and Methods 

2.1   The Case-Study 

The study area is located within the Province of Avellino, in the Campania region 
(Italy). It is characterized by many small towns and settlements scattered across the 
Province; its capital city, Avellino (40°5’55”N 14°47’23”E, 348 m a.s.l., 42 km NE of 
Naples, Total population: 52,700), is situated in a plain called “Conca di Avellino” 
(Fig. 1) and surrounded by mountains: Massiccio del Partenio (Monti di Avella, 
Montevergine e Pizzo d’Alvano) on NW and Monti Picentini on SE. Due to the 
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Motorway A16 and to other main roads (S.S. 7 and S.S. 7bis), Avellino also 
represents an important hub on the road from Salerno to Benevento and from Naples. 

Avellino was struck hard by the disastrous Irpinia earthquake of 23 November 
1980. Measuring 6.89 on the Richter Scale, the quake killed 2,914 people, injured 
more than 80,000 and left 280,000 homeless. Towns in the province of Avellino were 
hardest hit and the Italian Government spent during the last thirty years around 30 
billion of Euros on reconstruction. Consequently to the earthquake and to regulate the 
reconstruction activities, several specific acts, decrees, zoning laws and ordinance 
have been issued: the first one was the Law n. 219/1981 that entrusted the urban 
planning to the damaged municipalities, under the coordination of the Campania 
Region. From 2006 the urban planning issues of Avellino and neighbour areas are 
regulated by two instruments: P.I.C.A. (Italian acronym that stands for Integrated 
Project for Avellino City) and P.U.C. (Master Plan for Avellino Municipality).  

 

Fig. 1. Geographic location of the study area 

Considering this general framework, the analysis here presented pertains to the 
Conca di Avellino area (extended 57,355 ha), in consequence of its particular 
location: a built-up area between the two natural protected zones of Regional Park of 
Partenio (14,870 ha) and Regional Park of Picentini Mountains (62,200 ha). 

2.2   Land Cover Classification 

A multi-temporal set of RS data of the area of interest has been used to study and 
classify LULC [12]. This dataset included: 
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─  Aerial photos: 1954, 1974 and 1990 surveys carried by Italian Military 
Geographical Institute (IGMI); 

─ Landsat images: MSS 1975, TM 1985, TM 1993 and ETM+ 2004 (source: 
Global Land Cover Facility, GLCF, http://glcf.umiacs.umd.edu); 

─ Digital aerial orthophotos 1994 and 2006 (available for consultation and 
visualization at www.pcn.minambiente.it, the National Cartographic Portal).  

Digital image-processing software ERDAS Imagine (v.2010) has been used to 
process, analyse and integrate the spatial data and geographic information so as to 
achieve the above mentioned goals. Further, all the aerial photos, satellite images and 
maps produced have been georeferenced in UTM-33N projection, Datum WGS84, 
using the 2006 orthophotos as thematic and geometric reference. First of all, the 
multi-temporal dataset has required a geometric registration, in order to decrease the 
distortions effects and to reduce pixel errors that could be interpreted as LULC 
changes. Then, Landsat images have been atmospherically corrected by means the 
tool ATCOR for ERDAS Imagine, in order to take into account the variations in solar 
illumination conditions, the atmospheric scattering and absorption: those factors, in 
fact, could cause differences in radiance values unrelated to the reflectance of land 
cover [13]. To mitigate the seasonal effects and uncertainness of inter-annual 
variability, which often lead to errors in change detection, only the imagery acquired 
during the summer period have been used. 

Using as thematic reference the 2006 orthophotos, the earliest information about 
LULC has been extracted from black-white (BW) monoscopic aerial frames taken in 
1954 (1:35,000 flight scale). Then, to obtain information about LULC for the 
1975÷2004 time interval, the Landsat images have been processed and classified [14]. 
Using the supervised approach (Maximum Likelihood Classification algorithm, 
MLC), four classes have been defined: Urban, Woodland, Cropland and 
Grassland/Pasture. In addition to the 2006 orthophotos, 1974 and 1990 aerial photos 
and 1994 orthophotos have been used as a reference material for the classification 
procedures. To evaluate the user’s and the producer’s accuracy, a confusion matrix 
was applied to the classified images [15, 16]: for each Landsat image, the LULC class 
assigned to 256 pixels (selected using a stratified random sample) was visual 
compared with the equivalent area in the aerial frames closer to the same period. The 
overall accuracy values of each classified image are reported in Table 1. 

Table 1. Accuracy assessment for the classified images 

Reference 
Year Classified image Overall Classification 

Accuracy
Overall Kappa 

Statistics 
1975 Landsat MSS 86.72% 0.7478 
1985 Landsat TM 82.42% 0.6863 
1993 Landsat TM 83.20% 0.7060 
2004 Landsat ETM+ 95.70% 0.9285 

After all classification procedures, five different LULC maps have been produced: 
1954 (from aerial photos), 1975, 1985, 1993 and 2004 maps (from Landsat data) [17]. 
The 1975÷2004 maps, originally in raster format (30 m pixel resolution), have been 
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converted into the shapefile (*.shp) vector format, whereas the 1954 one has been 
directly produced into this format. Vector format is more suitable for the change-
detection procedures subsequently carried out, according to the GIS-based approach 
pursued [18]. The advantage of using vector format it’s not only linked to exploitation 
of GIS database capabilities, but also to the ability to manage different LC maps by 
“intersect” and “union” vectorial operation, in order to easily evaluate the amount  of 
change [19]. 

2.3   Change Detection 

Starting from the above described dataset of multi-temporal classified images, the 
process of digital change detection developed has allowed to determine and describe 
changes in LULC between four fundamental time interval periods: 1954÷1975, 
1975÷1985, 1985÷1993 and 1993÷2004. In fact, RS data opportunely processed and 
elaborated, jointly with GIS techniques, are fundamental in change detection tasks to 
monitor the differences of LULC at different times [20]. A lot of change detection 
methods have been proposed [21] and each one presents variations depending on the 
imagery type, final purpose for the change image and the type of change to be 
detected. In the present case-study the approach followed has been the so called 
“Post-classification comparison” [22, 23], that allows to determine the difference 
between independently LULC map in vector format from each of the dates in 
question. This is the only method in which “from” and “to” classes can be calculated 
for each changed feature. The main advantage of this method is to easily create and 
update GIS databases, as class/categories are given, and manage quantitative values of 
each class. In order to efficiently integrate LULC maps and to quantitatively outline 
the dynamic of change in each category, the post-classification method has been 
combined with a GIS approach [24]. According to that approach, by comparing the 
LULC data, it has been possible to directly manage the tables containing the spatial 
information of each class (area, perimeter, etc.) and the information about amount, 
location, and typology of change [19, 25]. The analysis of the dynamics has been 
carried-out comparing each classified map with the successive, in order to determine 
the changes in LULC at different years from 1954 to 2004. To validate this step, the 
accuracy assessment of the above described change detection procedures has been 
performed following the approach proposed by Congalton & Macleod [26]: the error 
matrix normally used for the single-date classification is modified, so that it has the 
same characteristics as the single-date classification error matrix, except that it also 
assesses errors in changes between two time periods and not simply in a single 
classification. Considering the classes defined in this case-study, the single 
classification matrix is 4x4, whereas the change detection error matrix is 16x16 (the 
size of the number of categories squared): this matrix concerns changes between two 
different maps generated at different times (t1 and t2) in assessing change detection 
[16]. Then, the change detection error matrices have been simplified by collapsing 
into no-change/change error matrices: the upper left box reports the areas that did not 
change in either the classification or reference data; the upper right box indicates the 
areas that the classification detected no change and the reference data considered  
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Table 2. No-change/change error matrices for the change-detection technique 

1975÷1985  1985÷1993 1993÷2004 
 NC C Total   NC C Total   NC C Total 
NC 181 56 237  NC 179 54 233 NC 188 34 222 

C 6 12 18  C 9 14 23 C 14 20 34 
Total 187 68 255  Total 188 68 256 Total 202 54 256 
Overall accuracy 75.7%  Overall accuracy 74.5% Overall accuracy 81.3% 

 
changed. Those matrices have been produced for the intervals 1975÷1985, 1985÷1993 
and 1993÷2004 (LULC maps extracted from Landsat data) and the relative values are 
reported in Tab. 2. 

2.4   Spatial Analysis of Land Cover Transformations 

LULC changes are clearly connected to the spatiotemporal growth of urban areas 
[27]. The dynamics are influenced by several social, economic, and political causes. 
The driving factors are various and include the effects of natural environment, 
demography, economy, transportation network, preference (by people) for proximity, 
neighbourhoods, and central/local policies [28]. Those factors are able to produce a 
clustering and localized pattern of urbanization, where new development has tended 
to infill around existing development, as well as a dispersed trend, wherein urban land 
uses increasingly spread out across a metropolitan area. Verburg et al. [29] related the 
physical growth of a city directly to its population growth, as an increase in 
population size that encouraged the agglomeration of businesses and new urban 
development. Moreover, the presence and accessibility of transportation routes force 
patterns of urban growth. To understand the dynamics of the urban sprawl/growth 
phenomenon [30] connected to LULC changes in the land surrounding Avellino, 
different GIS spatial analysis [31] have been performed. To reach this goal, various 
geographic layers have been taken into account: main road network, railway, 
administrative boundaries, Digital Terrain Model (DTM), Census data from the 
ISTAT [32]. Those layers, then, have been combined with the LULC maps produced 
through image classification, by means of spatial overlay functions performed using 
ESRI ArcGIS Desktop (v. 9.2). Analysing and integrating LULC maps with other 
spatial data, it has been possible to produce the GIS layers describing transformation 
and dynamics in consequence of LULC changes. Further elaborations has allowed to 
locate the land areas belonging to the urban-rural gradient and representing the spatial 
location of the urban-rural fringe [33]. In this way, it has been possible to extract from 
all the LULC maps the information about the dynamics of change and, then, to 
produce four transition matrices (1954÷1975, 1975÷1985, 1985÷1993 and 
1993÷2004) of the LULC changes in the study area. The amount of the change for 
each category analysed is given in Tab. 3, in which are reported the relative statistics, 
aggregated for LULC class. The values (in hectares) reported along the diagonal 
express the area of the unchanged LULC types; the other cells contain the 
measurement of the areas that have transformed from a LULC class to another. 
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Table 3. Total LULC changes for the types defined: dynamics from 1954 to 1975 (A), from 
1975 to 1985 (B), from 1985 to 1993 (C) and from 1993 to 2004 (D). Area values in [ha] 

A - Dynamics     
1954÷1975 
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1954 
Urban 893.45 0.00 0.00 0.00 893.45 
Grassland/pasture 28.77 561.88 837.25 159.61 1587.51 
Cropland 342.21 42.06 29347.26 1238.67 30970.19 
Woodland 29.11 23.09 1002.13 21399.38 22453.71 

1975 1293.53 627.03 31186.64 22797.67 55904.86 

B - Dynamics     
1975÷1985 
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1975 
Urban 1256.84 0.00 0.00 0.00 1256.84 
Grassland/pasture 30.06 425.13 137.54 34.48 627.22 
Cropland 1482.36 649.65 28516.42 573.14 31221.57 
Woodland 45.05 162.97 435.72 22155.50 22799.23 

1985 2814.31 1237.76 29089.67 22763.12 55904.86 

C - Dynamics     
1985÷1993 
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1985 
Urban 2754.19 0.00 0.00 0.00 2754.19 
Grassland/pasture 30.35 433.72 622.02 181.78 1267.87 
Cropland 584.30 3.71 27327.98 1193.36 29109.35 
Woodland 21.56 9.61 569.83 22172.45 22773.45 

1993 3390.42 447.04 28519.82 23547.58 55904.86 

D - Dynamics     
1993÷2004 
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1993 
Urban 3321.87 0.00 0.00 0.00 3321.87 
Grassland/pasture 3.50 412.87 12.67 19.65 448.68 
Cropland 1774.19 1101.12 20994.56 4711.31 28581.19 
Woodland 35.19 489.22 907.97 22120.74 23553.12 

2004 5134.75 2003.21 21915.20 26851.70 55904.86 

 
The column on the right sum up the LULC areas at the beginning of all the 

intervals examined, while the last row sums up the LULC areas at the end. Moreover, 
by the selection of the “Urban” LULC features from each map produced through 
image classification, it has been obtained the diachronic expansion of urban areas 
during the period examined. In particular, this information has been compared, via 
GIS analysis, with the other spatial data available. The spatial overlay with the Census 
data, has allowed evaluating the relationship between population growth trends and 
urban expansion during the examined period. Further, following the same approach, it 
has been investigated the relationship between the urban expansion and the terrain 
slope (extracted from DTM) and the interaction with the transportation infrastructure 
getting across the area of interest (buffer analysis). 
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3   Results and Discussion 

Analysing the results coming from the procedures above described, the urbanization 
has considerably modified the LULC of the study area, with significant land 
conversions. Urbanization is a complex diffusion process that is spreading 
dramatically and which affecting rural landscape differently in space and at different 
scales [5]. Figure 2 depicts changes and dynamics of LULC happened during the 
overall period (1954÷2004), while the unchanged areas are blank filled.  In particular, 
during the five decades analysed, the Urban LULC type has almost quintupled 
passing from 901 hectares to 5,140 (from the 1.6% to the 8.6% of the total of study 
area), mostly at the expense of the cropland areas, which have most suffered the 
effects of the expansion of the built-up areas. Woodland and Grassland/Pasture LULC 
types have, instead, shown a relatively lower change rate, although the first one 
category has recorded a valuable 16% increment between the overall period 
1954÷2004 (Tab. 2).  

 

Fig. 2. LULC changes and dynamics within the study area for the overall time span 1954÷2004 

Urbanized areas represent the LULC type with the largest growth rate (Fig. 3): the 
maximum increase has occurred in the period after the year 1985 when reconstruction 
process started in consequence of the 1980 earthquake. In fact, this phase was 
characterized by significantly suburban spreading of some residential and industrial 
areas, leading to attrition process (gradual loss of remaining fragments). Among the 
leading factors able to drive the LULC change, the first to be considered is the terrain 
slope, a physical characteristic of the landscape: flat areas are generally the first to be 
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annexed to urban expansion. So occurred in the study area, where the 78% of new 
development is located in land with a terrain slope between 0 and 10 degrees (Fig. 4). 

Cropland, the largest class at the beginning of the study period, was mainly 
distributed in the lowland area in the centre of the Conca di Avellino and has changed 
the most because of human activities (Fig. 5). It is also possible to partially retrieve 
such reduction of cropland LULC type into the census data achieved from ISTAT  in 
relation to agriculture activities. The last two surveys available (ISTAT General 
Agriculture Census 1990 and 2000) recording a decrease of permanent farming and 
arable areas, with rates of 13% and 55% respectively, and are very useful to 
statistically explain and understand the LULC change detected. Thus, considering the 
data stored into the Table 3 and depicted in Fig. 2, the majority of rural land 
transformed was converted into urban areas, with a valuable loss of cropland. Such 
conversion is mainly located on urban-rural fringe, whose spatio-temporal evolution 
(Fig. 6) has been forced by the sprawl process that interests the study area [7, 34]. 
Urban fringes can be considered as transition landscapes characterized by fuzzy 
boundaries and are very sensitive to the spatiotemporal variations of built-up (due to 
expansion and sprawl) and - in general - to land use changes [35]. The analysis of the 
evolution of those areas represents one of the future research directions utilising, 
among others, VHR satellite images and very detailed digital cartography (scale 
1:5,000) as reference data. 

 

Fig. 3. Expansion of urban areas during the 1954÷2004 period 
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Fig. 4. Spatial distribution of urbanized areas classified according to the terrain slope values (in 
degrees) overlapped to the main contour lines (at 100-meter intervals) 

 

Fig. 5. Rural transformations during the overall period 1954÷2004  



 GIS and Remote Sensing to Study Urban-Rural Transformation 247 

 

Fig. 6. Urban-rural fringe evolution during the overall period 1954÷2004  

 
One of the causes of the variations among LULC patterns is due to the proximity 

of Avellino to other urban centres (Monteforte Irpino, Mercogliano, Atripalda, 
Manocalzati and Montefredane). Those towns, situated in the central zone of the 
study area and placed along the SW-NE direction, are currently in a territorial 
continuity with the main settlement of Avellino: this interaction has given rise, during 
the last years, to the urban sprawl phenomenon highlighted by the above mentioned 
spatial analysis. The growth of urbanized areas is generally related to population 
growth that drives the built-up area to expand [36]. It is possible to identify the sprawl 
by a careful comparison of urbanized area expansion rate and population growth rate. 
Therefore, changes in LULC have been compared whit the demographic data 
achieved from the ISTAT (Fig. 7): while the total population within the study area 
increased by 14.4% between 1971 and 2001, urbanized areas increased by 75.5% 
between 1975 and 2004 (time interval of the RS data comparable with the Census 
data available). In fact, the comparison between 1975÷2004 LULC maps and 
1971÷2001 Census data (ISTAT) clearly indicates that growth rate of urbanized areas 
is always higher than the growth rate of population, during all the time periods 
considered (Fig. 7). In this case, the population displacement was the contributory 
cause of the urban expansion in the area surrounding Avellino: the inhabitants of the 
capital city were 36,965 in 1951, 41,825 in 1961, 52,382 in 1971, 56,862 in 1981 
(ISTAT Census data). 

At a certain moment, between 1981 and 2001 it is possible to observe for Avellino 
Municipality a decreasing trend (55,662 in 1991 and 52,703 in 2001), due to the 
transfer of many people from the main urban settlement to the above-mentioned 
neighbouring towns: the consequence is an “extended” urban area, with around 
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90,000 inhabitants. This remark is corroborate considering the census data from 1971 
to 2001: adjacent Municipalities have demonstrate high growth rates of population 
(i.e., Mercogliano and Monteforte Irpino: +62% and +57%, respectively), instead of 
the above mentioned situation of Avellino. To analyse the relationship between 
population and urban growth, the attention has been just focused to the six 
Municipalities pointed out. Although their extension (1063.15 ha) represents the 
18.5% of the entire study area, around the 40% of the total urbanized LULC type is 
here concentrated (“Central zone”). An useful measure to quantify the sprawl is the 
proportion of the total population in a zone to the total built-up area of the zone itself 
[8]. So, the proportion of population (Census: 1971, 1981, 1991 and 2001) and 
proportion of urbanized area (LULC Maps: 1975, 1985, 1993, 2004) has been 
calculated by dividing respectively population and urbanized area of the two defined 
zone (the “Central zone” and the remaining area) by the total population and total 
extension of the study area. By subtracting the proportion of population from the 
proportion of urbanized area, it has been obtained a result in a range from –1 to 1, as 
shown in Table 4, where negative values indicate population crowding (which may 
cause environmental problems), positive values indicate higher per capita 
consumption of built-up area (that are a sign of a better environmental situation) [30]. 

Table 4. Proportion of urbanized area minus proportion of population 

Reference Year [A] % urbanized [B] % population [C] Proportion ([A]-[B]) 

(Census/LCMap) Central 
zone 

Other 
zones 

Central 
zone 

Other 
zones

Central  
zone 

Other  
zones 

1971/1975 0.40 0.60 0.43 0.57 -0.02 0.02 
1981/1985 0.42 0.58 0.45 0.55 -0.03 0.03 
1991/1993 0.40 0.60 0.46 0.54 -0.05 0.05 
2001/2004 0.38 0.62 0.45 0.55 -0.07 0.07 

 
This urban sprawl is also a direct consequence of the course of the state-road S.S. 

7bis (“Terra di Lavoro”) that, along the SW-NE direction, connects Avellino to 
Monteforte Irpino, Mercogliano, on the West side and Atripalda, Manocalzati and 
Montefredane on the East side, underlining the relation between place of residence 
and place of work [37]. Transportation routes are responsible for the so called “linear 
branch” development [34, 7] and represent a key catalyst of sprawl. 

Urban expansion is also connected to economic growth [38], assuming that there is 
a relationship between people’s economic status, available areas to be built up and 
expansion of urbanized area. To establish this relationship, numerous economic 
parameters can be considered, like per capita income, which however presents the 
disadvantage to average the data. To overtake this problem, it is possible to relate the 
built-up area with the number of working persons only, for the specific reason that 
they are mainly responsible for new construction. Referring to the study area, the total 
amount of workers have been extracted from the last four census data available 
(ISTAT, Industry and services Census: 1971, 1981, 1991 and 2001): these data clearly 
show that the urbanized areas have grown at a similar rate as working persons and this 
factor is probably connected to the special laws [39] promulgate after the 1980 



 GIS and Remote Sensing to Study Urban-Rural Transformation 249 

earthquake (Law n. 219/1981 and later). These laws were the general framework of 
P.I.C.A. and P.U.C. plans, from whose has come the indication to place the areas 
devoted to the industrial use in the northern zone of Avellino. This factor has 
represented another important push to the urban expansion along the SW-NE 
direction, that includes the new industrial estate of Avellino. 

 

Fig. 7. Comparison among urban expansion and population variance subdivided for 
Municipality areas (outlined in red the “Central zone”). The graphs below show the growth rate 
comparisons respectively for population and urban areas. 
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4   Conclusions 

In summary, the results achieved have demonstrated that aerial and satellite imagery 
classifications can be successfully used to produce accurate LULC change maps and 
statistics. The approach pursued was articulated in:  

─ Land cover classification in the Conca di Avellino area (urban, woodland, 
cropland, grassland/pasture) during the period from 1954 to 2004;  

─ Classification and change detection accuracy assessment of maps produced;  
─ Statistical estimation of  the amount of change through ‘‘from–to’’ information 

derived from the classifications maps; 
─ Spatial analysis and LULC dynamics characterization, focusing on urban areas 

change patterns in relation to morphology, transportation network, population 
growth, Population Growth Rate (PGR), etc. 

The present paper is part of a wider research concerning the analysis and 
interpretation of urban-rural gradient at regional scale. After examined the usefulness 
of landscape metric analysis [17], we have analysed the relationship between 
demographic and physical feature with the urban sprawl phenomenon. In accordance 
with other experiences in different areas [36, 40] the present research found that the 
demographic and physical measures of urbanisation can outline some aspects of 
urbanisation that was not captured by the landscape metrics and vice versa. The 
results confirm the capability of multi-temporal RS data to provide accurate and cost-
effective tools to understand LULC changes, through detailed spatiotemporal 
analysis. This approach, applicable to studies at various locations, can be used to 
improve land management policies and decisions [41]. Moreover, it represents a valid 
contribution to land-use planning, especially considering the necessity to cope with 
matters related to the sustainable urban development [42]. Finally, mapping 
periodically the structure of urban growth and the LULC changes via GIS and spatial 
analysis is fundamental to forecast future development and in order to monitor and to 
assess the effectiveness of planning policies [43]. The analysis of the evolution urban-
fringe areas represents one of the future research directions utilising, among others, 
VHR satellite images and very detailed digital cartography as reference data. 
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Abstract. The main purpose of SOLAP concept was to take advantage
of the map visualization improving the analysis of data and enhancing
the associated decision making process. However, in this environment,
the map can easily become cluttered losing the benefits that triggered the
appearance of this concept. In order to overcome this problem we propose
a post-processing stage, which relies on a spatial clustering approach,
to reduce the number of values to be visualized when this number is
inadequate to a properly map analysis. The results obtained so far show
that the usage of the post–processing stage is very useful to maintain a
map suitable to the user’s cognitive process. In addition, a novel heuristic
to identify the threshold value from which the clusters must be generated
was developed.

Keywords: SOLAP, spatial clustering, DBSCAN.

1 Context and Motivation

Most OLAP applications are focused on textual data and numerical measures
even though studies have concluded that 80% of data refer to spatial information
[4]. Consequently, the integration of spatial data within the multidimensional
model was envisaged. Rivest et. al. [23] defined the Spatial OLAP (SOLAP)
concept as “a visual platform built especially to support rapid and easy spatio–
temporal analysis and exploration of data following a multidimensional approach
comprised of aggregation levels available in cartographic displays as well as in
tabular and diagram displays”. The concept of SOLAP emerged from the inte-
gration of the spatial data included either in dimensions (spatial dimensions) or
in fact tables (spatial measures), enabling cartographic displays in the OLAP
applications [23]. This way, thematic maps are produced by using the members
of spatial dimensions and the numerical measures, combining them with the
visual variables [21].

In this new environment for the analysis of spatial data, several benefits have
been mentioned from thematic maps visualization enabled by SOLAP systems:
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better and faster global perception of query results, and the possibility to dis-
cover correlations between phenomena, as detailed in [4].

It is worth to mention that there is a difference in the results that can be
analyzed by an OLAP user compared to a SOLAP user. A typical result of the
former involves one to two dozen lines with the aggregated data. However, the
latter may involve hundreds of lines if the user is interested in the analysis of
data at a lower level of granularity (ex: customer level). If this is the case, and de-
pending on the geographical distribution and the spatial objects’ representation,
a thematic map can easily become cluttered and hard to analyze, as illustrated
in Fig. 1 (where the points are airports locations and the brightness is given by
the value of the numerical measure).

Fig. 1. Example of a cluttered thematic map

A SOLAP user shouldn’t lose the power of maps, so it is necessary to control
the number of results returned to the user. In order to maintain the benefits that
come from map visualization, we propose a post-processing stage, which relies
on a spatial clustering approach, that is applied before the results (maps, data
tables and graphics) are presented to the user.

Our solution takes into account the amount of spatial information to be dis-
played on the map and the possible overlapping between the different represen-
tations. Moreover, it gives to the user the ability to control the existence, or not,
of the post-processing stage. When the post–processing stage is used, the user
can also control the clustering level based on the proposed heuristic to determine
the threshold value used to generate the clusters and perform the clustering pro-
cess constrained by a spatial hierarchy defined in the multidimensional model.
Additionally, this process is query-aware, i.e. takes in account: (i) the type of
spatial objects selected from dimensions (points or polygons); (ii) the numerical
measures and the used aggregation operator; (iii) the semantic attributes and
their relation (of granularity) with the spatial attributes.
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The work developed so far is aligned with the research agenda for Geovisual
analytics for spatial decision support area presented by Andrienko et. al. [2],
since we are dealing with a visualization problem in a spatial decision support
tool.

This paper is organized as follows. Section 2 presents some related work as-
sociated with the area of SOLAP and Spatial Clustering Algorithms. Section 3
addresses the post-processing model proposed in this work to deal with the huge
complexity that can emerge in the analysis of spatial data in a SOLAP system.
Section 4 presents the prototype that was developed to implement the post-
processing model. Section 5 concludes with some remarks about the undertaken
work and some guidelines for future work.

2 Related Work

In this section, we present some of the research literature related to SOLAP and
spatial clustering algorithms.

2.1 SOLAP Concepts and Systems

The integration of spatial data into a multidimensional model adds it two new
main concepts: spatial dimensions and spatial measures. The use of spatial mea-
sures is a widely discussed subject but it is far from having an agreement on
it [17][22][6]. A spatial dimension is a dimension where one or more attributes
are spatial objects. Each dimension can index data at several detail/aggregation
levels. Hierarchies can then be defined using the levels of a dimension. Mali-
nowsky and Zimányi [16] have defined different kinds of spatial hierarchies in
spatial dimensions. In general, the most common hierarchies are those whose
relationships between their members can be represented as a tree, designated
simple spatial hierarchies. For example, the date dimension can have day, week,
month, year as a simple spatial hierarchy.

A SOLAP system should incorporate, according to [23], three main areas:
visualization, exploration and structure of data. For data visualization, the au-
thors argue that cartographic displays should allow adequate exploration of the
geometric component of the spatial data being analyzed (from spatial dimen-
sions members), as well as the use of contextual information. Also, they refer
the need to include statistical diagrams into cartographic displays, such as bar
charts, pie charts, among others, in order to obtain summarized information of
the data being analyzed. This combination of elements, which can be present
in a map, call our attention to the need of maintaining a legible and organized
map. There are more guidelines related to the other two areas, but they are out
of the scope on this paper.

Based on these concepts and guidelines, the SOLAP+ system was developed
[11] [26]. It will be used to implement the post-processing model proposed in
this paper (and detailed in section 3 and section 4). Other examples of SOLAP
tools are described in [5].
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The SOLAP+ framework includes three main components: the map, the sup-
port table and the detail table, as shown in Fig. 2. In the map, thematic maps,
spatial objects and other spatial information are presented to the user. The sup-
port table is used to show the data in an alphanumeric format from which the
map representation depends on. The detail table is a tool that provides to the
user a more in–depth analysis.

Fig. 2. The SOLAP+ interface

There is one line in the support table to each spatial object displayed on the
map (from the query result). This 1:1 relationship is maintained in any situation
and should always be kept. Its purpose is to facilitate the user’s cognitive process
relating the alphanumeric data and their spatial location/representation. The
detail table is used to do drill-down operations on a line of the support table.
As a result, we have n lines in the detail table for each line in the support table.
Further details about the SOLAP+ system can be found in [26].

2.2 Spatial Clustering Algorithms

Clustering is the process of grouping a set of objects into clusters in such a way
that objects within a cluster have high similarity with each other, but are as
dissimilar as possible to objects located in other clusters [18]. Spatial clustering
techniques have emerged to deal with the growing amount of spatial data that
have been stored in spatial databases. Those techniques revealed great potential-
ities in the generalization of the spatial component present in spatial databases,
reducing the number of elements to be observed and represented.
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To uncluttering map visualization in a SOLAP context, a spatial clustering
algorithm should verify a set of requirements. From the mentioned in [15], the
most meaninful, from our point of view, are: (i) no a-priori knowledge, like
the number of clusters, should be required because the request of several input
parameters will turn the application very demanding, from a user point of view;
(ii) the algorithm must be able to quickly process large amounts of data, avoiding
the introduction of high delays in the data visualization process that results from
the proposed post-processing model; (iii) the algorithm should identify groups
with arbitrary shapes since it is expected that real datasets contain clusters with
irregulars shapes.

Despite the high number of existing spatial clustering algorithms, they can be
categorized in four methods [18]: (i) partitioning; (ii) hierarchical; (iii) density-
based; (iv) grid-based.

In the partitioning method, k partitions are created forming k groups of data.
The partitioning is created by attempting to optimize an objective partitioning
criterion, such as the distance between the objects. The number of groups must
be given in advance. The partitioning methods include algorithms like k-Means
[10], k-Medoid (PAM) [14] and CLARANS [20].

In the hierarchical method, a hierarchical decomposition is performed from an
initial dataset. From ahierarchical decomposition results a dendrogramthat shows
the hierarchical structure of clusters. As a result, typically, there is no need to spec-
ify the number groups, yet it is required to set the end condition for the decom-
position process. In this process, a key decision is related to whether the objects
must be, or not, unified. A wrong decision cannot be corrected later on. To over-
come this issue other clustering techniques were integrated with hierarchical algo-
rithms, emerging the multi-phase hierarchical algorithms, including Chameleon
[13]. Other examples of hierarchical algorithms are CURE [9] and BIRCH [27].

Concerning the density-based algorithms, they adopt the straightforward idea
of identify cluster as dense regions of objects that are separated from clusters
with lower density of objects. The main advantage of this approach is the ability
to discover clusters with irregular shapes. Some relevant examples of density-
based clustering algorithms are DBSCAN [8], P-DBSCAN [12] and SNN [7].

Regarding the grid-based method, its algorithms quantize the original space
into a finite number of cells, creating a multi-level grid structure. The clustering
operations are performed on the quantized space. The main advantage of this
approach is its fast processing time, which is typically independent of the number
of data objects as it only depends on the number of cells in each dimension in
the quantized space. Examples of algorithms of this approach are CLIQUE [1]
and WaveCluster [25].

In the context of this work, the partitioning algorithms are not considered
since they require as input parameter the number of clusters. Looking at the grid-
based algorithms, we may have efficient algorithms but they also need several
input parameters, for which no heuristic approach is available to make them
user independent. This is also true for the hierarchical algorithms. Excluding
these three types, remain the density-based algorithms. These algorithms also



258 R. Silva, J. Moura-Pires, and M. Yasmina Santos

require input parameters. However, some studies have been carried out to define
heuristics that estimate the values of the input parameters [8] [24]. Although user
interaction continues to be needed, this paper proposes a novel user independent
heuristic (presented later in section 4).

From the several density-based algorithms, this work adopted DBSCAN. No
benchmarking was carried out to select this algorithm. This selection was only
guided by the fact that there is a variant of DBSCAN to cluster regions (P-
DBSCAN). This is relevant in the context of this work, as we can have spatial
objects represented as points and others represented as regions.

3 Post-processing Model

Given a query in a SOLAP context, the goal of the post-processing model is to
display the data in an organized and understandable way for the user, maintain-
ing the benefits that emerge from map visualization and its advantages to the
user’s analysis. An overview of the defined post-processing model is presented in
Fig. 3.

Fig. 3. The Post-processing model

The first step consists on evaluating if the spatial clustering process should
be applied or not. There are three options: (i) the user does not apply; (ii) the
user does apply; (iii) the post-processing component decides automatically.

For the latter option, a heuristic is needed to make that evaluation. Our main
objective is to ensure proper objects visibility, but the performance should also
be taken into account since the clustering process will introduce a new processing
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time component. This component may introduce a significant time, or not, in
the overall time to display the results. Therefore, a heuristic should compute the
decision, based on indicators about the legibility and the performance. If one
of them is verified, then the post-processing should be performed. The heuristic
used to obtain these indicators should introduce a very small extra processing
time, when compared with the time of the clustering process.

Regardless the spatial clustering algorithm used, the algorithm will be applied
to the real coordinate space (geographical coordinates). The input parameters
are influenced by the zoom level determining a clustering with more or less
clusters. Even if the results are not all displayed, due to the zoom level, the
clustering process is applied to all the input data. In the visualizations, a panning
doesn’t change the clusters as a zooming (in or out) does.

The most common spatial objects associated to spatial attributes are points
(ex: customers locations) or polygons (ex: country administrative divisions). At
this stage, it is necessary to identify the type of spatial object we are dealing with,
as the post-processing model needs to choose the proper clustering algorithm and
the respective distance function. Despite the type of spatial object, the spatial
clustering algorithm should include the requirements presented and discussed in
section 2.

In order to accomplish our goal, we propose two approaches in the post-
processing model: an ad-hoc or a region-based clustering. The first approach
creates clusters without any semantic meaning apart from the geographical prox-
imity among objects. Alternatively, the region-based clustering creates groups
that also consider the geographical proximity, but the groups that can be cre-
ated are constrained by a spatial hierarchy. Therefore, the clustering approach
to be applied depends not only on type of spatial object but also in the selected
approach. Nevertheless, a spatial clustering algorithm is always applied to the
spatial objects.

After the clusters identification, a new representation for each cluster is gen-
erated, decreasing the number of spatial objects that need to be placed on the
map. If a new spatial representation is generated for each cluster, the non-spatial
data should also be aggregated allowing the synchronization between the map
and the tabular display, as it is recommended in [23]. As result, this process
has an important impact in the tabular display, as the data can be presented at
different levels of granularity.

As it was mentioned previously, the post–processing model is query-aware and
it is defined based on the next notation:

– Semantic Dimension (sD) is a dimension where all levels contain semantic
attributes.

– Spatial Dimension (spD) is a dimension with one or more levels that
contain spatial attributes.

– Spatial Attribute (spA) is a spatial attribute of a spD level.
– Semantic Attribute (sA) is a textual or numerical attribute from a sD

or spD.



260 R. Silva, J. Moura-Pires, and M. Yasmina Santos

– Numerical Measure (nM) is a numerical value associated to a fact and
stored in the fact table. The numerical measure associated to an aggregation
operator is represented as nM(aggO).

– Query (Q) defines a representative query. It could have spatial attributes,
semantic attributes and numerical measures. We assume that Q may have
: (i) one or two spA and the corresponding sA(spA); (ii) zero or more sA;
(iii) one or more nM , each one with an associated aggregation operator.

– Spatial Hierarchy (spH) is a simple spatial hierarchy composed by n
levels.

In the following sections, it will be detailed the post–processing model based on
representatives queries.

3.1 One Spatial Attribute: Point

Whenever the query result involves a spatial point attribute, the clustering point
flow of the post-processing model will be performed. For now, we only consider
queries that fit into the following representative query:

Q{spA1, sA1(spA1), nM1(aggO1), . . . , nMn(aggOn)}

This representative query contains one spatial attribute and the associated
semantic attribute, and one or more numerical measures. An example of such
query could be: What is the total amount of carbon dioxide emissions by facilities
that are within 5 Km radius from a city? (where spA1 is the facilities locations,
sA1(spA1) is the facilities names and nM1(SUM) is the corresponding total
amount of the carbon dioxide emissions).

Initially, all spA1 values resulting from Q are extracted and a spatial cluster-
ing algorithm is applied to them. The algorithm result will be the spA1 values
associated to one or no cluster. After that, two actions are performed for each
group: the definition of a new representation and the aggregation of data with
the appropriate aggregation operator, i.e the data must be aggregated using the
aggregation operator associated to each nM .

There are several possibilities to create a new representation, such as: centroid,
center of gravity, convex or concave hull. Each one of them has its advantages in
some specific applications. If we use a polygon solution as a new representation
then it would restrict the number of possible thematic maps that can be created,
since it will be impossible to use the visual variable size to express some attribute
or numerical measure. Therefore, our proposal for a new cluster representation
is to combine a polygon with a point representation. This way, the possibility to
apply the visual variable size is maintained and at the same time the user has
information about the area covered by the cluster. Once it is expected clusters
with arbitrary and irregular shapes, the use of a concave hull algorithm [19],
when compared with a convex hull approach, fits better.

The other approach for clustering point data is the region-based clustering.
This method is very similar to the previous. However, the clusters that result
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Fig. 4. Illustrates how the level to constraint the clusters is computed (level i)

from the spatial clustering algorithm share the spatial attribute value that comes
from the computed level.

Consider that spH is the hierarchy chosen by the user, which must include
spA1. The considered spH levels have to be at a higher level of granularity
compared to the spA1 level and have to be represented by polygons. The level
that constraint the clusters is computed in the following way: the map zoom
levels are divided equally by the hierarchy levels and the resulting level is given
by the mean zoom level as illustrated in Fig. 4. Despite the proposed approach,
the user has the possibility to select it manually.

3.2 One Spatial Attribute: Region

In this section, we assume the same representative query but in this case spA1

values are polygons. A possible query could be: What is the total amount of car-
bon dioxide emissions by counties that have inside at least one protected region?

When the spatial objects are represented by polygons, which cannot typi-
cally overlap, a negative impact on map visualization can arise not only by the
polygons visualization, but also by the visualization of charts or other elements
associated with them.

The flow for clustering polygons is similar to the flow for clustering points.
Initially, all the spA1 values are obtained. Then, it is applied a spatial clustering
algorithm suitable for polygons. Finally, for each group of polygons, a cluster, a
new representation is computed and the data is aggregated in a proper way as
we mentioned in the previous section. In this case, the new representation is the
union of polygons.

New issues arise in the process of clustering polygons. In the clustering of
points, the Euclidean distance or other similar metric is used. Whatever the
distance function is, it is expected the time complexity to be constant. The
same is not true for polygons. A good way to measure the distance between two
polygons is through the Hausdorff distance [3]. Unfortunately, the computation
of the Hausdorff distance is expensive from the computational point of view,
even though there are works that attempt to minimize it, such as [3]. Although
those efforts, there is no work, to the best of our knowledge, that achieved a
constant time complexity.
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To overcome this issue we propose the pre-computing of the distances among
the polygons in the spatial dimensions. When a spatial clustering algorithm is
applied to the query result, only the distances already computed are needed.
Through this solution the time complexity for the distance function goes con-
stant.

3.3 More Complex Queries

So far, we have excluded the semantic attributes from the query. Including the
semantic attributes into the query gives us the following representative query:

Q{spA1, sA1(spA1), sA1, . . . , sAj , nM1(aggO1), . . . , nMn(aggOn)}

An example of a query in this context could be: What is the total amount of air
and water pollutant emissions by counties that have inside at least one protected
region? (where spA1 is the counties polygons, sA1(spA1) is the counties names,
sA1 describe the mean value of the pollutant emissions and nM1(SUM) is the
corresponding total amount of the pollutant emissions).

When we are dealing with semantic attributes we need to consider two distinct
cases: (i) sAi comes from the same spD that spA1; (ii) sAi comes from another
dimension (where 1 ≤ i ≤ j).

In the first case, it is important to look at the level at which both spA1 and
sAi are. If sAi is at the same or at a higher level than the spA1 then there
is only one value of sAi for each spA1. For these cases we introduce a new
constraint to the clustering process: each cluster must share the sAi value (re-
gardless the selected clustering approach). Consider the following representative

Fig. 5. The tabular form after the post-processing stage is applied in first case: a)
without constraint; b) with constraint

query: Q{spA1, sA1(spA1), sAi, nM1(SUM)}. In Fig. 5 the sAi verifies the first
case and suppose that the name1, name2 and name3 forms one cluster and the
remaining values form another. Without the proposed constraint, the correspon-
dence between the values of spA1 and sAi could change after the post-processing
stage as illustrated in Fig. 5a. This restriction was introduced to maintain the
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analysis with the same tabular representation. This way we maintain the 1:1
relationship between the tabular form and the map (Fig. 5b).

In the second case, the post-processing stage applies a straightforward ap-
proach that maintains the relations between the attribute values as depicted in
Fig. 6, illustrating the previous Q.

Fig. 6. The tabular form after the post-processing stage is applied in the second case

In the previous sections we have assumed queries with only one spatial at-
tribute. However, we may have two spatial attributes. In this case, the represen-
tative query is:

Q{spA1, sA1(spA1), spA2, sA2(spA2), . . . , sAi, . . . , nMn(aggOn)}

In [11] it is presented a generic case where there are two spA in the query.
These attributes belong to different spHs but are from the same spD. For these
cases the authors proposed, under some conditions (see [11]), the intersection be-
tween spA1 and spA2. A possible query in this context could be: What is the total
amount of air and water pollutant emissions by counties and watersheds? (where
spA1 is the counties polygons, spA2 is the watersheds polygons, sA1(spA1) and
sA2(spA2) are the respective counties and watersheds names, sA1 describe the
mean value of the pollutant emissions and nM1(SUM) is the corresponding total
amount of the pollutant emissions). These cases also work well in the proposed
approach since the original Q becames similar to a context presented in section
3.2: Q{spA1 ∩ spA2, sA1(spA1), sA2(spA2), nM1(aggO1), . . . , nMn(aggOn)}.

4 Prototype

The SOLAP+ is a generic system that relies on a three tier architecture com-
posed by Oracle as the Database Management System (gives support to spatial
data), a SOLAP server, and a client coupling the OLAP features with maps.
The server was implemented from scratch, in Java, and it is responsible for lis-
tening to client requests, processing them and retrieving the appropriate results.
The client handles all user interaction, data presentation and request genera-
tion. It was implemented in Java Server Faces (JSF) and the communication
with the server is performed based on the XML protocol. Also, it uses Oracle
Maps JavaScript API (to enhance the functionality of the Oracle MapViewer)
in order to support map visualization and interaction.
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Our post-processing model was included in the SOLAP server tier. Also, the
DBSCAN and the P-DBSCAN were implemented and included in this tier. To
the chosen algorithms, the object neighborhood is based on some radius (Eps)
and an object in the cluster has to contain at least MinElements of elements.
Thus, appropriate values for Eps and MinElements need to be identified in or-
der to implement the post-processing model in a user-friendly approach. For the
latter parameter, we follow the formula: MinElements = 2∗Dimensionality−1,
proposed in [24]. For the former we propose a novel user independent heuristic
presented in the next section.

4.1 User Independent Heuristic to Determine Eps

In [24] it is proposed a k.distance function mapping each object to the distance
from its k-th nearest neighbors. Based on these k.distance values it is created a
plot with those values sorted in descending order, called a sorted k.distance plot
where the k value corresponds to the MinElements value (in 2D space k = 3).
That plot gives some hints concerning the objects density distribution.

When choosing an object obj, it is assigned to the Eps parameter the value
k.dist(obj), and all objects at right will be considered as core objects, while the
objects at left are labeled as noise. In this heuristic, the authors proposed that
the user would choose the object at the first “valley”, as illustrated in Fig. 7
obtained from [24].

Fig. 7. Sorted 3-distance plot

However, this heuristic is not user independent. To make the process user
independent we developed a new heuristic. The proposed one aims to find not
only an appropriate value, but more than one value allowing the user to choose
between a result with more or less clusters (for the same map zoom level).

Therefore, we propose a heuristic that searches for “breaks” in the 3.distance
function. It is on the several breaks that the turning points are found, those that
produce clusters with different densities.

The breaks are obtained as follows: initially, the objects are sorted in an
ascending order by the value of 3.distance function. Then, in each iteration,
it is calculated the following δi = 3.distance(obji+1) − 3.distance(obji) and
the average of this value is updated Δi =

∑
0<j<i Δj/i. When δi+1/Δi ≥

α it is considered a break where α is an arbitrary value. In such cases, the
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3.distance(obji) value is stored and the average is initialized to zero. Further-
more, the 3.distance(obji) value will be used as the Eps parameter. At the end
of this process, a set of breaks are obtained, given the breaki value more clus-
ters than the breaki+1. This set must have at least three values to allow the
user to choose between less or more clusters. Otherwise, the previous process
is repeated with a decremented α until the resulting set of breaks verifies the
previous condition. In our implementation, the α value is initialized to three and
it is decremented from one value if the set of breaks has less than three values.

4.2 Demonstration Case

The demonstration case is based in a real data set about pollutant emissions
in Portugal. The relevant information about the multidimensional model can be
summarized as:

1. Contains the spatial dimension: Facility. This dimension includes five spatial
attributes: location, drainage basin, Freguesia, Concelho, Distrito and the
semantic attribute: facility name.

2. The Facility dimension contains the Portuguese administrative divisions as
a spatial hierarchy.

In this demonstration case the data is sliced with respect to three districts.
From Q{facility location, facility name, nM1(SUM)} result, without perform-
ing the post-processing stage, the obtained results are displayed in Fig. 8a.

Fig. 8. The result using clustering ad–hoc approach. The parameters applied are: b)
Eps = 0.050; c) Eps = 0.059; d) Eps = 0.071. The value of MinElements is 3.

Fig. 8 also shows the result obtained after the application of the ad–hoc
clustering approach. In Fig. 8b, Fig. 8c and Fig. 8d are used the Eps values
returned by the proposed heuristic allowing the user to choose between a result
with more or less clusters. These results can be changed if the user is not satisfied
with them. As the user is unaware from the Eps values, he/she only has to drag
the slider to the left (more groups) or to the right (less groups) to change the
detail associated to the results.
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In Fig. 9 is displayed the result of the post-processing stage using the region-
based approach (based on Fig. 8d). The spH chosen is the hierarchy of the
Portuguese administrative divisions. The level computed to restrict the cluster
from the map zoom level is the District level. Also, the partial results of the
support table and the detail table (detailing the Group0 ) are displayed.

Fig. 9. The result using clustering region–based approach with the Fig. 8d context.
The support table is above and the detail table bellow.

For each cluster it is displayed a delimited area that is covered by it. These
areas are computed through the concave hull algorithm that uses as input the
coordinates of the objects that are inside each cluster. The numerical measure
value is displayed through a marker positioned at the cluster centroid (and over
the covered area) that has the same representation of non-clusters markers. The
facilities’ names are not displayed as this information is confidential.

5 Conclusions and Future Work

This paper presented a post-processing model to maintain the benefits that
emerge from map visualization in a SOLAP environment. The post-processing
model relies on a spatial clustering technique to generalize the spatial component,
attached to the SOLAP queries, in order to reduce the number of elements
observable in the map.

The proposed post-processing model attends to balance the amount of spatial
information to be displayed and the possible overlapping between representa-
tions. Additionally, it gives to the user the capability to control the existence,
or not, of the post-processing stage, the level of the clustering process (based on
our novel heuristic to estimate the Eps DBSCAN/P-DBSCAN parameter), and
if the clusters are restricted by a spatial hierarchy. All this data analysis process
in driven by a user specified query. To the best of our knowledge, there is no
other SOLAP system with a mechanism to control the map visualization.
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Future work can be directed to the proper evaluation of the post-processing
model. We envisage two levels of evaluation. First, we should evaluate the spatial
clustering approach to reduce the clutter in the map. Second, we should perform
a comparative evaluation about the novel user independent heuristic face to the
classic heuristic proposed by the DBSCAN authors. Regarding the first level, we
should compare several spatial clustering algorithms in terms of the requirements
discussed in section 2.2 and the quality of the results. Concerning the second
indicator, it can be subdivided into a set of sub indicators that characterize
the quality of the results, such as: number of clusters, average spacing between
clusters, etc. This evaluation should be carried out both with synthetic and real
data sets. Also, the level of users’ satisfaction in the presence and absence of the
post-processing model and the effectiveness of the novel heuristic regarding the
number of generated clusters should be evaluated.

Additionally, future work also includes: the automatic identification of the leg-
ibility and performance indicators to be used by the post–processing component
to automatically decide if the spatial clustering process should be applied or not;
the application of the spatial clustering process based on map representations
(instead real coordinate space); and, finally, the extrapolation of this approach
to other contexts beyond SOLAP, or SOLAP contexts but with spatial measures.
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17. Malinowski, E., Zimányi, E.: Logical representation of a conceptual model for spa-
tial data warehouses. Geoinformatica 11, 431–457 (2007)

18. Miller, H.J., Han, J.: Geographic Data Mining and Knowledge Discovery, 2nd edn.
(2009)

19. Moreira, A., Santos, M.Y.: Concave hull: A k-nearest neighbours approach for the
computation of the region occupied by a set of points. In: GRAPP (GM/R), pp.
61–68. INSTICC - Institute for Systems and Technologies of Information, Control
and Communication (2007)

20. Ng, R.T., Han, J.: Clarans: A method for clustering objects for spatial data mining.
IEEE Transactions on Knowledge and Data Engineering 14(5), 1003–1016 (2002)

21. Rivest, S., Bédard, Y., Proulx, M., Nadeau, M., Hubert, F., Pastor, J.: SOLAP
technology: Merging business intelligence with geospatial technology for interactive
spatio-temporal exploration and analysis of data. ISPRS Journal of Photogram-
metry and Remote Sensing 60(1), 17–33 (2005)

22. Rivest, S., Bédard, Y., Proulx, M.J., Nadeau, M.: Solap: a new type of user inter-
face to support spatio-temporal multidimensional data exploration and analysis.
In: Proceedings of the ISPRS Joint Workshop on Spatial, Temporal and Multi-
Dimensional Data Modelling and Analysis (2003)

23. Rivest, S., Bédard, Y., March, P.: Towards better support for spatial decision-
making: defining the characteristics. Geomatica, the Journal of the Canadian In-
stitute of Geomatics 55(4), 539–555 (2001)

24. Sander, J., Ester, M., Kriegel, H.P., Xu, X.: Density-based clustering in spatial
databases: The algorithm gdbscan and its applications. Data Mining and Knowl-
edge Discovery 2(2), 169–194 (1998)

25. Sheikholeslami, G., Chatterjee, S., Zhang, A.: WaveCluster: a wavelet-based clus-
tering approach for spatial datain very large databases. The VLDB Journal 8(3-4),
289–304 (2000)

26. Silva, R.: SOLAP+. Master’s thesis, FCT / UNL, João Moura-Pires (superv.)
(October 2010)

27. Zhang, T., Ramakrishnan, R., Livny, M.: BIRCH: an efficient data clustering
method for very large databases. In: SIGMOD, pp. 103–114 (1996)



B. Murgante et al.  (Eds.): ICCSA 2011, Part I, LNCS 6782, pp. 269–283, 2011.  
© Springer-Verlag Berlin Heidelberg 2011 

Mapping the Quality of Life Experience in Alfama:         
A Case Study in Lisbon, Portugal 

Pearl May dela Cruz, Pedro Cabral, and Jorge Mateu 

Instituto Superior de Estatística e Gestão de Informação, ISEGI,  
Universidade Nova de Lisboa, 1070-312 LISBOA, Portugal 

Departament de Matemàtiques, Universitat Jaume I, 
Campus Riu Sec 12071 Castellό, Spain 

pearlmayd@yahoo.com, pcabral@isegi.unl.pt, 
mateu@mat.uji.es 

Abstract. This research maps the urban quality of life (QoL) in Alfama, Lisbon 
(Portugal) through objective and subjective measures. A survey of 69 
respondents and locations of social services were gathered suggesting the 
subjective and objective QoL respectively in the physical, economic, and social 
domains. The relationship between the two measures is examined using 
correlation analysis. It was determined that the association between them is 
weak and not significant, which could have been caused by the geographic scale 
and the sample size. These two factors also affected the spatial autocorrelation 
check implemented to the 15 subjective indicators using the Moran’s I test. Out 
of 15, only 3 indicators were spatially autocorrelated. These 3 indicators were 
interpolated using Ordinary Kriging (OK). The rest is interpolated using the 
Voronoi polygon. All 15 prediction maps were used to create the overall 
subjective QoL using Weighted Sum procedure.  

Keywords: Spatial Prediction Methods, Ordinary Kriging, Weighted Sum, 
Voronoi Polygon, Moran’s I Test, Quality of Life. 

1   Introduction 

Quality of Life (QoL) is a multifaceted concept that has been a significant feature in 
research. Numerous authors focus their attention in establishing its definition and how 
it can be measured ([1]; [2]; [3]; [4]; [5]; [6]; [7]). In fact, [4] noted that it has been an 
explicit or implicit goal from an individual to the world.  

QoL in urban areas is increasingly recognized by planners in assessing the urban 
environment. This is one of the major objectives of urban policies; create a better 
quality of life for the residents. As the level of urbanization has been increasing 
relentlessly at least in one part of a country, certain to transpire are its positive (i.e. 
employment creation) and negative aspects (i.e. growing issues of disorder, 
environmental degradation) that tend to influence the quality of life of residents. A 
rising need of QoL evaluation is on the mark.  

Based on the worldwide Mercer 2010 Quality of Living Survey, Lisbon, the capital 
and the wealthiest part of Portugal, ranked the 45th out of 420 cities. Mercer (2010) 
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defines Quality of Living based on indicators that are ‘objective, neutral and 
unbiased’. QoL on the other hand, may also include subjective indicators based on 
people’s perceptions and opinions. In this study, QoL is defined as a measure of 
objective and subjective features of life. The former involves concrete objects such as 
employment, level of education, family income and other physical, social and 
economic aspects that are quantifiable in nature; while the latter involves background 
perception of QoL based on personal and life history, attitudes, goals in life and 
emotional and physical well-being [8]. 

With Lisbon covering an area of 84.8 km2, variability across the city exists. This in 
turn led to an interest to study Alfama which is described as a poor neighborhood. 
The main purpose is to assess the urban QoL in Alfama using objective and subjective 
QoL measures. Two null hypotheses are formulated prior to the study; that there is no 
linear relationship between objective and subjective QoL measures, and that 
subjective QoL measures are not spatially dependent. Consequently, the relationship 
between objective and subjective QoL measures are determined, and if the latter 
measure is spatially autocorrelated. The subjective indicators which have high 
priorities for each domain (physical, social, and economic) given by the respondents 
are also identified.  

2   Study Area 

Alfama is one of the districts of Lisbon that has no clearly defined boundaries, 
identifiable based on living standards, local characteristics, or structural morphology. 

In this case, since it has no clearly defined boundaries, only the two civil parishes São 
Miguel and Santo Estevão were included in the study, covering most parts of Alfama, 
see Fig. 1. The two parishes in this case are assumed to be equivalent to Alfama.  

Alfama is known for its exceptional structural morphology due to its labyrinth-like 
narrow streets. It is recognized as the oldest district in Lisbon. But other than these 
distinctive characteristics, it is described to cater poor neighborhood. It has poor 
housing conditions where numerous are abandoned. The 2001 statistics shows that out 
of 655 building, 363 were already built before 1919. Although Alfama is a priority 
area for rehabilitation and urban renewal, degradation of houses is insurmountable 
and further rehabilitation is of great need.  

With a total area of 254,593.4 m2, it has a population of 3,726 as of 2009. It has a 
relatively old population to which 1,089 of the inhabitants have ages of 65 years and 
up. Concerning Alfama’s educational attainment as of 2001, inhabitants of 3,188 were 
in the following categories: “don’t know how to read and write”, completed 1º/2 º/3 º 
cycles of basic education or secondary education, signifying poor level of education.  

Although with these dismal features, Alfama is one of the tourist attractions in 
Lisbon with several places to visit such as viewpoints (i.e. Miradouro de Santa Luzia), 
churches (i.e. Cathedral Sé de Lisboa), and various shops and Fado restaurants.  It is 
also close to Lisbon commercial center that makes it in close proximity to trams, 
buses, metro and train stations. On the contrary, inside Alfama is the opposite. The 
central area is in fact not accessible by vehicles due to its narrow streets. These 
ambiguities and contradicting conditions of Alfama make it interesting as a study area 
for QoL assessment. 
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Fig. 1. Study area- Alfama 

3   Data and Methods 

3.1   Data 

Two types of data were collected during the fieldwork, namely subjective and 
objective data. The former was gathered using a residential survey, which represented 
the perceptions of respondents towards the pre-selected 15 indicators of QoL (Table 
2), abstracted using the Likert scale [7]. These 15 indicators/variables were grouped 
into three domains, the physical, social, and economic domains that are used for the 
creation of overall QoL map. The latter was provided through the GPS collection of 
service locations within and close to Alfama. These service locations were grouped 
together, which formed a total of 11 objective variables, see Table 1. The distances of 
these 11 groups of services from the respondents’ residences were then established. 
The two types of data were tested for correlation, which determines the inclusion or 
exclusion of objective data in the creation of QoL map. The open-source software 
QuantumGIS (http://www.qgis.org/) and R (http://www.r-project.org/) are used 
simultaneously for the correlation, spatial autocorrelation, and spatial prediction 
analyses.  

3.2   Correlation 

A test of correlation is performed in the pursuit to interpolate QoL. It is a degree of 
relationship between two or more variables and represented using the correlation 
coefficient. The Spearman’s rho is used to detect inter-correlations between subjective 
variables since these variables are ordinal and Spearman’s rho is good for ordinal 

data. The formula (1) illustrates this correlation where sr is the Spearman’s rho, 2D  

is the squared differences between ranks, and N is the number of cases [9]. 

Lisbon

Portugal
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The Polyserial correlation on the other hand is used to correlate objective and 
subjective variables since it is good for correlating a continuous variable with an 
ordinal one, and a certain degree of precision is needed. The formula is taken from the 
work of [10].  

Significance testing is done to determine the statistical significance of the 
Polyserial correlation; that it occurs not by chance. With the hypotheses established 
previously and a significance level (α-level) set to 0.05, a p-value lower than 0.05 
means the rejection of the null hypothesis (no linear relationship between objective 
and subjective data).  

3.3   Spatial Autocorrelation 

The variables are also tested for spatial autocorrelation, which determines the patterns 
of the values collected at locations [11]. It is calculated using the formula of Moran’s 
I test (2). 
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The formula consists of iy  which is the ith observation, y  which is the mean of the 

variable of interest, and ijw , which is the spatial weight of the link between i and j .    

3.4   Spatial Prediction 

Selecting the spatial prediction method used for each indicator is based on the 
modified decision tree (Fig. 2) of [6]. The Voronoi polygon is integrated in the model 
for non-spatially autocorrelated variables since it does not take into account 
neighborhood values (Costa, verbal communication, December 14, 2010). Since no 
correlations were found and only 3 variables were spatially autocorrelated, the 
Voronoi polygons and Ordinary Kriging (OK) are used for interpolation.  

Voronoi polygon is used for the 12 non-spatially autocorrelated variables. It is the 

resulting area from a Voronoi diagram. In mathematical terms, say is  is the nearest 

point from s  or vice versa, the relation between is defined by formula (3) below [14]: 

( ) .},{ niii IjIjforxxxxxsV ∈≠−≤−=  

where n is the finite number of points in the Euclidean plane, assumed to 
be ∞<≤ n2 ; x is the Cartesian coordinates or (location vectors); and p is the n 

points to which the Euclidean distance from s to is  is given by  

(2) 

(3) 
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Fig. 2. Spatial Prediction Method Decision Tree [13] 
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The Voronoi diagram then created by s  is illustrated below (5): 

( ) ( ) .},...,{ ni sVsV=ν  

Ordinary Kriging (OK) is used for the 3 variables proven to be spatially 
autocorrelated. Since a variogram model is needed for this, a sample variogram is 

created, which is an estimate of the variogram using the hN  sample data pairs ( )isZ , 

( )hsZ i +  for a number of distances jh  by formula (6) [12]. 

( ) ( ) ( )( )∑
=
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,
2

1~γ̂  

The variogram composed of the values of range, sill, and nugget is created by fitting a 
parametric model to it and fitted in the sample variogram. Since no variograms are 
created with a pure nugget effect, OK is used for the interpolation.  

OK assumes an unknown constant trend and a known variogram, assuming mean 
and covariance stationarity and a normal distribution of values. It is based on the 
formula (7): 

( ) ( ) .ssZ εμ ′+=  

Correlated Not correlated 

Not correlated Correlated 

Not correlated Correlated 

Linear 
regression model 

Spatial autocorrelation of 
residuals 

Regression-
kriging (GLS) 

Correlation Analysis 

Environmental 
Correlation 

Spatial autocorrelation 
of variables 

Ordinary kriging IDW 

>1 parameter Pure nugget effect 

Cross Validation 
Cross Validation 

SPATIAL PREDICTION 

Variogram 
analysis 

Voronoi 
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(4) 

(7) 

(5) 

(6) 



274 P.M. dela Cruz, P. Cabral, and J. Mateu 

where μ is the constant stationary function (global mean) and ( )sε ′  is the spatially 

correlated stochastic part of variation [6]. With formula (7) as the base model, the 
prediction is done using formula (8): 

( ) ( ) .)(ˆ
1

00 i

n

i
iOK ssws Ζ⋅=Ζ ∑

=

 

where wi are the kriging weights [6]. 
The OK results are cross-validated to check the quality of maps, which works by 

producing two sets from dividing the data set consisting of the modeling set and 
validation set. The former is used for variogram modeling and kriging on the 
locations of the validation set, and the validation measurements are compared to their 
predictions [12]. The cross-validation (CV) method used is the leave-one-out, which 
uses each sampling point to determine the accuracy of prediction. Each sampling 
point is evaluated against the whole data set [13]. If the CV residuals are small, and 
the mean is close to zero and no evident structure [12], then it means the prediction 
performed is relatively accurate. The z-score of validation that takes into account the 
kriging variance (standardized residual) is also obtained to determine the performance 
of the variogram model in predicting the variables. If the z-score shows a mean and 
variance close to 0 and 1 respectively, it means that the variogram is correct. 
Otherwise, other factors such as anisotropy and nonstationarity might have not been 
considered. The z-score is calculated using formula (9): 

( ) [ ]( )
[ ]( ) .

ˆ

ii

iii
i s

szsz

σ
−

=Ζ  (9) 

where [ ]( )ii sẑ  is the cross validation prediction for is , and [ ]( )ii sσ  is the kriging 

standard error. 

3.5   Weighted Sum 

Using all prediction maps for the 15 QoL indicators using Voronoi polygons and OK, 
four maps are produced. These are the Physical, Social, Economic, and Overall QoL 
maps of Alfama. The Multi-Criteria Decision Method (MCDA) method called 
Weighted Sum is used; a way to transform the variables relative to its importance, by 
using ‘weights’ that are scaled, see formula (10) [15]: 

.2211 mmsumweighted JwJwJwJ +⋅⋅⋅++=  

where ( )miwi ...,,1=  is the weighting factor for the ith objective function, and 

J are the variables. Note that the weights are acquired from the survey in which a 
column in the questionnaire is allocated for the scale of priority of respondents for 
each indicator and each domain and hence, the weights are subjective and relative to 
each indicator or each domain. These weights are normalized to get a sum of 1 for 
each domain and for the overall QoL.  

(8) 

(10) 
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4   Results 

4.1   Survey Statistics 

A total of 69 surveys for the subjective data were considered for analysis to which the 
respondents’ residences are GPS located. There are 25 females and 44 males; most of 
them are ‘Clerks and related workers’ and ‘Retired’, with total individuals of 23 and 
16 respectively. Respondents of 50 are also in the categories of ‘did not study’ or 
completed basic or secondary education, implying low educational attainment despite 
the age range of mostly 20-55.  

The service locations on the other hand which represents the objective data were 
collected within and close Alfama. A total of 310 points were collected showing that 
only within the study area, 85 restaurants, 15 mini-markets, 4 bus and tram stops, 24 
high and low-order shops, and other services were found, illustrating the touristic 
Alfama. On the contrary, based on the 2001 statistics, Alfama is said to be suffering 
from poverty with 58.6% of the residents having no economic activities.  

4.2   Correlation  

No significant correlations were found between objective and subjective QoL measures, 
see Table 1. It illustrates that the Polyserial correlations betweenn the 4 subjective 
physical indicators against the 11 objective variables show that p-values above 0.05 are 
obtained. Note that due to numerous indicators considered, not all results are shown in 
the paper including results from the Social and Economic indicators.    

Table 1. Polyserial Correlation of Physical Indicators 

Objective Subjective 
Street 

cleanliness 
Car circulation Parking space Green Space Distance from 

a nearest 
service Rho P-value Rho P-value Rho P-value Rho P-value 

Recycling 
bins 

0.06 0.128 0.09 0.126 0.04 0.128 -0.05 0.130 

Parking lots -0.04 0.128 0.08 0.129 <-0.0 0.130 <0.0 0.131 
Police 
stations 

0.10 0.126 0.02 0.131 0.01 0.129 0.06 0.128 

Recreational 
centers 

0.05 0.127 0.26 0.119 0.07 0.127 0.05 0.127 

Markets 0.18 0.123 0.16 0.125 -0.13 0.125 <0.0 0.129 
Urban open 
spaces 

0.10 0.126 -0.02 0.128 0.02 0.127 0.09 0.128 

Main streets -0.02 0.128 0.23 0.119 -0.02 0.128 -0.10 0.130 
Transport 
facilities 

-0.03 0.127 -0.16 0.124 -0.10 0.126 -0.10 0.128 

Restaurants  0.13 0.125 0.20 0.12 -0.26 0.118 0.09 0.128 
Institutions -0.01 0.128 -0.16 0.124 0.04 0.128 0.33 0.112 
High and low 
order shops 

0.07 0.127 -0.07 0.126 -0.12 0.124 -0.02 0.129 
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The Spearman’s rho results on the other hand, which are used to detect inter-
correlations among the 15 subjective variables shows relatively moderate to high 
correlations with 9.4% of them having correlation coefficients higher than 0.40.   

4.3   Spatial Autocorrelation and Spatial Prediction Maps 

Out of the 15 subjective indicators, only 3 were spatially autocorrelated, highlighted 
in Table 2. These are Safety at Home, Public Transport Facilities Accessibility, and 
Recycling Bin Accessibility, which were interpolated using OK. The rest was done 
using Voronoi polygon.  

The 12 non-spatially autocorrelated variables were predicted using the Voronoi 
polygon. Fig. 3 shows four of these maps under the Physical domain. Note that all 
maps in Fig. 3 were on a Likert scale with red areas meaning “extremely poor” and 
green areas meaning “excellent”. Fig. 3 illustrates that the variable Street Cleanliness 
gained better assessment out of the other 3 variables. The variable Availability of 
Green Space on the other hand is largely poorly assessed.  

Table 2. Moran’s I Test for the 15 subjective indicators 

Subjective Indicator Moran's Index P-value 
Physical Domain 

Street cleanliness -0.075618 0.453490 

Car Circulation 0.084046 0.226065 
Parking Space 0.040147 0.500866 

Green Space 0.029617 0.584764 
Social Domain 
Safety at Home 0.209053 0.005651 
Safety at Streets 0.107389 0.134920 
Health Care center Accessibility -0.082397 0.405184 

Supermarket Accessibility -0.056243 0.608571 
Public Transport Facilities Accessibility 0.215310 0.004544 

Recreational Center Accessibility 0.027370 0.606232 
Recycling Bin Accessibility 0.234164 0.002270 
Neighborhood Interaction -0.084477 0.388314 
Economic Domain 
Level of Education 0.020318 0.664140 
Affordability of Housing Cost -0.011197 0.965526 
Housing Quality 0.102984 0.147231 

The experimental variograms necessary for OK are given in Fig. 4, showing that 
Safety at Home fits better with an Exponential model, a partial sill of 0.099, and a 
range of 12. The Public Transport Facilities Accessibility uses also an Exponential 
model with a partial sill of 0.0437, and a range of 26. The Recycling Bin Accessibility 
on the other hand fits better with a Spherical Model and a partial sill of 0.258, and a 
range of 38. All three models use 0 nuggets. 
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          (a)                              (b)                              (c)                             (d) 

Fig. 3. Voronoi Polygons for Physical Indicators (a) Availability of Car Parking Space with the 
Parking Lot Location (b) Street Cleanliness with Recycling Bin Locations (c) Availability of 
Green Space with Urban Open Space Locations and (d) Car Circulation.  

 

                      (a)                                         (b)                                         (c)                            

Fig. 4. Experimental Variogram Models for (a) Safety at Home (b) Public Transport Facilities 
Accessibility and (c) Recycling Bin Accessibility 

 

      (a)            (b)                                        (c)   

Fig. 5. Ordinary Kriging for (a) Safety at Home (b) Public Transport Facilities with Transport 
Stop Locations (c) and Recycling Bin Accessibility with Recycling Bin Locations 

 
The three experimental variograms were used to create the OK for the variables in 

Fig. 5. Note that all have similar definition of scale with 1 indicating “extremely 
poor” and 5 indicating “excellent” assessments. Fig. 5a shows a relatively average 
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Safety at Home with above average assessments on the north and northeastern parts of 
the study area. Some random extremely poor areas also exist in the northwest and 
northeast. This means that the residents feel unsafe in these areas. Fig. 5b which 
illustrates the Public Transport Facilities Accessibility shows an above average 
assessment. Some extremely poor areas are in the northwest, and average and 
excellent assessments located in the northwest and in the south respectively. Fig. 5b 
shows that transport accessibility in Alfama is comparatively good. Fig. 5c on the 
other hand shows contradicting area assessments. With mostly average assessments, 
extremely poor and excellent areas exist together.  

 

                     (a)                                          (b)                                         (c) 

Fig. 6. Cross-validation for (a) Safety at Home (b) Public Transport Facilities (c) and Recycling 
Bin Accessibility 

Table 3. Cross-validation summary results for (a) Safety at Home (b) Public Transport 
Facilities (c) and Recycling Bin Accessibility 

 Prediction Prediction 
Variance 

Observed 
Values 

Residual Z-score 

Safety at Home 
Min. 1.705 0.02796 1.000 -2.42358 -10.056 

  Mean 3.222 0.08013  3.232 0.01018 0.01915 
Max. 4.088 0.09329 5.000 1.90268 6.38808 

Public Transport Facilities 
Min. 2.440 0.009422 1.000 -2.35904 -11.301 
Mean 3.681 0.038150 3.681 0.000343 0.009 
Max. 4.682 0.051803 5.000 1.870253 8.942 

Recycling Bin Accessibility 
Min. 2.356 0.02796 1.000 -2.18341 -9.1994 
Mean 3.160 0.08013 3.116 -0.04447 -0.0822 
Max. 4.705 0.09329 5.000 2.06028 8.07613 

 
The CV is done for the three OK prediction maps. Fig. 6 shows the CV residual 

maps to which the size of the points denotes the size of the residuals (i.e. the 
difference between original and predicted value. The green and red points indicate 
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under and over-prediction respectively. Table 3 on the other hand shows the CV 
summary results for Fig. 6 which includes the prediction, prediction variance, 
observed values, residuals and z-score. Fig. 6a shows that the Safety at Home has the 
highest over-prediction residual of -2.42358 (Table 3a). Fig. 6b on the other hand 
gives better mean and z-score of 0.0003426 and 0.009 (Table 3b) respectively since it 
is closer to zero. Fig. 6c provides the highest under-prediction and z-score of 2.06028 
and -0.0822 (Table 3c) correspondingly.  

4.4   Weighted Sum 

Fig. 7a which shows the Economic QoL formed from the weighted sum of 3 indicator 
maps shows below average assessment. It means that the majority of respondents 
perceive that the Economic QoL of Alfama is poor. Fig. 7b on the other hand 
illustrates good assessments with mostly average to above average Social QoL, 
formed from the weighted sum of 8 indicator maps. Some below average to extremely 
poor areas are also found in the north and northwest. Fig. 7c which shows the 
Physical QoL created from the weighted sum of 4 indicator maps, illustrates the worst 
evaluation compared to Economic and Social QoL. It shows large areas of below 
average and extremely poor Physical QoL. The Overall QoL in Fig. 7d, which is 
formed from the weighted sum of the 3 previous domain maps, show roughly below 
average to average assessment. It means that the Overall QoL of Alfama is poor based 
on the indicators considered and assessed by the respondents and needs further 
growth. 

 

                   (a)               (b)                                     (c)   

 
                                      (d) 
Fig. 7. Weighted Sum results for (a) Economic QoL (b) Social QoL (c) Physical QoL and (d) 
Overall QoL 
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5   Discussion and Conclusion 

Similar to existing studies, the objective and subjective QoL measures have weak 
correlations. The significance testing resulted also to non-significant polyserial 
correlations. This however does not mean that correlations are equal to zero. It is just 
that based on the data, the study cannot tell whether they are different from zero. 
Remember the dictum “Absence of evidence is not evidence of absence [16]. 
Assuming that a Type II error (when the null hypothesis is accepted when in fact it 
should have been rejected) occurred in the hypothesis testing, several problems may 
have taken place. First is the sample size. With time limitation, only 69 respondents 
are collected, which is not even half of the mean sample size of 337 computed with a 
confidence level of 95%, a confidence interval of 5.1, and a total population of 3,726. 
Note that even more samples are necessary for spatial prediction. Enough and well-
distributed samples are needed since larger sample size would mean smaller 
confidence interval, higher statistical power, and more reliable estimates.  

Another problem is the issue of geographical scale. Costanza et al. [4] stated that 
choosing the scale is a matter of constructing the objectives in relation to identifying 
the composites and structures. They suggested that the focus should be on larger 
spatial regions or longer temporal scales to find statistical ensembles for which 
observations become more regular. They asserted that “moving between scales trade 
off the loss of heterogeneity for the gain of predictability”. It means that the average 
within a large area is more precise than prediction at many locations. Although QoL 
assessment in small area such as Alfama is not a problem, precision of prediction is 
still affected since heterogeneity increased especially with the small sample size 
available. Notice that the Voronoi polygon maps in Fig. 3 and OK predictions in Fig. 
5 show as well the objective data locations. These maps particularly the subjective 
Street Cleanliness (Fig. 3b), Safety at Home (Fig. 5a), and Recycling Bin 
Accessibility (Fig. 5c) somehow show visual correlation with the objective data, the 
closer the objective data (service locations), the better the subjective assessment. This 
on the other hand is affected by the heterogeneity of the answers and/or noises 
included in the analysis.  

Particular problem on subjective QoL measurement also existed in the study. Aside 
from the fact that people have different criteria, scale of measurement and abrupt 
altering of answers, validity doubts also transpired in the experiment; a problem 
where questions in the survey may have suggested responses that are different to what 
the author has in mind [17]. Adding the fact that the survey is conducted in 
Portuguese, which is not the local language of the interviewer, communication was 
restricted. This however, does not mean that subjective QoL measure is unreliable and 
invalid since experimental studies such as of [18] suggested that population levels of 
life satisfaction were consistent.  

Assuming that the results are true; that there is no significant correlation between 
objective and subjective QoL, it actually follows results of existing studies. This 
means that subjective measure has dissimilar criteria as compared to the objective 
measure. They are not comparable in this case. The Spearman’s rho inter-correlation 
between subjective indicators also suggested similar results with existing studies since 
9.4% of it gets at least 0.40 coefficient; indicating stronger correlation than between 
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objective and subjective indicators. For the spatial autocorrelation on the other hand, 
similar problems were experienced akin to correlation.  

The results for Voronoi polygon showed effectively the outliers and homogeneity 
or heterogeneity. It also visualizes abrupt change in the values giving a discontinuous 
surface, which is not realistic. The OK on the other hand shows continuous surface 
since it considers neighboring values in the prediction. The CV resulted to mean 
residuals and variances roughly close to 0 and 1 but elevated values of under-and 
over-prediction. This however does not mean that the variogram model is wrong. It 
can also be due to reasons such as anisotropy or nonstationarity that are not 
considered in the study, which are highly possible to exist in the data. Variogram 
model might also be improved by experimenting on the values of cutoff and lag 
distance for experimental variogram, and partial sill and range for semivariogram. 

In the Physical Domain, the Car Circulation, Availability of Car Parking Space, 
and Green Space indicators follows the objective condition of Alfama since it is 
characterized by narrow streets impassable by vehicles, and roughly no space for 
parking or green areas. Street Cleanliness on the other hand shows better assessment 
since objectively, street cleaning schedule provided by the Municipal Office exists. In 
general, the Physical QoL of Alfama gets the worst assessment out of all the domains 
since the comprising indicators are also poorly assessed. 

Given that the Social domain consists of 8 indicators, 3 out of 8 prediction maps 
were shown in the paper. OK predictions on Safety at Home, Public Transport 
Facilities Accessibility, and Recycling Bin Accessibility somehow show consistencies 
with the objective data; that the closer the objective data, the higher the assessments 
are. 

The prediction results for the indicators of Economic Domain are not shown in the 
paper. Nevertheless, the map in Fig. 7a illustrates poor assessment, which follows the 
2001 statistics of Alfama that the level of education, residents’ economic activities, 
and housing quality, which are the indicators comprising this domain, are in poor 
conditions. 

The overall QoL of Alfama, which is the combination of Physical, Economic, and 
Social domains shows below average to average assessments. The Physical and 
Economic domains mainly contributed to this poor assessment result, following the 
2001 statistical description of Alfama that physical and economic conditions in 
particular need total improvements for the QoL development of the residents. 

In general, QoL changes over time and thus, is only a depiction at a particular time. 
QoL is an intricate concept to which an actual definition and measurement are yet to 
be disputed. Continuous research particularly experimental studies are needed to 
explore and confirm existing theories and establish concrete methodology for QoL 
measurement. 

6   Future Work and Recommendation 

For future work, multiple correlations might improve the relationships between 
objective and subjective QoL. After using the entire samples, reduction of noises seen 
might also be done to determine if weak correlations were caused by these noises, 
which were included in the study due to lack of samples. Experimental and 



282 P.M. dela Cruz, P. Cabral, and J. Mateu 

semivariogram models might also be improved by playing with cutoff and lag width, 
and sill and range respectively. Note that increasing or decreasing these parameters 
would also have consequences (i.e. decreasing lag width increase the detailed 
estimates but increasing as well the noise). Considering anisotropy and stationarity 
might also be done. Lastly, cluster analysis can be done for supplementary research, 
which will determine the group of people based on their profile which have similar 
perceptions on QoL.  

Since the geographical scale and sample size have been the greatest issues in this 
research, it is recommended to have larger spatial region and enough and well-
distributed samples. This would give higher predictability for the results. It is also 
suggested to involve the local government in determining which indicators are must-
puts in the survey, which likely depends on the type of study area. 
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Abstract. To understand the evolution trends of landscape, in particular those 
linked to urban/rural relations, is crucial for a sustainable landscape planning. 
The main goal of this paper is to interpret the forest landscape dynamics 
occurred over the period 1955÷2006 in the municipality of Serra San Bruno 
(Calabria, Italy), an area of high environmental interest. The peculiarity of the 
analysis is the high level of detail of the research (minimum mapping unit 0.2 
ha). Data were obtained through the digitisation of historical aerial photographs 
and digital orthophotos by homogenising Land Use/Land Cover (LULC) maps 
according to the Corine Land Cover legend. The investigated period was 
divided into four significant time intervals, which were specifically analysed to 
detect LULC changes. The use of thematic overlays and transition matrices 
enabled a precise identification of the LULC changes that had taken place over 
the examined period. As a result, detailed description and mapping of the 
landscape dynamics occurred over the same period were obtained.  

Keywords: Mediterranean forest landscape, Aerial photographs, Land 
Use/Land Cover (LULC) changes, Transition matrices, GIS, Calabria (Italy). 

1   Introduction 

Most of the actions leading to Land Use/Land Cover (LULC) changes have a local 
origin; yet, because of their speed, extension and intensity, they have numerous and 
important global implications, in particular on the carbon [15] and water cycles [41]. 
Today, these changes are considered as real environmental indicators [23] and are, 
therefore, the object of many researches. Though influenced by biophysical factors 
(soil conditions, topography, etc.), the result of LULC changes is mostly due to the 
human activity [15]. Over the last three centuries, Ramankutty and Foley [32] have 
observed that 1.2 million km² of forests and woods and 5.6 million km² of grasslands 
and pastures were converted into other land use types. Consequently, in order to 
understand LULC changes, the integration and interaction of human and biophysical 
factors must be taken into account [37]. Over the last decades, the progressive world 
population growth has implied an increasingly intensive exploitation of resources, 
with a growing demand for residential space and a corresponding increase in 



 Evolution Trends of Land Use/Land Cover in a Mediterranean Forest Landscape 285 

industrial activities. In this regard, in 1994, the International Geosphere-Biosphere 
Programme (IGBP) and the International Human Dimensions Program (IHDP) started 
the LUCC (Land-Use and Land-Cover Change) project to pursue two objectives: to 
identify the dynamics of LULC changes through regional comparative studies and to 
evaluate their impacts [20, 21, 41].  As far as landscape structure and configuration 
are concerned, certain LULC changes cause landscape fragmentation while others 
tend to increase homogeneity [14, 16]. LULC changes affect dramatically ecosystem 
structure and functioning [12, 45]; therefore, their analysis is one of the main research 
topics of ecology [7] and landscape ecology [47]. Moreover, the estimation of LULC 
status and change can provide crucial ecological information for science-oriented 
resource management and policy-making, according to a wide range of human 
activities [9]. The Mediterranean area is one of the most significantly altered hotspots 
on Earth [30]; the agricultural lands, evergreen woodlands and maquis habitats, so 
widespread in the whole Mediterranean basin, are the result of anthropogenic 
disturbances occurred over centuries or even millennia [6]. However, over the last 
decades, the most significant LULC changes have occurred as a consequence of a 
series of widespread and often connected phenomena: urban sprawl; agricultural 
intensification in the most suitable areas and agricultural abandonment in marginal 
areas; more frequent and more intense summer forest fires; and the rapid expansion of 
tourist activities and infrastructures, above all along the coasts [4, 8, 19]. Owing to 
this continuous anthropic pressure and to the different physical and climate 
conditions, further researches are needed to monitor and analyse, in quantitative and 
qualitative terms, the ongoing LULC changes [3, 34]. If, until some time ago, 
researches on the dynamics of LULC changes focussed on the urban landscape or on 
the consequences of deforestation [20, 43], nowadays researchers from various 
disciplines are conducting a great number of studies to understand the evolution of the 
rural landscape in relation to LULC changes [1, 11,  29, 36, 37, 46, 49, 50, 51] and 
are paying particular attention to the forest [17, 40] and agricultural aspects [48]. 

2   Material and Methods 

2.1   Study Area 

The research was carried out in the territory of the municipality of Serra San Bruno 
(Fig. 1), located in Serre Vibonesi.  It is a mountainous area of Calabria (a region in 
the South of Italy), presenting many heritage resources of great natural, historic and 
architectural interest. The municipality has an area of 4,037.60 ha, a residential 
density of 178.5 inhab.·km-2 and is situated at an average altitude of 980 m a.s.l. (min. 
733 m, max. 1418 m). Century-old woods, characterized by the prevalence of 
chestnut (Castanea sativa Miller), beech (Fagus sylvatica L.) and silver fir (Abies 
alba Miller subsp. apennina Brullo, Scelsi and Spampinato) population, highlight the 
intrinsic suitability of this land for forestry. Starting from the 1950s, reforestation has 
been practised by planting conifers, such as the European black pine (Pinus laricio 
Poiret) and fir-douglas (Pseudotsuga menziesii (Mirb.) Franco), and then broad-
leaved trees such as chestnut. For centuries, the forests were owned by the  
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Charterhouse of Serra San Bruno, which was founded by St Bruno of Cologne in the 
11th century. They were managed efficiently and sensitively according to the methods 
of the Carthusian monks. Count Roger II gave St Bruno of Cologne the territories of 
Serre Vibonesi plateau to build his hermitage, the Charterhouse of Santo Stefano del 
Bosco, first Carthusian monastery in Italy and second in Europe after the one in 
Grenoble (France). The high environmental value of this area motivated the 
institution of two National Natural Reserves (now SCIs - Sites of Community 
Importance - of the Natura 2000 network, the centrepiece of EU nature and 
biodiversity policy) and of the Regional Natural Park of Serre in 2004. 

 

Fig. 1. Geographic location and natural protected areas of the study area  

The local industrial archaeology heritage is also very significant. It is related to the 
utilization of water and wood as energy sources and dates back to the time of Bourbon 
rule in Calabria (XVIII-XIX centuries). Worth mentioning, in the same area, are the 
many historic monastic complexes, some of which are still inhabited by the original 
religious orders, either Catholic or Greek-Orthodox. They transferred in the area not 
only their spirituality, but also technological knowledge, thus becoming centres of 
cultural irradiation and civilization.  
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2.2   Aerial Image Processing and GIS Database Preparation 

After identifying the study area, the first step towards the definition of LULC changes 
was the acquisition of the LULC maps referred to the different periods under 
investigation. All the cartographic data were implemented in an ArcGISTM 
environment and anchored on the Gauss-Boaga conformal representation of the 
Italian National Geodetic System with UTM orientation at Monte Mario (Datum 
Rome 1940). LULC Changes were analysed using aerial photographs from the Italian 
Military Geography Institute (IGMI), for the years 1955 and 1983, and digital 
georeferenced orthophotos from the National Cartographic Portal (NCP) of the Italian 
Ministry of the Environment, for the years 1994 and 2006 (Tab. 1). 

Table 1. Characteristics of the aerial photographs and orthophotos used in the research 

 

The 1955 and 1983 aerial photographs consisted of 9 contact copies (23 cm x 23 
cm) scanned at 600x600 dpi resolution by IGM and provided in non-georeferenced 
and non-compressed TIFF graphic format. All the aerial photographs were 
georeferenced by using 20÷30 ground control points (GCP) each; the spatial 
resolution was 1.37 m with RMSE (Root Mean Square Errors) less than 6.5 m. For 
the purpose of georeferencing, a set of 1998 orthophotos and a 1:10,000 numerical 
topographic map were used as reference material. Geographical information was 
obtained from 1:25,000 and 1:10,000 topographic maps, in raster and vector format 
respectively, and from Digital Elevation Model (DEM) with 10 m x10 m spatial 
resolution. The thematic cartography was produced with a 1:10,000 nominal scale.  

2.3   LULC Mapping 

Commonly, LULC maps are produced either by aerial photo-interpretation or by 
classification of multi-spectral remotely sensed images. Although visual interpretation 
is a time-consuming technique requiring skilled analysts, it is still widely used [5] 
also because of the scarcity, if not lack, of historic satellite imagery. This method is 
characterised by a qualitative approach and is based on the visual recognition of the 
LULC classes, which have been defined in a specific study in relation to the chosen 

Year Frame data Flight data Source 

1955 

Sheet n° 246 
Strip/Frames: 241/ 10369 10370 10371 
Strip/Frames: 242/ 10418 10419 10420 
Format: Digital – 600dpi 

Height: 6000 m 
Scale: 1:36000 
Date: 02 July 1955 Italian Military  

Geography Institute (IGMI) 
[www.igmi.org] 

1983 

Sheet n° 246 
Strip/Frames: 16/ 534 535 536 537 538 
Strip/Frames: 17/ 573 573 575 576 577 
Format: Digital – 600dpi 

Height: 4800 m 
Scale: 1:30000 
Date: 06 Sept. 1983 

1994 B/W Aerial Orthophotos via GIS Server catalogue Date: May 1994 National Cartographic 
Portal (NCP) 

of the Italian Ministry of the 
Environment, Land and Sea 
[www.pcn.minambiente.it] 2006 Colour Aerial Orthophotos via GIS Server catalogue Date: 18 May 2006 
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objectives and scale. The visual photo-interpretation of aerial photographs continues 
to be a standard tool for landscape mapping and monitoring at a detailed scale [24]. In 
this research, LULC mapping was conducted by visual photointerpretation, thanks to 
the availability of aerial photographs, referred to the period investigated, with good 
frequency and high spatial resolution. As in the case of other qualitative methods, 
there is no single ‘‘absolute’’ way to approach the interpretation process [22]. The 
basic characteristics of the aerial photo used when carrying out a visual interpretation 
are: shape, size, pattern, tone or hue, texture, shadows, geographic or topographic site 
and associations between features [22, 18].   

Table 2. Correspondence between CORINE legend nomenclature and LULC classes used for 
detecting LULC changes. In brackets, the symbols utilized in following figures and tables. 

CORINE Land Cover Classes LULC Classes used for data analysis 

Artificial 
surfaces 

Historical buildings  
Continuous urban fabric Continuous urban fabric (Urb-Cont) 

Discontinuous urban fabric  
Green urban areas Discontinuous urban fabric (Urb-Disc) 

Industrial or commercial units 
Mining areas  

Industrial, commercial and transport units 
(Ind) 

Agricultural 
areas 

Land principally occupied by agriculture, 
with significant areas of natural vegetation 

Pastures 
Non-irrigated arable land 

Agricultural areas (Agric) 

Forests and  
semi-

natural areas 

Coniferous forest  
Coniferous Reforestation 

Coniferous forest (Con-For) 

Broad-leaved forest  
Broad-leaved mix forest  
Broad-leaved Reforestation 

Broad-leaved forest (Blv-For) 

Mixed forest  
Rows of trees 

Mixed forest (Mix-For) 

Transitional woodland shrub  
Open spaces with little or no vegetation 

Shrub and/or herbaceous vegetation 
associations (Shrub) 

Water 
bodies

Water bodies Inland waters (Waters) 

Photointerpretation was conducted by the same operator for all periods investigated 
(1955, 1983, 1994 and 2006). Digitization of the maps was made at a fixed scale of 
1:1,000÷1:1,500 so as to minimize mapping errors. In order to reduce geometrical 
discordances, which could be interpreted as LULC changes, the other LULC maps were 
produced by updating 2006 LULC map, this representing a reference map. The minimum 
mapping unit was 0.2 ha. In addition, with a view to produce settlement-strata, the 
buildings in the study area were digitized according to all the time intervals defined. 
Accuracy assessment is very important to understand and use the results developed as a 
support of the decision-making process [25]. Most common features of the accuracy 
assessment include overall accuracy, producer’s accuracy, user’s accuracy and Kappa 
analysis [10]. In order to assess the thematic accuracy of the 2006 LULC map, a stratified 
random sampling was performed. In the summer of 2009, direct surveys were carried out 
in 100 sampling points distributed among the various LULC classes according to their 
surface share in landscape mosaic. The overall classification accuracy was 95.85% with a 
Kappa coefficient (Khat) of 0.94. The reference legend is the one of the EU programme 
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CORINE (Coordination of Information on the Environment) at III level of detail [13]. In 
order to improve the interpretation of the results, the original 44 LULC classes of the 
CORINE classification system were aggregated in 9 classes so as to interpret changes as 
change types (Tab. 2). Urb-Disc and Urb-Cont classes were assigned when the urban 
structures and the transport network occupy 30÷80% or > 80% of the surface area 
respectively (Fig. 2). 

 

Fig. 2. LULC maps the study area for the limit-years of the time intervals investigated 

2.4   Analysis of LULC Changes  

After georeferencing and mapping LULC, the spatial comparison of LULC maps was 
performed for the years 1955, 1983, 1994 and 2006 by means of geoprocessing 
operations carried out on LULC vector maps. This is a post-classification comparison 
technique that can provide a complete matrix of change directions [25]. It is a thematic 
overlay mapping which enables to highlight the changes occurred in time both in 
qualitative terms, by showing them directly on the map, and in quantitative terms, by 
allowing to calculate total areal extent of land use change between two successive 
periods. Furthermore, it is possible to calculate and map which areas and, therefore, 
which LULC types have changed in the time interval examined. Change detection is the 
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process of identifying differences in the state of an object or phenomenon by observing it 
at different times [37] and involves the application of multi-temporal datasets to 
quantitatively analyse the temporal effects of the phenomenon [22]. When implementing 
a change detection research project the following information should be provided [22]:  
area change and change rate; spatial distribution of change types; change trajectories of 
LULC types; and accuracy assessment of change detection results. Several authors [26, 
28, 37] stress the importance of some aspects of change detection to be considered when 
monitoring natural resources: detecting if a change has occurred; identifying the nature of 
the change; measuring the areal extent of the change; and assessing the spatial pattern of 
the change. In this research, LULC changes were detected according to the 4 time 
intervals defined (1955÷1983, 1983÷1994, 1994÷2006 and 1955÷2006) by means of 
cross-tabulation analysis. All the land use maps were in vector format. 

 

Fig. 3. Landscape composition in Serra St. Bruno in the four periods under investigation. Data 
in [ha] and in [%]. 

Relative and absolute changes for each of the 9 land cover types were calculated from 
9x9 transition matrices. The transition matrices (or cross-tabulation matrices) are built for 
the time interval t1 to t2, wherein the rows display the categories of time 1 and the columns 
display the categories of time 2. Row and column vectors have a precise meaning: a row 
vector shows the evolution of a land use type in the period t1÷t2. A column vector shows 
the land use type at time t1, from which another land use type was generated at time t2. The 
data of the main diagonal, shown in bold in the transition matrices, indicate the area that 
was not subject to LULC changes (persistence). In addition to the absolute and percentage 
change rates defined for each period under investigation (Tab. 6), the average annual 
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percentage change was calculated for each LULC class. Among the several indices 
proposed by various authors, due to its explicit ecological meaning this research utilized 
the single land-use dynamic degree (r) proposed by Puyravaud [31]. In formula: 

.                                             (1) 

: Area of the land use type in time ;  : Area of the land use type in time . 

3   Results and Discussions 

By 1955, the study area had a quite homogeneous structure, with two definitely 
prevailing LULC classes: Agric (41.19%) and Mix-For (47.51%). The urban fabric 
was almost completely continuous (Urb-Cont) and coincided with the historical 
nucleus (0.89%). In 2006, the situation was considerably different. Agricultural and 
forest areas as a whole occupied 94.32% of the study area, even though they were 
differently distributed in comparison with the first period investigated: agricultural 
areas passed from 41.19% in 1955 to 20.98% in 2006, while forest areas passed from 
54.25% in 1955 to 73.34% of the total area in 2006 (Fig. 3 and 4). The urban fabric 
extended, thus creating discontinuous belt areas (Urb-Disc) between the rural and the 
urban space. Overall, continuous and discontinuous urban areas occupied 3.48%. 

 

Fig. 4. LULC dynamic networks of 1955÷2006 changes. The sequence of percentage in each 
LULC class type indicates its share on the entire landscape composition analysed in 1955 and 
in 2006, respectively. Numbers of [ha] marked above the arrows represent the surface changed 
from one LULC class type to another. 
 

100ln
1

112

2 ⋅⎟⎟⎠

⎞
⎜⎜⎝

⎛
⋅

−
=

t

t

A

A

tt
r

1t
A 1t 2t

A 2t



292 S.D. Fazio, G. Modica, and P. Zoccali 

Table 3. LULC changes for each LULC class defined in the time intervals under investigation. 
Data in [ha] and in [%]. 

 

3.1   Area Change and Change Rates of LULC Classes 

Artificial areas. The urban sprawl of the study area extends along the Ancinale river 
and two roads, which start from the historical nucleus (Fig. 2), go through Serra San 
Bruno and connect it with the surrounding urban centres. Urbanization has concerned 
and is still concerning almost flat areas (slope ≤10%). The urban fabric reveals a 
complex dynamic throughout the period investigated and only the analysis of 
intermediate periods allows to fully understand it. The Urb-Disc class is particularly 
interesting. It is characterised by a dramatic growth and mostly occupies (Tab. 3÷4) 
former agricultural lands, with an area passing from 4.48 ha in 1955 to 80.56 ha in 
2006 (r +5.67) (Tab. 5). In particular, the areas of greatest expansion of the Urb-Disc 
class are those next to the historic centre, where they form a continuously evolving 
outer urban belt. Moreover, the discontinuous urban fabric is still changing: since the 
‘90s, it has been tending to be incorporated in the Urb-Cont class and, in the period 
1994÷2006, 10.59 ha of this class, i.e. 11.85%, passed to the Urb-Cont class. The 
trend of the total number of buildings further confirms what has been stated above: 
331 in 1955, 1011 in 1983, 1829 in 1994 and, finally, 2057 in 2006. However, this 
does not correspond to the demographic trend, considering that the resident 
population passed from 8,517 inhabitants in 1961 to 6,955 in 2010. The highest rate 
of housing construction was recorded between 1983 and 1994, when, owing to the 
temporary lack of effective planning regulations, many buildings were constructed in 
unsuitable areas. Housing construction did not meet a residential need, but rather it 
answered the purpose to invest in the property market in a period of high monetary 
inflation. Between 1994 and 2006, a significant downturn in the construction of new 
buildings was recorded, which did not affect agricultural areas, as it had happened in 
the past, but rather the open spaces in discontinuous urban areas (10.59 ha of the Urb-
Disc class turned into Urb-cont). In 1997, the General Master Plan was adopted as a 
tool, which has been recently updated, that should help direct new urbanization 
processes towards areas that are not intended for agricultural and forest use.  

Agricultural areas. Agricultural areas were the most concerned by the changes 
occurred in the period under investigation. They passed from 1663.18 ha in 1955 to 
847.29 ha in 2006, with an overall variation of -49.05% (r –1.26%) (Tab. 5). 

 1955÷1983 1983÷1994 1994÷2006 1955÷2006 
LULC classes [ha] % [ha] % [ha] % [ha] % 
Urb-Cont 7.07 22.55 7.56 19.67 5.59 12.16 20.21 64.49 

Urb-Disc 48.83 1090.30 36.06 67.64 -8.75 -9.79 76.14 1699.98 

Ind 34.16 1734.16 -1.79 -4.95 -4.10 -11.94 28.27 1435.21 

Agric -583.82 -35.10 -188.44 -17.46 -43.58 -4.89 -815.85 -49.05 

Con-For 91.71 168.65 5.43 3.72 93.53 61.73 190.67 350.63 

Blv-For 332.15 152.75 133.63 24.32 42.23 6.18 508.02 233.63 

Mix-For 164.20 8.56 5.20 0.25 -96.74 -4.63 72.67 3.79 

Shrub 21.40 86.87 -39.14 -85.03 0.00 0.00 -17.74 -72.03 

Waters -115.70 -94.90 41.50 668.04 11.82 24.78 -62.38 -51.17 
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Considering the composition of the examined landscape, the area occupied by the 
Agric class almost halved, passing from 41.19% in 1955 to 20.98% in 2006. In 
particular, the agricultural area was incorporated in two classes (Fig. 3): 484.82 ha 
passed to the Blv-For class and 133.14 ha passed to the Mix-For class (Table 5). This 
dynamic is due to the intensification of silvicultural activities (mostly funded at first 
by national and regional public funds and then by EU funds) and to a gradual 
agricultural abandonment. Therefore, the LULC changes described above combine 
with those related to the abandonment of the Agric class, consequently occupied by 
shrub and herbaceous vegetation (Shrub). Such dynamics are confirmed by the 
Agricultural Censuses conducted by ISTAT for the years 1970, 1982, 1990 and 2000. 
The analysis of data shows that the number of farms has halved, passing from 503 in 
1970 to 228 in 20001 (-54.7%). Correspondingly, UAA (Utilized Agricultural Area) 
has dropped, though less dramatically, from 1027.63 ha in 1970 to 716.74 ha in 2000 
(- 30.25%), with a consequent increase  (+53.9%) in the average area per farm (from 
2.04 ha to 3.14 ha). This was also due to public measures of financial assistance to 
specific interventions of land consolidation.  

Forestry areas. Forestry areas have always been of crucial importance in the structural 
dynamics concerning the territory of Serra San Bruno. They are exactly the formation 
that replaced, in time, a considerable part of the area of the Agric class. Today, 705.48 ha 
(86.46%) of the 815.94 ha of the Agric class, which have changed over the fifty years 
investigated, are forestry areas, 52.72 of which are the result of reforestation. In 
particular, the most significant increase was recorded for the Blv-For class, which passed 
from 217.44 ha in 1955 to 725.27 ha in 2006 (r +2.36%) (Table 5). The Mix-For class, 
which is made up of mixed formations of beech and silver fir combined with small nuclei 
of European black pine, is characterized by the largest area among all those defined in 
this research. Over the fifty years examined, its area has not been subject to evolution 
trends as significant as those of the other forestry areas and, therefore, it has kept a 
relatively constant share in the composition of the Serre Vibonesi landscape. It passed 
from 1918.27 ha in 1955 (47.51% of the whole municipal territory) to 1990.85 in 2006 
(49.31% of the total) (Fig. 3) with r equal to +0.07%. The Con-For class is less important 
than the two classes mentioned above: over the period investigated, it has passed from 
54.38 ha in 1955, 1.35% of the total, to 245.05 ha in 2006, 6.07% of the total (r +2.95). 

Shrub and Waters. Shrub formations are characterized by the dominance of shrub 
species typical of the Mediterranean maquis of sub-mountain and mountain areas. 
Distinctive species are the Common Broom (Cytisus scoparius L.), the Common 
Bracken (Pteridium aquilinum (L.) Kuhn), the Hairy Broom (Cytisus villosus Pourr.) and 
the Tree Heath (Erica arborea L.). The Shrub class is a LULC type halfway between the 
dynamics of agricultural areas and those of forestry areas. As a matter of fact, from the 
point of view of the ecological succession, it is the first phase of the process of regaining 
abandoned agricultural lands by forest vegetation. In Calabria, this succession has often 
been accelerated by reforestation, which, after the Second World War, was carried out in 
large areas. The analysis of data in Fig. 3 shows that this class has passed from 121.91 ha 
in 1955 to 46.06 ha in 1983, when reforestation was very intensive.  

                                                           
1 At present, these are the latest available data, since those of the 6th census (2010) are not 

published yet (http://en.istat.it/censimenti). 



294 S.D. Fazio, G. Modica, and P. Zoccali 

 

Fig. 5. LULC dynamics concerning agricultural areas in the period 1955÷2006 

This reduction was the determinant of the two opposite trends highlighted above. 
In fact, on the one hand, 39.34 ha have passed from the Agric class to the Shrub class; 
on the other hand, 94.18 ha of the Shrub class have become forestry areas (Tabb. 
4÷5). In 1994, a further drop was recorded (47.71 ha), while, in 2006, there was a 
slight increase (51.53 ha) (Fig. 3). Finally, as far as the Waters class is concerned, 
worth mentioning is a phenomenon, which is often disregarded in literature but 
deserves to be considered in the studies about LULC changes characterized by a high 
level of detail. Actually, compared to 1955, the area of this class diminished in the 
following periods. Nevertheless, this is due to the development of thick hygrophilous 
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vegetation that covers most streambeds and is classified as Blv-For in the 
photointerpretation process.  

Table 4. Transition matrices for the intermediate time intervals defined 

 
 
 

 

 

1983 

1955 
Urb 
Cont 

Urb 
Disc Ind Agric Con 

For 
Blv 
For 

Mix 
For Shrub Waters Sum 

1955 

Urb-Cont 27.27 1.13 - 1.66 - - - - 1.28 31.34 

Urb-Disc - 4.47 - - - - - - - 4.47 

Ind - - 1.97 - - - - - - 1.97 

Agric 8.95 45.85 33.15 991.46 78.83 335.52 128.63 39.34 1.45 1663.18 

Con-For - - - 1.91 12.17 1.20 39.10 - - 54.38 

Blv-For - 0.16 - 36.48 1.05 135.07 43.18 1.44 - 217.44 

Mix-For 1.70 - 1.02 15.06 48.56 21.16 1829.93 0.84 - 1918.27 

Shrub - - - 23.53 5.59 47.95 40.64 4.21 - 121.91 

Waters 0.39 1.69 - 9.25 - 8.73 0.84 0.28 3.44 24.63 

Sum 1983 38.32 53.31 36.19 1079.35 146.20 549.63 2082.31 46.11 6.16 4037.60 

1994 

1983 
Urb 
Cont 

Urb 
Disc Ind Agric Con 

For 
Blv 
For 

Mix 
For Shrub Waters Sum 

1983 

Urb-Cont 33.90 2.65 - - - 0.91 0.95 - - 38.40 

Urb-Disc 2.60 48.87 - 1.39 - 0.45 - - - 53.31 

Ind - - 22.92 7.40 0.94 1.42 0.26 3.19 - 36.13 

Agric 6.17 34.21 8.09 823.58 22.35 134.77 38.20 8.16 3.81 1079.36 

Con-For - - - 2.40 96.29 20.05 26.37 0.96 - 146.06 

Blv-For 1.99 2.00 2.47 34.91 5.57 466.08 18.95 17.60 - 549.59 

Mix-For - - 0.48 19.53 26.00 31.14 2002.68 2.63 - 2082.48 

Shrub - - 0.25 1.52 0.51 28.36 0.26 15.16 - 46.06 

Waters 1.48 1.63 - - - 0.11 - - 2.99 6.21 

Sum 1994 46.14 89.37 34.22 890.72 151.65 683.31 2087.68 47.71 6.80 4037.60 

2006 

1994 
Urb 
Cont 

Urb 
Disc Ind Agric Con 

For 
Blv 
For 

Mix 
For Shrub Waters Sum 

1994 

Urb-Cont 45.51 - - 0.45 - - - - - 45.96 

Urb-Disc 10.59 77.52 - 1.26 - - - - - 89.37 

Ind - - 24.01 0.73 - 5.25 0.61 3.73 - 34.34 

Agric 2.41 1.91 4.73 814.54 0.10 47.35 7.40 12.47 - 890.92 

Con-For - - - - 135.26 - 16.26 - - 151.52 

Blv-For 1.14 1.14 1.25 20.21 0.97 648.96 1.60 7.95 - 683.22 

Mix-For - - 0.13 5.55 108.68 8.03 1964.69 0.60 - 2087.68 

Shrub - - 0.43 4.54 - 15.67 0.29 26.77 - 47.71 

Waters - - - - - - - - 6.89 6.89 

Sum 2006 59.65 80.56 30.55 847.29 245.02 725.27 1990.85 51.53 6.89 4037.60 
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Table 5. Transition matrix for the main time interval (1955÷2006) 

 

Table 6. Mean annual rate of LULC changes calculated by r index as suggested by Puyravaud 
(2003). Data in [%] 

 

4   Conclusions 

This study highlights how understanding the evolution trends of landscape, 
particularly those related to urban/rural relations, is crucial for a sustainable landscape 
planning. The research is part of a wider study and is aimed at quantifying and 
interpreting LULC changes in a significant area and time interval in the context of the 
Mediterranean forest landscape. To that end, in a first phase, the integration of spatial, 
historical (aerial photographs) and recent (orthophotos) data with socio-economic data 
in a geodatabase at a detailed scale proved to be of great importance to understand the 
relations between land-use, -cover and -functions [44]. The observation and temporal 
analysis of LULC changes represent a procedure that allows to identify on-going 
trends and to better understand landscape evolution. Therefore, it is fundamental to 
implement tools that may anticipate future scenarios. Considering that land cover 
changes did not occur at equal rates during all time intervals, it is important to analyse 
intermediate time intervals in order to understand the evolution trends of the 
landscape under investigation. Furthermore, the analysis of LULC changes allows the 

2006 

1955 

Urb 
Cont 

Urb 
Disc Ind Agric Con 

For 
Blv 
For 

Mix 
For Shrub Waters Sum 

1955 

Urb-Cont 30.98 - - - - - - - 0.36 31.34 

Urb-Disc - 4.48 - - - - - - - 4.48 

Ind - - 1.97 - - - - - - 1.97 

Agric 24.68 72.21 27.39 789.43 87.51 484.82 133.14 41.07 2.92 1663.18 

Con-For - - - - 12.86 0.36 39.90 1.20 - 54.38 

Blv-For - 0.74 - 29.28 1.02 160.78 25.29 0.33 - 217.44 

Mix-For 0.27 - 0.75 8.82 138.18 18.10 1749.21 2.93 - 1918.27 

Shrub 2.76 0.28 - 14.72 5.48 50.99 42.44 5.25 - 121.91 

Waters 1.07 2.76 0.25 4.98 - 10.41 0.78 0.76 3.61 24.64 

Sum 2006 59.76 80.47 30.41 847.24 245.05 725.46 1990.77 51.55 6.89 4037.60 

LULC classes 1955÷1983 1983÷1994 1994÷2006 1955÷2006 

Urb-Cont 0.73 1,63 2,17 1,26 
Urb-Disc 8.84 4,70 -0,86 5,67 
Ind 10.39 -0,46 -0,97 5,38 
Agric -1.54 -1,74 -0,42 -1,32 
Con-For 3.53 0,33 4,01 2,95 
Blv-For 3.31 1,98 0,50 2,36 
Mix-For 0.29 0,02 -0,40 0,07 
Shrub -3.48 0,32 0,64 -1,69 
Waters -4.92 0,94 0,00 -2,50 
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temporal verification of the positive (e.g. reforestation of agricultural areas, land 
consolidation, etc.) or negative (lack of landscape planning tools, effects of 
agricultural abandonment, etc.) effects of past territorial policies. Finally, these 
analyses can allow to implement landscape management tools and sustainable 
medium- and long-term landscape planning so as to direct future changes towards 
those which had positive effects and to contrast the actions which had negative effects 
on the landscape in the past. This would have significant impacts not only at a local 
scale, which was the scope of this research, but also on regional-scale plans and 
programmes. Future developments of the research will include the use of VHR 
satellite remote sensing data (such as Quickbird, Ikonos, WorldView, etc.) and 
landscape metrics. Moreover, the comprehension of the influence of climate on LULC 
changes should be implemented so as to acquire data and information allowing to 
evaluate the effects of climate change in the long-term [1]. 
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Abstract. Constructing and improving urban residential areas is an eternal 
critical subject in the process of the whole urban development which is 
connected with a series of challenges and problems. In this paper, firstly DPSIR 
(Driving Forces-Pressure-State-Impact-Response) framework has been 
employed for better systematizing the indicators on residential sustainability. 
Due to the urban activities cause impacts not only on local level but also a 
broader scale, a simulation model, using System Dynamics (SD) methodology, 
is structured to quantitatively investigate the developmental tendency of the 
indicators. And then the estimated results were shown in 2D density maps in 
ArcGIS and 3D visualization in CityEngine. The integration of GIS, SD model 
and 3D, called GISSD system here, can better explain the interaction and the 
variation in time of the sustainability indicators for residential development. 
Hence it’s able to support the Decision Maker to view the sustainable level of 
urban residential areas more comprehensively.  

Keywords: sustainability, residential areas, System Dynamics model, GIS, 
density map, 3D visualization, CityEngine. 

1   Introduction 

Sustainability is a multi-dimensional concept that takes into account different 
elements of territorial development, such as economic growth, well-being of 
population, environmental quality, etc [1]. Since the early ‘90s many countries and 
international organizations have been working on sustainable development 
assessment by means of specific indicators [2-4]. With specific reference to urban 
areas, the indicator approach is useful to give information about the sustainability 
condition of the system under examination and it can be used in order to make 
previsions about future trends on sustainability [5-7]. Urban residential areas, facing 
restriction by social-economic level, environmental pressure, population pressure and 
traffic pressure etc, also attract growing attentions nowadays as an important 
component of sustainability study. This is of particular importance in the context of 



 Application of System Dynamics, GIS and 3D Visualization 301 

 

emerging countries, where large urban development are going on very quickly and the 
necessity of tools being able to predict the future sustainability levels is real. 

This paper proposes a GISSD system, by integrating Geographic Information 
System (GIS), System Dynamics (SD) model and 3D visualization, designed for 
sustainability assessment of urban residential development, linking residential 
housing prediction and sustainability indicators in four main sectors: housing, society, 
economics and environment. System Dynamics is a realistic tool for sustainability 
assessment, utilized to better understand the sustainable development in a considered 
period and forecast the future trends, while GIS provides a consistent visualization 
environment for displaying the input data and results of a model which is a very 
useful ability in a decision-making process. Forecasts for future evolution must be 
made available for assisting policy makers. Although this is a hard task due to the 
hypercomplexity of the systems, it is necessary to provide the decision makers with 
assessments regarding the future [8]. In the context of housing supply as the 
connection between the two different methods GIS and SD, the paper attempts to 
provide a tool that is able to inform the Decision Maker on whether residential urban 
areas develop sustainably or not, and provide more information about housing 
equilibrium. 

2   Background  

2.1   A GISSD System 

The GISSD system specifically presented in this study, as shown in Figure 1 is mainly 
composed of two aspect: the forecasting function of the SD model, and then, the 
visualization of spatial pattern for residential development which is supported in GIS 
technology. Firstly a sustainability indicator system was constructed in a Driver 
forces–Pressures–State-Impact-Response (DPSIR) framework with expert opinions. 
Related statistic data and GIS data were collected from many sources, for example 
yearly reports on local economic-social development published by the State Statistic 
Bureau of Baden-Württemberg. Subsequently based on the simulation results 
obtained in the SD model, on the other hand, the estimated stock of housing supply as 
one of many simulation results was input into GIS analysis to generate new 2D 
density maps of residential distribution using ArcGIS 10. Finally 3D visualization of 
the residential buildings and houses was simulated in a software- CityEngine. 

2.2   DPSIR Framework 

The DPSIR approach, formerly developed by OECD(1993) in the PSR form, was 
used to highlight relationships between human activity and environment degradation 
[9]. The DPSIR framework is able to illustrate the complexities of the system 
interactions in sustainable development. It is based on a concept of causality: human 
activities exert pressures on the environment and change its quality and the quantity 
of natural resources. Society responds to these changes through environmental, 
general economic and sector policies. The latter form a feedback loop to pressures 
through human activities [9-11]. According to the DPSIR framework there is a chain 
of causal links, namely, starting with “ Driving forces” through “Pressures” to 
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“States” and “Impact”, eventually leading to “Response” [12].“State” is the result of 
specific “Driver forces” and “Pressure” which impacts “Environment”. “Response” 
represent the solutions (e.g. policies, investments) for what should then be done to 
improve or maintain that state. 

 

 

Fig. 1. Conceptual model of GISSD system 

3   Study Area and Data 

Stuttgart Region as one of the four administrative regions (Regierungsbezirke) of the 
state, is located in the north-east of Baden-Württemberg in the southern Germany. It 
is sub-divided into the three regions Heilbronn-Franken, Ostwürttemberg and 
Stuttgart, among which Stuttgart is the capital city of the state of Baden-Württemberg 
and the sixth-largest city in Germany with a total of 23 city districts, 5 inner districts 
and 18 outer districts. As shown in Figure 2, Plieningen is a southern district of 
Stuttgart city and 10 kilometers from the city center with a district area of around 
13.07 square kilometers and 13.035 thousand residents. The population of Stuttgart 
Region rose from 3,751 million in 1991 to 4.001 million in 2009 according to the 
population report of the State Statistic Bureau of Baden-Württemberg. 

The evaluation of sustainability index and housing equilibrium mainly investigated 
in this study is strongly related to the economic-environmental-social variables  
such as disposable income per capita, population density, family size, etc in the  
whole Stuttgart Region circumstance. All the data used in the modeling was  
taken from the “Structural and Regional Database” (the State Statistic Bureau of 
Baden-Württemberg) [13], the “State Database” (the State Statistic Bureau of  
Baden-Württemberg) [13], the “Statistic report of Baden-Württemberg for housing 
sample” (the State Statistic Bureau of Baden-Württemberg) [13], the “Economic  
and social development in Baden-Württemberg” (the State Statistic Bureau of  
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Fig. 2. Location of the study area 

Baden-Württemberg) [13], the “Economic facts and figures Baden-Württemberg 2010” 
(Ministry of Economy Baden-Württemberg) [14], the “Energy report 2010” (Ministry of 
Economy  Baden-Württemberg) [14], and the “State development report Baden-
Württemberg (LEB) 2005” (Ministry of Economy  Baden-Württemberg) [14], etc. 

4   GISSD System 

4.1   Sustainability Indicators Selection in DPSIR Framework 

An indicator is a parameter which is associated with an environmental phenomenon, 
which can provide information on the characteristics of the event in its global form 
[3]. Many indicators are available for sustainable development assessment. Among 
the several indicator systems, mention can be made to the following three sets related 
to international and European organizations that work in the field of sustainable 
development: the Organization for Economic Cooperation and Development (OECD) 
environmental indicator system [3], the United Nations Commission on Sustainable 
Development (UNCSD) indicator system [15], and the European System of Social 
Indicators (EUSI) [16].  

The availability of data and the sensitivity of indicators to reflect the underlying 
social and economical processes were viewed as the criteria to establish the indicator  
system proposed in this work. Economics, Environment and Society are 3 main 
aspects considered and analyzed individually in the current field of sustainable 
development. In this study, Housing aspect is added as the fourth  designed to 
especially emphasize the living quality and housing equilibrium. From indicators 
identified in the three indicator-systems, we selected a synthetical and concise 
indicators system which is suitable for dealing with sustainability assessment of urban 
residential areas. Tab 1 lists all the 24 indicators selected for the application of the 
sustainability assessment of urban residential areas considering the DPSIR 
framework. In this way, the overall system is described as different layers: categories 
of the DPSIR framework, thematic areas and indicators. 
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Table 1. Indicators selected for the application 

 

4.2   System Dynamics Model 

In this study, a SD model designed for Stuttgart Region was employed to provide a 
means of simulating urban development and its internal interactions among 24 
sustainability indicators. The model has a 30-year time horizon, from 1991 to 2020, 
with reference to the related statistic reports published by the State Statistical Bureau 
of Baden-Württemberg. And the indicators are subdivided into four primary model 
sectors, called sub-systems, which are the Housing sector, the Economics sector, the 
Environment sector and the Society sector in accordance with the thematic areas in 
Table 1. 

In the developing stage, the structure of the SD model is represented as a set of 
stocks and information flows, and the according stock-flow diagrams of four sectors 
shown in Figure 3 were developed using a SD software Vensim from Ventana 
Systems, Inc. The model is composed of, in the aggregate, 58 variables including 4 
stock variables, 6 rate variable and 48 convertor variables in which the 24 indicators 
selected to develop sustainability assessment are also contained. Each variable in the 
model was defined with a unique formula expression.   
 
Housing sector 
Housing sector is of great significance in this SD model. The demand of house 
purchasers mainly come from 4 sources: 1, the growth of nonagricultural population 
(natural demand); 2, the growth of Stuttgart’s per capita living area (initiative demand); 
3, demolishment and relocation of old houses (passive demand); and 4, housing purchase 
of immigrated population. According to the national land use planning 2020 from the 
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Germany Federal Office for Building and Regional Planning (BBR), the number of 
households in Baden-Württemberg will have a strong rise in medium-term, while the 
average household size correspondingly decrease further [17]. In 1994 the per capita 
living area in Baden-Württemberg was only 37.6 m2, and then the figure rose to 40.9 m2 
at the end of 2003 with an average annual increase of almost 0.4 m2 between 1994 and 
2003, compared to the 70s and early 80s, when the average annual growth was almost 0.7 
m2. In 2002 Stuttgart region had around 151 million m2 residential buildings and 3.985 
million inhabitants. By the end of 2009 the housing supply had already reached a total of 
168 million m2 for its population of 4.001 million. That is to say, the per capita average 
living area increased from 37.89 m2 in 2002 to 41.99 m2 in 2009. However it is currently 
hard to foresee the end of the growth trend of per capita living area in Stuttgart region 
considering that it has already reached more than 50 m2 in some other countries, such as 
Switzerland or the United States. In the next few years, Stuttgart region will still be in a 
developing stage of housing construction and real estate to meet increasing housing 
demand. In 2009 housing supply-demand ratio stood at a 0.989:1 and then is to increase 
to 0.991:1 in 2020 as the estimated value simulated in the SD model. There is one 
“Pressure” indicators (I5 “The housing demand”), one “State” indicator (I11 “Living 
space per capita”) and two “Response” indicators (I21 “Completed areas of residential 
projects”, I22 “The housing supply”) (Table 1) in this sector.  
 
Economics sector 
Baden-Württemberg’s strength lies in its high economic performance. This strong 
export-oriented economy invests enormous amounts in research and development, as 
well as in innovations. Flagship branches are the technology sectors, such as 
automobile production, and mechanical and electrical engineering. After the historical 
economic decline in 2009, the economic indicators at the end of 2010 showed that it 
recovered much sooner than was expected one year earlier in Baden-Württemberg. In 
2010 the GDP of Baden-Württemberg increased by 4.75% which is lower than the 
growth of 7.4% in 2009. According to the economic indicators of the State Statistic 
Bureau, a slow GDP growth of 2.5% was predicted in 2011 [18]. Under these 
conditions the GDP will reach the level of 2008 at the end of 2011.  

The GDP of Stuttgart Region rose from 96.776 billion Euros in 1991 to 145.865 
billion Euros in 2008 at an annual average growth rate of 2.443%, and fell around 
7.4%in 2009, then followed by a slight increase from 2010. By 2020, the GDP of 
Stuttgart Region is expected to exceed 160 billion Euros as calculated in the model. 
There are three “Driving Forces” indicators (I1 “GDP”, I2 “Disposable income per 
capita”, I3 “Investment on residential projects completed”), three “state” indicators 
(I12 “Land price per floor area”, I13 “Urban housing price index”, I14 “Rent price 
index”), and two “Response” indicators (I23 “Investment on new residential 
projects”, I24 “Environmental regulation investment”) in this sector. “Urban housing 
price index” is subject to three variables: total construction cost, rent price index, and 
housing supply-demand ratio. As the stock variable, GDP depend on economic 
growth rate in this model. 

Society sector 
Society sector mainly refers to the quantity and structure of population, urban traffic, 
unemployment rate and population below the poverty line. Population comprised of 
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Usual Residents and Mobile Residents (immigration population and emigration 
population), in this paper, can cause changes of the indicators in other three sectors. 
From 1991 to 2007, the population of Stuttgart Region stably rose from 3.751 million 
to 4.007 million with a positive net migration. The number of population will firstly 
fall below 4 million in 2011 and then continue decreasing to 3.951 million at the end 
of 2020, according to the regional population forecast of the State Statistic Bureau. 
Two variables involved in urban traffic were discussed here, “Total motor vehicles” 
and “Road traffic accidents”. There are one “Driving forces” indicator (I4 “Urban 
population”), four “Pressure” indicators (I7 “Urban family size”, I8 “Unemployment 
rate”, I9 “Road traffic accidents”, I10 “Total motor vehicles”) and one “State” 
indicator (I15 “Population below the poverty line”) in this sector.  
 
Environment sector 
As an important component of this SD model, environment sector mainly refers to one 
“Pressure” indicator (I6 “Population Density”) and five “Impact” indicators (I16 “Urban 
air pollution (NO2,SO2,PM10)”, I17 “Domestic water consumption”, I18 “Delivery 
quantity of domestic waste”, I19 “Green coverage ratio”, I20 “Urban areas”). Rapid 
economic recovery in Stuttgart Region and the state of Baden-Württemberg leads to an 
increase in demand for environmental resources [18]. In a residential context, the statistic 
data of the energy consumption and air emissions can be differentiated by two sources: 
households, and small residential consumers (ancillary facilities, public facilities, 
services, etc) based on the energy balance of Baden-Württemberg [19]. In Stuttgart 
Region, NOx and SO2 emissions generated from households and small residential 
consumers separately decreased from 6099 tons and 6645 tons in 1995 to 4017 tons and 
2337 tons in 2007. Domestic water supply also dropped from 176.96 million m3 in 1998 
to 167.57 million m3 in 2007. And domestic waste disposal increased to 1426 tons in 
2009 compared to 1282 tons in 1991. 

 

 

Fig. 3. Stock-flow diagrams of 4 sectors in Vensim 
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Based on the structure of the SD model and the calculation formulas identified, the 
simulation corresponds to the historic data quite closely (Figure 4a, Figure 4b). Figure 
4a illustrate that the values of housing supply for the initial part of the model are 
slightly inaccurate (142.94 million m2 in simulation is 5.33 percent lower than the 
historic data 151 million m2 in 2002) but appear to converge towards the same final 
value in 2009 and are basically in keeping with the developing trend of the total 
housing supply in the state of Baden-Wurttemberg. Figure 4b shows the comparative 
results of housing supply and housing demand in Stuttgart Region calculated in the 
model; and the variation of supply-to-demand ratio remains stable between around 
0.99 and 1.1. 

 

 
a) 

 
b) 

Fig. 4. (a) Simulation results of Housing Supply in Baden-Wurttemberg state and Stuttgart 
Region, and (b) Simulation results comparison of housing supply and housing demand in 
Stuttgart Region 

4.3   Geographic Information System (GIS) 

GIS technology was used to manage the digital database and to provide a connection 
to visualization and SD simulation models discussed above. The GIS operations were 
performed with ArcEditor 10 the product of the Environmental Systems Research 
Institute (ESRI, Redlands, CA) and CityEngine. In this part, Plieningen was selected 
to be the sample district in Stuttgart with 2395 buildings in 2009 including 1125 
residential buildings and houses. The data was used both as input to the SD model as 
well as to visualize the results of the SD simulation. Figure 5a shows the ground 
polygon shapefile representing all buildings in Plieningen in 2009 displayed in 
ArcMap. And then the ground polygon shapefile was converted to point shapefile 
(Figure 5b) using “ArcToolBox –>Data Management Tools –>Features –>Feature to 
Point” in ArcMap. During this process, the attributes of the input features of the 
buildings are maintained in the output points feature class. 
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a) 

 
b) 

Fig. 5. (a) The ground polygon and (b) point shapefile of the Plieningen data set 

4.3.1   2D Density Map in ArcMap 
Density analysis is an important step in the GISSD frame which “takes known 
quantities of some phenomena and spreads it across the landscape based on the 
quantity that is measured at each location and the spatial relationship of the locations 
of the measured quantities” [20]. The density function in the spatial extension of 
ArcEditor distributes a measured quantity of the generated point shapefile (/layer) (in 
Figure 5b) throughout the sample district to produce a continuous surface. Then 
density surfaces show where point or line features are concentrated. In this study, 
different point values for each point (building) representing separately the total 
number of buildings, location areas, floor areas and volumes will be given and input 
into the shapefiles in ArcMap to observe more about the spread of buildings over the 
region. Sine all the buildings can’t be located at just one or two building points and 
distinct building types have respective demand for size and plot ratio, a density 
surface needs to be created using kernel density calculation function with a fixed 
search radius in the Spatial Analyst extension to show where points are concentrated. 
In kernel density, the values of point attributes spread out from the point location with 
the highest value at the center of the surface (the point location) and tapering to zero 
at the search radius distance [20]. For a point in the selected region (Plieningen 
district in this paper), the measure of the density at point “s” can be defined as: 

Density = mean point values of events per unit area at point “s” defined as the limit. 
And the measure of the density at point “s” can also be marked mathematically as: 

( )
0

( ) lim /
ds

D s Y ds ds
→

=   (1)

D(S): the density values at point “s”. 
ds: the area of small region around “s”. 
Y(ds): the given attribute values of events at point “s”. 
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Two assumptions 
1, Table 2 shows the estimated results of housing supply, supply-demand ratio and 
supply variation predicted by SD model for next 10 years in the entire Stuttgart 
Region. The total residential supply will increase by around 4.46% from 168 million 
m2 in 2009 to 175.502 million m2 in 2020. As a small district in big Stuttgart Region, 
Plieningen has a residential stock of 335.132 thousand m2 in 2009 which can be 
expected to rise to 350.097 thousand m2 in 2020 by assuming the same average 
growth rate as in Stuttgart Region. 
2, Plieningen district had 1125 residential buildings with a total floor areas of 335.132 
thousand m2 in 2009. The average floor areas per one building was 297.89 m2 
(=335132/1125). In all 1125 buildings, then a standard building identified in 
“ID_351600539503” with just the average floor areas was found. Meanwhile its 
location areas were 74.82 m2 and the building volume was 933.92 m3. According to 
assumption 1, the total residential supply in 2020 will exceed the figure for 2009 by 
14965 m2. Then the number of new residential buildings required up to 2020 is 
obtained using 14965/297.89=50 assuming all new buildings are built in the form of 
the chosen standard one “ID_351600539503”. 
 
Two urban development patterns 
Combining housing supply and mobility practices in cities with high or low densities 
constitutes two main branches which are compact development and outward 
development in architecture and urban planning. The Compact City is an urban 
planning and urban design concept, characterized relatively high residential density 
with mixed land uses. While outward development, also known as Urban sprawl, is a 
multifaceted concept, which includes the spreading outwards of a city and its suburbs 
to its outskirts to low-density and auto-dependent development on rural land, high 
segregation of uses (e.g. stores and residential), and various design features that 
encourage car dependency.  

Bill Randolph (2006) [21] indicated that Successful compact city policies will 
require a viable and acceptable strata governance framework to minimize conflicts 
between neighbours and between owners, as well as maximize long term standards in 
higher density stock. Thinh et al. (2002) [22] discussed two dimensions of the 
compact city: physical and functional and created a ArcInfo- database of land use 
patterns and to model the physical compactness of the German Regional Cities. 
Arriba-Bel et al. (2010) [23] identified the most sprawled areas in Europe 
characterizing them in terms of population size and used the self-organizing map 
(SOM) algorithm as a visualization tool to better understand urban sprawl in Europe. 
Jat et al. (2007) [24] investigated the usefulness of the spatial techniques, remote 
sensing and GIS for urban sprawl detection and handling of spatial and temporal 
variability of the same. Sudhira et al. (2004) [25] analyzed and understood the urban 
sprawl pattern and dynamics to predict the future sprawls and address effective 
resource utilization for infrastructure allocation. 

In this study, 50 points (in green colour shown in the first column of Figure 6) 
having the same attribute values with the standard building “ID_351600539503” were 
positioned in the point shapefile in two ways: gathering around the district center 
representing compact development or dispersing along the district boundary 
representing outward development. 
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Table 2. Indicators selected for the application 

Stuttgart Region      Plieningen  
Housing supply 
(million m2) 

Supply-demand 
ratio 

Supply variation Housing supply  
(1000 m2) 

2009 168 0.989373  335.132 
2010 170.292 0.989476 +1.36%  
2011 172.262 0.990182 +1.16%  
2012 173.91 0.990224 +0.96%  
2013 175.236 0.990261 +0.76%  
2014 176.24 0.990293 +0.57%  
2015 176.922 0.990321 +0.39%  
2016 177.282 0.990857 +0.2%  
2017 177.32 0.990875 +0.022%  
2018 177.036 0.992702 +0.023%  
2019 176.43 0.996514 +0.039%  
2020 175.502 1.002195 +0.045% 350.097 

 

 

Fig. 6. Density maps of buildings in Plieningen considering four different attributes: the total 
number of buildings, location areas, floor areas and building volumes in 2009 and 2020 

It can be observed in Figure 6 that deep color dots with the attributes of heavy 
densities are distributed to different parts of the density maps in the four attributes: 
the total number of buildings, location areas, floor areas and building volumes. 
Generally speaking, also verified according the shapefile displayed in Figure 6 and 
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the GIS database, in density map of the building quantity, deep colour areas stand for 
big residential settlements and intensive commercial zones mainly found in the center 
district; in density map of floor areas, deep colour areas are mainly occupied by the 
multistory buildings used for residence and office, in contrast with the high location 
areas of some big commercial architectures and factories in the map of location areas; 
lastly in density map of the building volumes, the deepest colour areas represent some 
big-scale buildings usually featured in both of the height and location areas.  

Regarding the prediction of two development patterns for Plieningen in 2020, the 
density maps of outward development do not show significant changes compared to 
the ones in 2009, especially for the three attributes: the total number of buildings, 
location areas and floor areas, firstly due to the small number 50 of new buildings 
relative to 1125 the total quantity of buildings in Plieningen and secondly their 
scattering distribution along the boundary which also weakens the density growth of 
attribute values at the points location. However the density map of building volumes 
in 2020 has an obvious expansion in the outward developing areas which means that 
the newly increased residential buildings of about 15 thousand m2 floor areas in 2020 
will have greater effects on the entire building volume distribution than the other three 
attributes in Plieningen in the trend of outward development. And for the compact 
development pattern, the density maps of the four attributes explicitly indicate the 
density variation in the specific area where new residential buildings of about 15 
thousand m2 floor areas are located together. 

4.3.2   3D Visualization in CityEngine 
3D visualization provides a more comprehensive approach to observe the prediction 
of urban development. Cityengine is a software product which is able to give users in 
architecture, urban planning, GIS and general 3D content production a design and 
modeling solution for the efficient creation of 3D cities and buildings. And 
Cityengine also supports 2D-to-3D conversion of GIS data. The three shapefiles 
(Plieningen in 2009, Pliningen_Compact development in 2020 and 
Pliningen_Outward development in 2020) containing the shape data and attributes for 
each shape were imported into Cityengine using the shapefile importer. 

A shape in Cityengine consists of a name, parameters, attributes containing the 
numeric and spatial description, geometry, scope and pivot. The CGA (Computer 
Generated Architecture) shape grammar of the CityEngine is a unique programming 
language specified to generate architectural 3D content based on the shapes which 
uses a different syntax but provides the same functionality with the widely used GML 
shape grammar. The idea of grammar-based modeling is to define rules that 
iteratively refine a design by creating more and more detail [26] and the shapes are 
replaced by a number of new shapes according to the rules. The rule’s script in this 
paper mainly has 3 parts: extrude the footprint shapes to their specified height, create 
the roofs and texture the facades which illustrate the implementation of the CGA 
grammar-based model.  

In figure 7 we have two group 3D simulation phenomena on a small scale. On the 
left we show the 50 new buildings are located centrally in Plieningen. On the right we 
show a scatter distribution of the 50 buildings in Plieningen. 
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Fig. 7. 3D visualization simulation generated in CityEngine showing different development 
patterns in Plieningen in 2020 

5   Conclusion 

In this paper, a GISSD system integrated of system dynamics model, GIS analysis and 
3D visualization is developed to assist evaluation of the future trend of the residential 
development in Plieningen district of Stuttgart Region, Germany. The model 
examines interactions among five subsystems (“Driving forces”, “Pressures”, “State”, 
“Impact” and “Responses” categories) within a time frame of 30 years, and then the 
result of this model is discussed with two possible development patterns – compact 
development and outward development in Plieningen. It can be also concluded that 
the integration of System Dynamics theory and GIS is a useful strategy to study the 
development of urban residential areas in terms of sustainability. In this study, we can 
find the development process of our residential areas, and put a further concern on the 
development of the urban residential development from another point of view. 

However, there are still a number of opportunities for expanding the study and for 
validating the results obtained herein. Firstly, only core-indicators were considered in 
this work. It would be of scientific interest to add other indicators resulting from 
policies and strategies. Secondly, further research would be required to collect more 
historic data and optimize the structure of system dynamics model. Finally, in this 
paper we only considered the a very small district of Stuttgart as the study object and 
also didn’t input terrain data and street data in 3D GIS analysis. 
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Abstract. One of geopolitics realizations is the establishment of international 
borders between countries. Indonesia has international land borders with 3 
countries, including the land border with Timor-Leste.  

Establishment of the international border between Indonesia and Timor-
Leste was a joint mandate of the two Governments, these are the Republic of 
Indonesia (RI) and the Democratic Republic of Timor-Leste (RDTL) based on 
the Treaty 1904 and the Arbitrary Awards 1914. Joint border surveys have been 
in progress achieving 96% of the total length of the border lines. During the 
surveys there were problematic situations occurred. 

A government’s geopolitics is not always fortunate to immediately match 
with the local’s concern on the land border line establishment. This is 
particularly happening at a certain land border line segment between Indonesia 
and Timor-Leste in West Sector. This paper does not describe which side is 
right or wrong, instead, a soft approach of solution is underlined. 

Keywords: geopolitics, international land border, border line, Indonesia, 
Timor-Leste, Treaty 1904, Arbitrary Awards 1914, delineation survey, 
demarcation survey.  

1   Introduction 

Timor-Leste was the 27th province of Indonesia namely the Province of East Timor. 
The years of 1997 and 1998 were the time of crisis in Indonesia (in economics, 
politics, and in socio-cultural) as it also happened in other countries such as in 
Singapore, Malaysia, Thailand, and the Phillipines. During these years, there was a 
political pressure from the people in the Province of East Timor to the Indonesian 
Government demanding a referendum. President B.J. Habibie of RI decided to agree 
with the referendum with two options, (1) obtain the independent and separate from 
Indonesia, or (2) stay as part of Indonesia. Further in 1999, the referendum in the 
Province of East Timor was conducted under the United Nations and around 80% of 
the Timorese chose to have the independent and separated from Indonesia. Finally, 
based on the referendum on the 30th August 1999, Timor-Leste is an independent 
country since the 20th May 2002 [7]. 



316 S. Handoyo 

The workplan to establish the land border between Indonesia and Timor-Leste had 
been inisiated by Indonesia and the United Nations Transitional Administration in 
East Timor (UNTAET) with reference to the 1904 Treaty between the Dutch and 
Portuguese, and to the Permanent Commission Award 1914 (PCA 1914). It was 
started with the forming of Joint Border Committee (JBC, in Indonesia it is chaired by 
the Director General for General Governmental Affairs) and Technical Sub-
Committee on Border Demarcation and Regulation (TSC-BDR, in Indonesia it is 
chaired by the Chairman of BAKOSURTANAL) in 2000. This was followed by the 
JBC and the TSC-BDR meetings in 2001 and 2002. After the independent of Timor-
Leste, there was the 1st meeting of the Joint Ministerial Commission (JMC, of both 
Indonesia and Timor-Leste Ministers of Foreign Affairs) in 2002 that instructed TSC-
BDR to carry out joint delineation and demarcation surveys (see Figure 1). 

 

 

Fig. 1. The organizational chart of RI-RDTL land border establishment 

1.1   Geopolitics and the International Boundary 

Despite the increasing effects of globalization, the basic unit in the contemporary 
world political system is the state. It is an internationally recognized political and 
juridical entity which claims sovereignity over a specific area of land and possibly 
adjacent sea, the inhabitants of the area and the resources located therein. This area 
is delimited in the minds of individuals and groups owing allegiance to the state, in 
most cases on cartographic representations of the state and in some cases on the 
ground itself, by boundaries. Boundaries indicate the accepted territorial integrity 
of the state and the extent of government control. In the majority of cases 
boundaries are legally recognized by the states which share them and also by the 
international community [1]. 
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In Flint (2006), Strausz-Hupé (1942), and other sources, there are geopolitical 
theories and histories, such as of: Friedrich Ratzel (1844-1904), Karl Ernst Hausofher 
(1896-1946), Sir Halford Mackinders (1861-1947), James Burnham (1941), 
Machiavelli (XVII century), Fuerback and Hegel (XVII century), Napoleon Bonaparte 
(XVIII century), General Clausewitz (XVIII century), Lenin (XIX century), Lucian 
W. Pye and Sidney (1972), also Sir Walter Raleigh and Alferd Thyer Mahan and W. 
Mitchel, A. Seversky, Giulio Douhet, J.F.C. Fuller (view concepts of sea and air), and 
Nicholas J. Spykman. These are theories and history about power and strength of 
nation, political and economic power, war and politics, economic strength of nations, 
cultural politics of nations, political power and geography, state geopolitics and 
boundaries, trade and power, and arm forces and power [4][8]. 

However, learning all those mentioned above, and having past history and 
experiences has led Indonesia to be united in one nation, one territory, and one 
language of Indonesia. Indonesia has the geopolitical views based on the archipelago 
concept as the land and sea territory as one nation. The views also based on that 
Indonesia loves peace with neighbors and with the principles of no conflict and 
expansionism. Indonesia also has the ”Panca Sila” as the five principle of life as 
nations. The Indonesian is socio-culturally peaceful and religious.  

Therefore, the joint establishment of the land border between Indonesia and Timor-
Leste is geopolitically an important element in the development of peace and 
friendship in the area concerned [2]. 

1.2   It Is Not an Anthropomorphic Boundary 

Boundaries drawn according to cultural elements such as language, religion or 
ethnology, are known as anthropomorphic. Among the best known of such boundaries 
are those between India and Pakistan and between India and Bangladesh [1]. 
According to what is written in the Treaty 1904 the boundaries between Indonesia and 
Timor-Leste are classified as morphological. These border lines consist of 
watersheds, rivers, and thalwegs of large rivers. In the contrary, both local people of 
Indonesia and Timor-Leste along the border lines have the same culture. They have 
the same language i.e. Tetun in the East Sector border and Dawan in the West Sector, 
and even they are in the same religion as Christians. The followings are sources of 
information that they are from one ancestor. 

1.3   The Social Capital of the Timorese Community 

Referring to oral and traditional sources, the people of West Timor who speak Dawan 
(in the regencies of Timor Tengah Utara, Timor Tengah Selatan, and Kupang) 
mentioned that the ancestors of the Timorese Kings were originally from Malaka and 
consisted of four brothers who came and governed the Island of Timor. They are 
Liurai Sila, Liurai Sonbai, Liurai Benu, and Liurai Afoan. The agreement of the 
kingdoms division were taken at the peak of Mutis Mountain, i.e. the territory of 
Liurai Sila was in the East part of Timor Island covering (now) the regency of Belu 
(Nusa Tenggara Timur) and the entire territory of Timor-Leste; Liurai Sonbai had the 
territory of the North and the South of Timor Island including (now) the regencies of 
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Timor Tengah Utara and Timor Tengah Selatan; Liurai Benu had the territory of the 
district Oecussi (Timor-Leste); and Liurai Afoan had the territory of the West and the 
South of Timor Island as the regency of Kupang (Abi, 2009 in Handoyo, 2011). 
While Wala, in Handoyo (2011), mentioned that from many aspects such as language 
and traditional behaviors, the community of East Timor who live in the area of East 
Timor and the community of West Timor who live in the area of West Timor are 
having unbreakable similarity in manners. 

Every ethnic has related history with the other ethnic through the relations in 
marriage and agreement (being united in politics and traditional economy). There are 
philosophy and cosmology and basic values of every group of ethnic which become a 
control means of behaviors of the community member so that it will prevent the 
conflict, strengthen the cooperation, and provide peace. Those basic values together 
with the social network and organization have build “something” that become a social 
capital. It seems that the people in Timor Island have enough social capital which tied 
them one and another both individually and in group. There are three basic values 
being conceived by the community. In Tetun these are: Taek no Kneter (ethics and 
moral), Ukon no Badu (forbidden and punishment), and Makerek no Badaen 
(knowledge and art). Those three basic values were understood by other ethnics (13 
ethnics) who lived in Timor Island although in different terms among them. The three 
basic values have been derived to many other values and norms to maintain peace in 
life from the family unit to inter-ethnics. The maintenance of peaceful life and the 
conflict solution were heritage to generations through lyrics, poems, paraphrase. 
There is a Tetun terms that encourage people to live in unity, such as; “ho ema at 
malu, ita rua keta; ita rua at malu, rai at ona” (Scribd.com in Handoyo, 2011). 

The communities of West and East Timor have the social capitals as the means of 
solution for their problems as long as there is no strong intervention from the State or 
Government. The values of living in peace being heritage from their ancestors in the 
past history in harmony, family relations, feeling of trust and tolerance, togetherness, 
are part of the social capitals that prevented tension, conflict, and crisis that have 
happened among them. Besides, the social capital are also explored from the relation 
between strong religious groups, especially within the diocese of Atambua, covering 
the area of Belu and Timor Tengah Utara, there is a Religion Leader Communication 
Forum that has active roles to eliminate potential of conflict between the religious 
groups and even increase the relation and communication among them. 

2   The Border Line Implementation 

With reference to the 1904 Treaty between the Dutch and Portuguese, and to the 
Permanent Commission Award 1914 (PCA 1914), the land border line 
implementation was realized by delineating on agreed border maps and in the field. 
This field survey is within the frame work of the CBDRF which was jointly 
established before hand in 2002-2003. The delineation of the border is entrusted to the 
TSC-BDR, which was established at the 2nd Meeting of RI and UNTAET held in 
Jakarta (Indonesia) on 19-20 July 2001. The TSC continued to exercise this mandate 
after the independent government of the Democratic Republic of Timor-Leste 
succeeded to the UNTAET. The TSC-BDR held a number of related meetings with 
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the objective to carry out its responsibilities, within which the Standard Operating 
Procedures (SOP) applied in the field delineation survey was produced.  

Up to the year of 2005 the implementation of the land border between Indonesia 
and Timor-Leste has reached the progress of 96% out of the total length 268,8 
kilometers. This was formalized in the Provisional Agreement signed by the Ministers 
of Foreign Affairs of both countries representing both Governments of Indonesia and 
Timor-Leste in Dili, April 8th, 2005. 

The next Table 1 shows the related field surveys as being carried out jointly in 
sequence. During the Joint Delineation Survey (June-July 2003) and the Extra Joint 
Delineation Survey (November 2003) the problem of un-surveyed segment of Subina-
Oben firmly arouse.  

Table 1. The chronology of related joint field surveys 

Survey Period Objective 
Joint Reconnaissance 
Survey 

April-May 
2002 

To assess on the conditions of work and visit some 
of the more complex border segments. 

CBDRF survey May 2003 To establish the CBDRF, intended to support future 
surveys and to serve as the coordinate reference 
frame for the border line. 

Joint Delineation 
Survey 

June-July 
2003 

To survey the border line and to survey Ground 
Control Points. 

Extra Joint 
Delineation Survey 

November 
2003 

To resurvey some segments that were left as 
unresolved in the previous survey. 

 
The following is the complete stages of the land border activities being conducted 

jointly by both delegations and the field survey teams of Indonesia and Timor-Leste. 

2.1   Stages of the Joint Land Border Activities 

The activities to establish the land border between Indonesia and Timor-Leste consist 
of stages as follows:  

a. Studying the documents of Treaty 1904 and other relevant documents. This is to 
make interpretations of the Treaty verbal description of the border lines.  

b. Joint reconnaissance survey. This is to jointly make traces in the field of those 
border line descriptions.  

c. Joint survey and construction of the common border datum reference frame 
(CBDRF) [3]. This jointly establishes a set of common border datum in both sides 
of the border line as the reference frame for the border point coordinates 
measurements.  

d. Joint delineation surveys. This activities are to jointly decide the border point 
positions and measure its coordinates. 

e. Joint demarcation surveys. This is the following activities of the joint delineation 
surveys to establish markers on or between the border points. 

f. Joint mapping and reporting. This is to produce joint border maps, depicting the 
border points and lines, at scale of 1:25.000 covering both the East (main) and the 
West (Oecussi) sectors. 
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All those joint activities were carried out and based on related joint technical 
specifications and standard operational procedures. Unfortunately, during those 
stages, particularly the field surveys, there were problems arouse. 

2.2   Status of the Results  

As the results of the bilateral meetings and the joint field surveys between Indonesia 
and Timor-Leste, from 2001 to present, there are now in existence as follows: 
a. Length of the land border lines: the East sector of 149.1 kilometers, and the West 

sector of 119.7 kilometers, giving the total length of 268.8 kilometers. 
b. “Interim Report on the land Border Delineation between Republic of Indonesia 

and Democratic Republic of Timor-Leste”, 2004, consists of three volumes: 
i. Volume 1: Results of the Land Border Delineation. 

ii. Volume 2: Description of Process of Land Border Delineation. 
iii. Volume 3: Joint Compilation of Reference and Auxiliary Documents.  

c. “Provisional Agreement between the Government of the Republic of Indonesia 
and the Government of the Democratic Republic of Timor-Leste on the Land 
Boundary”, 2005, covering nine Articles and Annexes: 

i. Annex A-List of 907 border point coordinates. 
ii. Annex B-1 sheet of General Map at Scale 1:125.000 and 17 sheets of Border 

Maps at Scale 1:25.000. 
iii. Annex C-Unresolved Segments. 

d. 103 demarcated border markers. 
e. Documents and Record of Discussion (RoD) of: JMC meetings (2), JBC meetings 

(2), Special JBC meeting (1), TSC-BDR meetings (23).  
Notes: there were no bilateral activities in 2006 and 2007 due to internal problems  
in Timor-Leste. 

2.3   Problems with the Land Border 

As mentioned before, there are problems with the land border in the form of un-
resolved segments as the results of the joint field reconnaissance and delineation 
surveys that annexed in the 2005-Provisional Agreement. There were originally 8 
(eight) segments that have problems, mostly due to disagreement, or different 
interpretations of the Treaty both verbally and in the field, between the two survey 
teams. At the 15th TSC-BDR meeting in Yogyakarta, on the 29th-30th October 2004, 
there were 5 (five) segments solved [10]. Up to present there are still 3 (three) un-
resolved segments left. This is as stated by Indonesian delegation during the 19th 
TSC-BDR meeting December 2005 in Surabaya  [11] that the positions concerning 3 
(three) un-resolved segments namely Manusasi/Oben, Noel Besi/Citrana, and 
Memo/Dilumil, remained the same as stated at the TSC-BDR Meeting held in 
Yogyakarta, October 2004. These un-resolved segments could not be solved due to 
different interpretations of the legal documents, generally related with lack of detail in 
the Treaty or inconsistencies between present toponimy, Treaty map toponimy, and 
Treaty text toponimy.  
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Indeed those 3 (three) un-resolved segments are not easy problems to solve. So far 
up to the bilateral discussion in the 23rd Meeting of the TSC-BDR RI-RDTL in Bogor, 
Indonesia, August 2010, there was still an impasse on the final resolution [12]. Both 
government, Indonesia and Timor-Leste, have now been working hard trying to look 
for the solutions. However, those are not the problems this paper is discussing about. 
There is still another critical problem namely un-surveyed segment which is at the 
land border segment of Subina-Oben. This problem has nothing to do with the 
differences between the two survey teams since the Treaty interpretation of this 
particular segment has actually been acceptably depicted on maps. Problem of this 
Subina-Oben segment is due to the claim of the Indonesian locals as they did not 
allow the segment to be surveyed by the joint survey team because, according to 
them, they have farming lands that will be inside Timor-Leste area if the international 
land border applied based on the Treaty 1904. 

To get the comparison view of the segment problems see the next Table 2. Also see 
Figure 2 and 3 to learn about Timor-Leste and the land border locations. 

Table 2. The problems at the land border 

Segments Problem Status In This Paper 
Manusasi/Oben (in West sector)     

    Un-resolved Not discussed Noel Besi/Citrana (in West sector) 
Memo/Dilumil (in East sector) 
Subina-Oben (in West sector) Un-surveyed Discussed 

 

 

Fig. 2. The illustrative map showing the location of Timor-Leste (modified from the source of 
www.freeworldmaps.net). 
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3   The Un-surveyed Segment of Subina-Oben  

Subina-Oben is the South-East part of the land border segment in the West sector 
around 18 kilometers length (see Figure 3). At the segment of Subina-Oben the 
resistance from the local people of the Timor Tengah Utara (TTU, Indonesia) District  
population precluded the joint delineation survey (2003) from taking place [9]. This 
un-surveyed segment have been put aside for submission to the higher levels of which 
so far no solution yet. 

 

Fig. 3. The illustrative map showing the land border line in the West sector (Oecussi). The 
areas with circles are the un-resolved segments, while the area with ellipse is the discussed un-
surveyed segment of Subina-Oben. 

3.1   Version of the Indonesian Locals  

The chronological events regarding the land problems according to the TTU local 
people including the local authorities: (Data and information collected during the 
unilateral field survey of October-November 2008) [13]. 
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a. Year 1966: Since the Dutch era there was traditional uses of the land, as ulayat 
right, along the border by the people of Lake tribe. Then happened the taking over 
by the people of Ambeno, Oecussi. The people of Lake tribe did not accept this 
and it had become a war. 

As a solution, there was a 1966 agreement between the District Governments of 
TTU and Oecussi, with the land border as claimed by the TTU people now, of 
which also determined in the “Agreement Statement” letter between J.T. Sonbay 
as the Committee Chairman of the Changes of the Nilulat Fectorate Government 
and Tasi Lopo as the Cheve of Bobo Meto, in Nanao, dated July the 10th, 1964. 

b. Year 1988: The border demarcation of the 27th Province of Timor Timur followed 
the 1904 Treaty. Those areas as limited by the 1966 case became part of the Timor 
Timur Province. In this case the people of TTU along the border of the Subina-
Oben segment did not have any objection because they could still use the land. 

c. Year 2002: Timor-Leste has been an independent state and followed by the 
delineation of the land border by RI and RDTL. This had an effect that the TTU 
people along the border of the Subina-Oben segment lost their use of the land both 
for farm and cattle, therefore they claimed them. 

 
Conclusion according to Indonesian side: The land belongs to the tribe of LAKE, 

and it has a list of land users (333) within the area around 683 hectares, see Table 3. 

Table 3. The claimed land belongs to Lake tribe with its locations and farmers 

 

 

No Area Approx. 
Area Villages Users Year Crops and Others 

1 
Tubu-
Nilulat 

230 Ha 
Tubu 71 men 1916 

to 
2005 

Cattle farming,  
Crops: Jati, mangga, kepok, 
ampupu, kapuk. 
2006-2008 disputes. 

Nilulat 72 men 

2 

Haume
niana-
Nifonu
npo 

107 Ha 
Haumenia
na 

77 men 
1916 
to 
2005 

Cattle farming,  
Crops: Jati, mangga, cemara, 
ampupu, jambu mete. 
2006-2008 disputes. 

3 Pistana 142 Ha 

 
Nainaban 
 

33 men 
1916 
to 
2005 

Cattle farming,  
And there were traditional 
exchanges of land due to 
marriages, and there were 
cemetery, 
Crops: Jati, lamtoro, jambu 
mete, cemara, kentang. 
2006-2008 disputes. 

Sunkaen 27 men 

4 Subina 206 Ha Inbate 53 men 
1916 
to 
2005 

Cattle farming,  
Crops: Jati, mahoni, ampupu, 
kemiri, cemara, mangga, 
2006-2008 disputes. 

Total: 683 Ha  333 men  
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3.2   Version of the Timor
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meet and talk in traditional manner for they are normally well-known with. It is also 
strongly advised to utilize their social capitals to support the objective of the meeting. 
The objective of the meeting are firstly the border line segment should stay as it is as 
agreed by both Governments. Secondly, try to arrange the cooperation between both 
locals to use (or manage) the land for farming and cultivation in peace and friendship. 
The following is the diagram of the flow of thought. 

 

 
Fig. 6. Diagram of the flow of thought for solution 

5   Concluding Remarks 

Experiencing both countries of, so far, having the impasse on the final resolution of 
the un-resolved segments [14], the following positive point of views are underlining 
the remarks in relation to the problem of the un-surveyed segment. First, it is indeed 
that both people in either side of the country, Indonesia and Timor-Leste, are actually 
belonging in one family, who were back in time originated from the same ancestors, 
and are traditionally tied in the same culture. The values of living in peace being 
heritage from their ancestors in the past history in harmony, family relations, feeling 
of trust and tolerance, togetherness, are part of the social capitals that prevented 
tension, conflict, and crisis that have happened among them. Secondly, Indonesia has 
the geopolitical views that also based on that Indonesia loves peace with neighbors 

Governments of RI & RDTL: 
1. Geopoliticals: agreed with their 

international land borders; 
2. Political will: stay as neirghbors in 

peace and friendship. 

Problems of the Indonesian local people 
claim their farming lands at Subina-Oben 
segment “inside” the Timor-Leste 
territory. 

Local peoples of RI & RDTL:
Own strong social capitals: the values of living in 
peace being heritage from their ancestors in the 
past history in harmony, family relations, feeling 
of trust and tolerance, and togetherness. 

Both Governments 
persuade and facilitate both 

locals to meet and talk. 

Objectives of the goal: 
1. The border line segment of Subina-Oben should stay as agreed. 
2. Cooperation arrangement to use the mentioned lands for farming 

and cultivation.
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and with the principles of no conflict and expansionism. Thirdly, both Governments 
are presently working together within the Commission of Truth and Friendship (CTF) 
that having the sacred goals of recommendations, namely peace, stability, and well-
being of the people of both countries [6]. These facts have to be linked and 
summarized as supporting factors for the management of the borders, including a soft 
border management implementation, in such away that lead to the benefit of the 
people in the border areas.  

Finally, it is important to provide the closeness situation of both peoples along the 
concerned un-surveyed segment, and to enhance people-to-people contact between 
communities of the two countries, because this will not only create significant 
multiplier effects, but further enhance closeness and mutual understanding between 
peoples of the two countries. 
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Abstract. The last decades have seen a steady increase of digital spa-
tial data and their effective availability. Embedded in the rapid develop-
ments in information and communication technology (ICT) such geospa-
tial data or geodata are globally accessible, mainly via the internet, in
a magnitude unseen before. In a parallel development of geographical
information systems, computer-assisted cartography and the internet, a
vast variety of web-based services have emerged to capture, store, analyse
and present geodata. The map output from these systems is frequently
suboptimal, lacking graphic expressiveness and effectiveness. This paper
discusses a web-based service framework, the CartoService, to improve
the geovisualisation quality of mapped geodata and provide laypersons
and professionals with quality map graphics.

Keywords: geovisualisation, on demand mapping, web mapping, web
cartography, web services, high quality mapping.

1 Introduction

The last decades have seen a steady increase of digital spatial data and their
effective availability. Embedded in the rapid developments in information and
communication technology (ICT) such geospatial data or geodata are globally
accessible, mainly via the internet, in a magnitude unseen before. Today, about
80 percent of all digital data have a spatial dimension [1] and thus are geodata.
Spatial data have penetrated our business as well as private life to an extend
that Google and its geographical viewing and mapping services (Google Earth,
Google Maps, Google Streetview) have become almost iconic representations
of the present geoinformation era. At the same time the almost unrestricted
availability of both geoinformation (GI) technology and geographic data have
massively promoted the use of maps by professional and private users [2].

Today, a broad range of internet-based services for geodata are available on
the internet, whether topographic or thematic, map data and maps on various
global and regional scales. These services facilitate the acquisition, processing,
presentation and dissemination of geographical information. Interactive and dy-
namic user participation in web-based geoinformation is one key characteristic
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of the so-called Web 2.0 [3]. In fact, web services and the underlying principle of
Service Oriented Architectures (SOA) can be identified as the most important
driving force in GI development of today.

Motivated by the rich geovisualisation capabilities of thematic (web) map-
ping techniques, this contribution presents a concept to provide professional
cartographic modelling functionality and expertise to the digital production en-
vironment of recent maps. The overall objective of the CartoService approach
presented here is the improvement of web mapping quality by an informed util-
isation of web services for cartographic modelling. Based on a brief overview
of relevant concepts of web cartography the respective web services (chapter 2)
and the cartographic modelling process is outlined in its components and work-
flow (chapter 3). Against this background requirements and benefits of a web
service for professional cartographic modelling are discussed (chapter 4). From
this discussion a concept of the so called CartoService is extracted and pre-
sented including its major components and architecture. The present develop-
ment stage of CartoService is subsequently assessed by relevant use case scenarios
(chapter 5). A brief conclusion sums up major finding ot this ongoing research
(chapter 6).

2 Cartography 2.0

The ongoing development of GI technology has forever changed and (r)evolution-
ised the traditional geodata processing disciplines of geodesy and cartography.
Cartography has a long and rich tradition in storing and communicating spa-
tial information by analogue map graphics. Originally developed for and applied
to paper maps and atlases, cartographic expertise of processing and visualising
geodata has accumulated and matured during the last five centuries. Prior to
the advent of digital technologies cartographic methods have constantly been
adapted to the changing production techniques [4]. Computer-assisted cartog-
raphy and geoinformation systems have, however, both opened up and required
the expansion and re-adjustment of this wealth of geovisualisation expertise. In
fact, the adaption of traditional methods and knowledge to present-day geoinfor-
mation technology and environment remains the principal challenge of modern
cartography, cf. [2], [5], [6].

The global spread of web-based ICT, in particular, has expanded the range
of cartographic presentation methods and media, collectively referred to as Web
Mapping 2.0 or Web Cartography 2.0 [2]. These and similar terms relate to
the underlying ICT development termed Web 2.0 which denotes a ”variety of
innovative resources, and ways of interacting with, or combining web content”
[2]. Accordingly Web Cartography 2.0 includes ”Web 2.0 applications that have
a spatial frame of reference” [3]. Web Mapping 2.0, in particular, summarises
such diverse new geospatial web based applications as GeoTagging, GeoBlog-
ging, Web Map Mashups or interactive geospatial Application Programming
Interfaces (APIs) the number of which is still rapidly increasing [3]. The Web
2.0 environment has also been a productive breeding ground for the concept of
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Service Oriented Architecture in software development in general as well as in
GIS in particular.

To make the innovative potential of the internet platform and architecture
fully available to modern cartography, geospatial standardisation organisations
like the Open Geospatial Consortium (OGC) are of major importance to the defi-
nition and implementation of interoperability standards in web mapping and web
cartography. The OGC defines Web services as ”self-contained, self-describing,
modular applications that can be published, located, and invoked across the
Web” [7]. Key functionalities of web services include flexibility (from simple to
complex processes) and interoperability (deployed once, discovered, invoked and
used frequently). OGC standards, such as the Web Map Service (WMS), Web
Feature Service (WFS) or Web Processing Service (WPS), have improved the
interoperability of GIS and the dissemination of geoinformation tremendously.
Although WMS and WFS are able to respond to the range of clients’ requests in
different geographical forms and formats, the principle feature of these services
is the (technical) interchange of geodata. The informed construction of meaning-
ful maps is neither supported nor supposed. As a consequence, the map output
frequently lacks the cartographic modelling quality characteristic of maps gen-
erated in accordance with the principles of (thematic) cartography. To specify
such deficits and identify potential weak points in recent web map compilation
and production, the cartographic modelling process is analysed subsequently.

3 The Cartographic Modelling Process

The main objective for the construction and dissemination of cartographic pre-
sentations, e.g. maps, is to communicate geospatial information in an adequate,
efficient and intuitive manner. That is why maps are required to have clear-
cut content, explicit map symbols, easy-to-comprehend map graphics and an
attractive overall map design [8], [9]. It is now generally accepted that maps are
models, in particular analogue graphic models, of the environment. Prior to the
digital age the analogue map has been the only medium to store and communi-
cate the position of spatial objects (topography) as well as their neighbourhood
(topology) at the same time. The spatial structure of any given region can thus
be explored at one glance. While the storage of spatial data has become the
domain of geo databases, the map graphic has, for the time being, not been
substituted by any other medium for the visual analysis of spatial distributions,
structures and positions of geographical objects. This is accomplished by gen-
erating a graphic spatial model of the environment from a graphic-free data
model. Accordingly maps are secondary (graphic) models derived from existing
primary (numeric) data models explored and analysed by the individual user.
From the map graphic each user creates her individual tertiary (mental) model
of the environment (Fig. 1).

Efficient communication of spatial objects and structures via (carto-)graphic
models requires a substantial overlap of the reality models involved, particularly
of the cartographic and the mental model. The best way to achieve this is to
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provide the user with a professional graphic representation of the geographi-
cal relationships which we term a quality map. Quality maps are composed of
abstracted spatial symbols and generalised line and area structures originating
from a method-driven cartographic modelling process including technical and
mental constraints. Whether conventional or digital, professionally constructed
map graphics have a proven record of efficient communication of geographic
data, effective visual exploration and analysis facilitating intuitive comprehen-
sion and interpretation of complex spatial structures by the user. In the last two
decades, this unrivalled capacity of quality maps has successfully been adapted
for the ”mapping” and representation of non-spatial data by the so-called map
metaphor.

3.1 Cartographic Communication Model

It has to be stressed that the cartographic communication model briefly discussed
above has been developed in the pre-digital era. In the geoinformation era of
almost ubiquitous geodata and geo processing tools it is no longer the trained
cartographer who is only able to construct maps and distribute them. It is also
the user who can manipulate a map’s design, even its data and save as well as
disseminate the result, preferably on the internet. As a consequence, the one well-
defined roles of map producer and map user have become blurred, which, in turn,
necessitates a revision of the classic one-directional cartographic communication
model (Fig. 1, a) [10].

Fig. 1. Cartographic communication model; a: the classic one-directional cartographic
information flow; b: interaction; c: information access through the map interface; d:
representing the CartoService bus; [10]

Modern web-based maps offer dynamic, interactive (two-way) communication
and information exchange [11]. They facilitate extensive interactive map use by
providing user access to the map graphic (the secondary model) as well as the
interconnected map data (the primary model)(Fig. 1, b, c). In fact, the map
graphic can be considered the graphic of the map dataset which allows the user
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to select and filter objects, properties and relations from the graphic-free primary
data. In the wider context, digital networks, such as the internet or intranet, offer
numerous alternatives to access and use a wide range of dynamically scalable
storage and processing components to process complex tasks interactively in
acceptable answer time. Both, the IT environment and the capabilities of the
web-based map generation are a prerequisite for the development and provision
of a high quality cartographic visualisation service on the internet.

In the conceptual phase of such cartographic visualisation service the process
of proper map construction needs to be broken down in to a sequence of com-
ponents each of which requires further consideration. The resulting component
structure is modular and generic and can thus be adapted to changing input
data or mapping task requirements. The definition of connections between the
map construction components is of particular importance in the conceptual de-
velopment of such service framework to ensure generation of a meaningful map
construction workflow.

3.2 Map Construction Components and Workflow

Map construction, whether conventional or web-based, can be anatomised into
five major components, cf. [9], [12], [13]. In the web-based CartoService un-
der development these components are coupled by a one-directional workflow
(Fig. 2).

Fig. 2. Modular map construction workflow with coupled web services

To compile a complete map the whole process chain has to be processed se-
quentially. The map compilation can only be continued with the second compo-
nent when the first component has been processed etc. Once the map construc-
tion process is initiated (Fig. 2: start) the first component is the map purpose
component necessitating a decision on the map purpose. Parameters of choice
include general public map, scientific map; screen map, print map; view-only
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map, interactive map etc. Depending on the selection of map purpose the data
component governs the identification and acquisition of the data required us-
ing appropriate catalog services. Data sources can range from hard copy files or
geospatial databases to certain feature sets provided by web services (e.g. WFS).
The data selected are subsequently processed according to the decision taken in
the modelling component. Defined by the choices made in the map purpose and
map data components, respectively, data modelling is governed by parameters
such as map scale, classification of the source data or level of semantic and
graphic generalisation. The non-graphic modelling of map data is a prerequi-
site for the actual generation of the map graphic in the construction component.
This component facilitates the selection of map style, symbol, colour, text and la-
bel placement etc. The construction component concludes the map compilation,
composition and rendering process. This component provides both a preview
and the final map graphic. In the final evaluation component the map graphic
generated is validated, modified and re-processed, if necessary. The selection pa-
rameters of each component can be re-adjusted via a graphical user interface
(GUI) and an API as well (Fig. 2: GUI). While the user interface facilitates the
interactive visual control of parameters and workflow, the programming inter-
face provides a suitable connection to other external software components or
services. The CartoService approach can therefore be understood as a workflow
management service which is able to select, orchestrate and chain catalog, data
and processing services due to the user and map purpose requirements [14].

4 The CartoService Approach

At present, the concept of a web-based CartoService, as outlined above, is in its
development stage. Its sequential ordering provides the layperson with an easy-
to-understand guide to quality map production. Such quality web-map service
is not available on the internet to date. A brief look at the map production
functionalities of current web-based atlas information systems (AIS), such as
the national atlases of Canada [15] and the USA [16] or the series of Australian
regional atlases [17], will readily confirm this assessment. Basically, web maps
created from those AIS are graphic presentations of the non-graphic geodata
modelling results (primary model) in the AIS-GIS. To the layperson the resulting
map graphic may look like a map. However, a professional appreciation will find
that the map-like graphic lacks almost all quality features that define a proper
map. The most notable of these is the separate graphic modelling of the map
graphic (secondary model) on the basis of the data model. Well known from
visual outputs of such AIS and geographical information systems these map-like
presentations are referred to as displays [18]. For the time been this secondary
(graphic) modelling process can not be automated. Automated transformation
of the primary data model into the secondary data model has not been achieved
yet and remains an unsolved research problem, cf. [6]. As a consequence, the
majority of web maps (like the majority of digital maps) generated by a simple
graphic presentation of the data model fall short of cartographic quality as put
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forward by [18], [19] and [20]. Such suboptimal map graphics, in essence, lack
the indispensable potential to communicate, explore and analyse spatial data
visually. CartoService aims to address this fundamental cartographic problem
by providing a rule-based framework for quality map-production including the
proven techniques of thematic cartography and map types. For that purpose,
CartoService offers a component-based environment for quality map production.
As has been presented above, each component provides the resources or services
required to go through the modelling and visualisation process. The architecture,
components and processes of CartoService are based on the principles of SOA,
in particular the publish-find-bind paradigm and the loose coupling [21].

4.1 CartoService Requirements

CartoService first and foremost attempts to improve the graphic modelling qual-
ity of web-based maps by limiting the amount of visual clutter in the map
graphic. For that purpose, three different aspects have to be addressed: first,
improvement of the map graphic itself (resolution, colour space), second, imple-
mentation of principle methods of (thematic and topographic) cartography into
the automated construction of internet maps, and, third, integration of interac-
tion and map dynamics into the map construction workflow.

Aspects one and two roughly correspond to the criteria of expressiveness and
effectiveness1 [22], when applied to cartographic symbol language. The first as-
pect (map graphics quality) is related to improvements in the rendering quality,
resolution, data formats and colour space of digital web map graphic. Specific
cartography-related map graphic (quality) criteria are object-symbol-relation,
graphic density relating to topic and scale, level of graphic generalisation and
colour schemes.

The second aspect relates to a particular phenomenon primarily found in web
maps which, as yet, has rarely been discussed. This phenomenon can be char-
acterised as the lack of cartographic principles in web map visualisations. The
bulk of web maps use rather simple visualisation techniques, as a glance at the
AIS mentioned above will confirm. Even well-established visualisation principles
like the visual variables [23] or dynamic visual variables described by [24] and
[25] are hardly made use of. A cursory analysis of the map graphics of internet
maps shows that the vast majority of these are suboptimal to inappropriate.
Equivalent to GIS presentations most of those maps are missing generalisation,
adequate symbolisation and text and label placement [18]. In fact, the majority
of thematic web maps are either of the choropleth type or simple composition
of point, line or area symbols. From the ten professional methods to visualise
geospatial data ([8],[9]) and a total of eleven graphic variables [26] only a few are
applied in web map construction. More complex or sophisticated methods of geo-
data visualisation are rarely found in recent internet maps. The implementation

1 Expressiveness determines ”whether a graphical language can express the desired in-
formation”, whereas effectiveness determines ”whether a graphical language exploits
the capabilities of the output medium and the human visual system.”
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of thematic mapping methods and techniques in standard web mapping services,
in particular, is an ongoing research topic in geovisualisation (e.g. [27], [28], [29],
[30]). To make available the entire spectrum of cartographic visualisation meth-
ods for automated web map production including a data- and purpose-specific
summary, is a major task addressed by CartoService. Through its modular com-
position CartoService will filter, present and apply relevant cartographic visuali-
sation methods to user specific datasets and presentation purposes, respectively.
The third major objective is the integration of interaction and dynamics into
the automated map construction process. In the current development and im-
plementation phase of CartoService this last aspect is subordinated.

4.2 CartoService Components and Architecture

The CartoService web map environment is conceptualised as a management
web service which itself is able to search, select, orchestrate and chain differ-
ent web services. These services are integrated as loosely coupled components
embedded in the generic architecture of the CartoService framework. The man-
agement functionality of CartoService offers user- and purpose-centred support
for high quality map compilation. Basic components of CartoService are: the
graphical user interface, data filter and analyst, method selector, compiler, the
style library and the rendering machine. Each component is linked and man-
aged by CartoService via a service programming interface. Because of its generic
architecture the integrated components (services) can be flexible exchanged in
the framework if requirement. General service processing and parameter set-
ting is controlled through the GUI and stored in a user and task specific pro-
file. The CartoService processing chain will be initiated by the input of spa-
tial dataset(s) or data service delivered feature set(s). After reading the input
dataset(s) CartoService will process a standard workflow which uses default val-
ues for each component and component parameters. In the first implementation
phase default values are derived from expert knowledge and cartographic ex-
pertise. At a later implementation stage feedback from the evaluation of Car-
toService maps will add information on about cartographic quality to the rule
base.

The provision of CartoService functionality is based on the well-known
publish-find-bind paradigm in SOAs (Fig. 3). To allow for requests to Car-
toService a registry is published in machine readable form, which is available
to clients via internet. Using the registry, clients are able to locate the service
host, link to it and receive a description of the service functionality provided.
Subsequently the information required is exchanged and the service can be used
to send, process geodata and finally to request appropriate geovisualisation in
web map form. Users (human clients) are able to access CartoService through
a GUI provided on the CartoService website. An alternative option to use Car-
toService functionality is through plug-ins or extensions of standard proprietary
or open source GI and map construction systems.
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Fig. 3. CartoService architecture

5 CartoService Use Cases and Evaluation

Based on CartoService and its components, architecture and requirements de-
scribed above a number of use case scenarios for CartoService have been designed
and analysed prior to full-scale implementation. In a first stage an operational
prototype has been developed and selected features have been evaluated.

5.1 Purpose versus Data-Driven Demand

The two most important use cases for CartoService are: first, the purpose-driven
and, second, the data-driven use case. The purpose-driven use case focuses on
the task or communication related objectives of the map maker (user). Her task
can be described by: I want to communicate geospatial information. What is
the most appropriate visualisation method? Where can I find relevant data re-
sources? Which media-specific visualisation modes can be applied? The (second)
data-driven use case can be described as: I have particular geospatial data or
data services about which I don’t know details. Which geospatial information is
accessible by the application of geovisualisation methodology?

While the first use case addresses a typical, traditional question in map con-
struction, the second reflects present-day objectives (exploration) and user cen-
tricity (layperson) in the usage of geospatial data and map production. It is
almost paradoxical that the ubiquitous availability of geodata has not increased
the knowledge about the origin and features of such data in the same way, let
alone basic knowledge of proper visualisation of this data. The controversial dis-
cussion about Google’s streetview data, at least in central Europe, provides a
clear proof of this knowledge deficit. CartoService advises the user to select and
apply the best-fitting visualisation method by analysing the data (with data
mining techniques) and providing the adequate geovisualisation (Fig. 4). The
resulting quality map can then be further refined by the user in an iterative,
interactive manipulation process. However, the underlying basic methodical de-
cisions cannot be revised.
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Fig. 4. Part of the simplified CartoService sequence diagram

The map produced can then again be disseminated via standard web map
services (WMS). In addition CartoService stores and, on demand, provides the
processing and styling information for each component service used in the work-
flow. Stored as user and workflow profiles such information can be used to es-
tablish user, purpose or data specific visualisation patterns. These patterns can
be utilised to produce maps with similar (corporate) cartographic design and
quality.

5.2 CartoService Process Chain Evaluation

In the ongoing research the development of CartoService has left its concep-
tual stage. Because of the complexity presented above it has not been imple-
mented yet. However, a first assessment can be made by evaluating the process
chain of the service components and the relevant parameter settings. Existing
cartography-related web services have been investigated and utilised to simu-
late the CartoService processing chain. The frames of reference of this research
have been the principle components and processes of cartographic modelling. As
dynamic binding and linkage of resources is not available to date, data had to
be loaded and exchanged manually. Apart from services providing geographical
data in vector (WFS) or raster format (WMS) e.g. by Geoserver or Mapserver,
web services have been used to generalise data. Other services have been used
to detect and apply colour schemes to visualise datasets already classified. The
MapShaper [31] and ColorBrewer [32] services were used here. Not all compo-
nents conceptualised in the CartoService framework are available as web services
to date. That is why missing components, e.g. classification, were be substituted
by GI software for the time being. As [33] and [34] have shown such GIS func-
tionality can be implemented into a SOA-based environment.

The CartoService process chain has also been evaluated for purpose-driven
use case scenarios. For this assessment, the map construction purpose was the
visualisation of population density in the German federal state of Brandenburg in
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2003 at county level. First results of the application of the CartoService workflow
to the test data are shown in figure 5. The results of this first application of
CartoService are promising when it comes to improve cartographic quality. A
full and detailed evaluation of the CartoService mapping quality has not been
done at this stage, further research and implementation efforts are required. The
evaluation of this component remains a major issue in the ongoing research.

Fig. 5. CartoService process applied to population density visualisation

6 Conclusion

For the time been CartoService has not been implemented completely and eval-
uated. At the present stage of development it has, however, been demonstrated
that the approach presented here offers significant potential to improve web
mapping quality in an extensive automated map construction workflow. It has
also been shown clear intelligent chaining and orchestration of web mapping re-
lated services, completed by functionalities of user interaction and manipulation,
can generate a consistent SOA-based web mapping workflow and related service
quality. CartoService provides the basic management and control components as
well as the architecture to improve geovisualisation quality throughout the com-
plete map construction workflow. Thanks to its modular and generic structure,
dynamic functionality and interoperability CartoService empowers laypersons
and professional map makers alike to add cartographic visualisation expertise
to their mapping purpose. Eventually CartoService will thus help to safeguard
minimum map quality standards in any geodata visualisation.
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kartengestützter Online-Systeme, p. 182 S. Verlag Erich Goltze GmbH & Co. KG,
Göttingen (2004)

11. Visvalingam, M.: Cartography, GIS and Maps in Perspective. Cartographic Jour-
nal 26(1), 26–32 (1989)

12. Witt, W.: Thematische Kartographie, vol. 2. Jänecke, Hannover (1970)
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Abstract. Over recent years, and related in particular to the significant recent 
international economic crisis, an increasingly worrying rise in poverty levels 
has been observed both in Italy, as well as in other countries. Such a 
phenomenon may be analysed from an objective perspective (i.e. in relation to 
the macro and micro-economic causes by which it is determined) or, rather, 
from a subjective perspective (i.e. taking into consideration the point of view of 
individuals or families who locate themselves as being in a condition of 
hardship). Indeed, the individual “perception” of a state of being allows for the 
identification of measures of poverty levels to a much greater degree than 
would the assessment of an external observer. For this reason, experts in the 
field have, in recent years, attempted to overcome the limitations of traditional 
approaches, focusing instead on a multidimensional approach towards social 
and economic hardship, equipping themselves with a wide range of indicators 
on living conditions, whilst simultaneously adopting mathematical tools which 
allow for a satisfactory investigation of the complexity of the phenomenon 
under examination. The present work elaborates on data revealed by the EU-
SILC survey of 2006 regarding the perception of poverty by Italian families, 
through a fuzzy regression model, with the aim of identifying the most relevant 
factors over others in influencing such perceptions. 

Keywords: Fuzzy logic, poverty, regression model, Eu-Silc. 

1   Introduction 

The profound economic and social transformations witnessed in recent decades have 
underlined the necessity of analyzing the phenomenon of poverty in terms of its 
multiple facets. The identification of the poor as a subject living on the edge of 
society (as, for example, the homeless) appears to have already been superseded in 
favour of a growing academic focus placed on general context, including both 
economic hardship and social exclusion.   
                                                           
* The contribution is the result of joint reflections by the authors, with the following 

contributions attributed to S. Montrone (chapter 4), to F. Campobasso (chapter 1 and 2), to P. 
Perchinunno (chapter 3.1 and 3.2), and to A. Fanizzi (chapter 3.3). 
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The numerous definitions found in the literature are almost all retraceable to the 
traditional distinction between absolute and relative poverty: the first understood as 
the incapacity to reach an objective level of wellbeing, independent of relevant social 
and temporal contexts; the second definition is, instead, based on the assumption that 
the social condition of an individual cannot be adequately defined without taking the 
environment in which they live as a starting point. In one case an individual is thus 
considered as poor if he is not be able to satisfy his primordial needs; whilst in the 
other case, if the individual live is in a worse state than the standard of the particular 
community in which he is located. 

A transversal approach is therefore proposed as an alternative to the above, 
considered as subjective, through which the poor are defined as those who identify 
themselves as such, even if this identification is revealed as a result of the comparison 
that they operate with the rest of society in terms of perceived wellbeing. It is, 
therefore, the “perception” an individual may have of their own condition which 
allows for the identification of the measure of poverty to a far greater degree than the 
assessment of an external observer would allow. 

It should therefore be noted that such a line of enquiry is part of the wider trend 
which attempts to focus, in particular, on the multidimensional nature of poverty i.e. 
on the necessity to take into consideration not only one single indicator but a group of 
indicators (considered useful in the definition of greater or lesser degrees of hardship 
in the individual observed). This approach recalls, in particular, the work of Renè 
Lenoir  [8] on social exclusion, the human poverty index in the United Nations Report 
on Human Development as well as the work of A. Sen [10]on functioning and 
capability. 

In this context the adoption of a fuzzy numbers theory, introduced by L. A. Zadeh  
[7,14], is considered as valuable and allows the intrinsic complexity of the 
phenomenon under investigation to be adequately taken into account. Indeed, Zadeh 
underlined that nature frequently does not present us with a set composed of clearly 
separate objects, to which it is possible to apply classical principals of set theory such 
as that of the principle of non-contradiction or the excluded middle; he thus 
introduced the concept of the degree of membership which, in opposition to classical 
theory (according to which a specific property may be proved as either true or false) 
also allows for possible intermediate values of veracity. 

The principal advantage of fuzzy logic lies precisely in its ability to align itself 
with human interpretation and, in the case in point, allows for the rejection of the 
“rich/poor” dichotomy in order to take into account the variety of levels which exist 
between the two extreme conditions (marked material hardship and high-level 
wellbeing). 

In the present work, data are elaborated arising from the EU-SILC survey of 2006 
[5], regarding the perception of poverty by Italian families. The interviewees express, 
in everyday language, their personal opinions regarding the relative burdens of 
various expenses with which they are faced (for example, in the form of categories, 
ordered on a scale ranging from "negligible burden" to "heavy burden”). This creates 
an initial problem associated with the objective difficulty and the inevitable 
subjectivity that characterizes every attempt at quantification of qualitative variables, 
given that the arising personal opinions are distributed along an ideal continuum, 
while the actual number assigned to each mode of a categorical variable is only a 
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value of densification on the considered scale. The categories which constitute the 
resulting ordinal scale are, in any case, verbal labels that correspond to vague and 
uncertain sets and find their ideal representation through the use of tools which are 
fuzzy in nature.  

Precisely a fuzzy regression model, considered as more efficient than a traditional 
logit model, is applied in order to identify the factors that most influence the 
perception of poverty over others [2,3]. 

2   A Fuzzy Regression Model 

2.1   Introduction 

Fuzzy regression techniques can be used to fit fuzzy data into a regression model 
[6,11,12]. Diamond [4] treated the case of a simple model introducing a metrics into 
the space of triangular fuzzy numbers; recently we provided some theoretical results 
about the estimates of the coefficients in a multiple regression model and about the 
decomposition of the sum of squares of the dependent variable. In this work, as the 
estimation procedure of a fuzzy regression model changes depending on whether the 
intercept is fuzzy or not, we explicit the expression of the parameters in the multiple 
case, starting from the simple model handled by Diamond. 

2.2   A Fuzzy Approach to the Least Squares Regression Model  

A triangular fuzzy number TRL )x,x,x(X
~ =  for the variable X is characterized by 

a function [ ]0,1X:μ
X
~ → , like the one represented in Fig. 1, that expresses the 

membership degree of any possible value of X to X
~

. 

 

Fig. 1. Representation of a triangular fuzzy number 

 
The x value is considered the core of the fuzzy number, while Lxx −=ξ  and  

xx R −=ξ  are considered the left spread and the right spread respectively. Note that 

x belongs to X
~

 with the highest degree (equal to 1), while the other values included 
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between the left extreme Lx  and the right extreme Rx  belong to X
~

 with a gradually 

lower degree. 
The set of triangular fuzzy numbers is closed under addition: given two triangular 

fuzzy numbers TRL )x,x,x(X
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Diamond introduced a metrics onto the space of triangular fuzzy numbers; 

according to this metrics, the squared distance between X
~

 and Y
~

 is 

( ) == 2
TRLTRL
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The same Author derived the expression of the estimated coefficient in a fuzzy 

regression model of a dependent variable Y
~

 on a single independent variable X
~

. 
In this work we generalize this estimation procedure to the case of several 

independent variables with a fuzzy asymmetric intercept, which seems more 
appropriate than the non-fuzzy one as it expresses the average value of the dependent 
variable (which is also fuzzy) when the independent variables equal zero.  

Assuming to regress a dependent variable TRiLiii )y,y,(yY
~ =  on k independent 

variables TRijLijijij )x,x,x(X
~ =  in a set of n units, the linear regression model with a 

fuzzy intercept is given by 

*
iY

~
= A

~
+ ∑ ijjX

~
b ,       i = 1, 2, ..., n;    j = 1, 2, …, k;   a, bj ∈ IR   

with * denoting the theoretical value, where TRL )a,a(a,A
~ = and γ−= aaL , 

γ+= aaR  and γ , γ  > 0. The estimates of the fuzzy regression coefficients are 

determined by minimizing the sum of Diamond’s squared distances between 
theoretical and empirical values of the dependent variable 

∑ ∑+
2

ijji )X
~

bA
~

,Y
~

d(  

respect to a, b1, .., bk, γ , and γ . The function to minimize assumes different 

expressions according to the signs of the regression coefficients b1, .., bk. 
In matricial terms, the estimates of the fuzzy regression coefficients are given by 

β = (X' X + XL' XL
 + XR' XR)-1 (X'y + XL'yL

 +XR'yR), 
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where: 

y = [ yi ] is the n-dimensional vector of centers of the dependent variable; 

yL
 = [ Liy ] and yR = [ Riy ] are the n-dimensional vectors of the lower extremes and 

the upper extremes respectively of the dependent variable; 
X is the n×(k+3) matrix formed by vectors 1, k vectors of cores of the independent 
variables and two vectors 0; 
XL is the n×(k+3) matrix formed by vector 1, k vectors of lower bounds of the 
independent variables and vectors -1 and 0; 
XR is the n×(k+3) matrix formed by vector 1, k vectors of upper bounds of the 
independent variables and vectors  0 and 1; 

β is the vector (a, b1, .., bk, γ , γ ) '. 

The total sum of squares of the dependent variable can be decomposed according to 
Diamond’s metrics. In particular we obtain the expressions of two components, the 
regression sum of squares and the residual one, like in the OLS estimation procedure 
for classical variables. This happens only because the intercept has exactly the same 
form as the dependent variable and, therefore, the theoretical and empirical values of 
the average fuzzy dependent variable coincide. Synthetically, denoting the fuzzy 
average of the dependent variable with: 
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A fuzzy version of the index R2, which may be called Fuzzy Fit Index (FFI), will 

be used in order to evaluate how the model fits data. Its expression is: 
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The more this index  is next to one, the better the model fits the observed data. 
Finally we propose a stepwise procedure in order to simplify, in terms of 

computational, the identification of the most significant independent variables. At 
each iteration, this procedure inserts a variable in the regression equation, according 
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to two fundamental criteria: the significance of the contribution made by single 
variable, measured by the relative increase of the total deviance in the dependent 
variable, and its originality, that is the ability to introduce information into the 
equation other variables have not already introduced (assessed in terms of correlation 
with the latter). 

3   The Application of the Fuzzy Approach 

3.1   The Construction of Eu-Silc Indicators 

Poverty is an extremely complex and multifaceted phenomenon which cannot be 
reduced to its purely economic or monetary dimensions. Since 2004 Italy has 
participated within the EU-SILC, the European Standard on Income and Living 
Conditions, which harmonizes surveys on living conditions and incomes of Italian 
families at EU level. This sample survey replaces the European Community 
Household Panel (ECHP) and has as its core objective the provision of comparable 
data, both transversal and longitudinal, for the analysis of income distribution, welfare 
and standards of living for families as well as economic and social policy [9]. 

In the present study a range of information resulting from EU-SILC survey of 2006 
is considered, of relevance in terms of the difficulties faced by Italian families in 
“getting through to the end of the month”, which were revealed through the 
completion of a questionnaire presented to 21,499 families. 

Table 1. Distribution of households surveyed by level of hardship in terms of “getting through 
to the end of the month” 

Getting through to the 
end of the month… Absolute values % 

1 with great difficulty 2,884 13.4% 

2 with difficulty 4,181 19.4% 

3 with some difficulty 8,643 40.2% 

4 fairly easily 4,506 21.0% 

5 easily 1,115 5.2% 

6 very easily    170 0.8% 

Total 21,499 
 

100.0% 
                       Source: EU-Silc, 2006. 

 
It emerges, in particular, that the majority of households surveyed declared 

themselves to be in a state of hardship (either in great hardship 13.4%, in hardship 
19.4% or in some degree of hardship, 40.2%). There are, however, few (0.8%) 
families declaring that they get through to the end of the month with absolute 
confidence. 
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Table 2. Percentage distribution of households surveyed according to level of hardship in terms 
of “getting through to the end of the month”, by region of residence 

Region of 

Residence 

With great 
difficulty  

With 
difficulty  

 
Other 

answers 
Total 

Sicilia 24.7% 28.1% 47.2% 100% 

Campania 24.1% 24.6% 51.3% 100% 

Puglia 22.6% 24.0% 53.4% 100% 

Sardegna 22.6% 23.1% 54.3% 100% 

Calabria 21.1% 32.1% 46.8% 100% 

Basilicata 19.8% 24.9% 55.3% 100% 

Lazio 13.3% 20.9% 65.8% 100% 

Abruzzo 13.0% 20.0% 67.0% 100% 

Piemonte 11.8% 17.6% 70.6% 100% 

Toscana 11.7% 17.8% 70.5% 100% 

Molise 11.5% 24.3% 64.2% 100% 

Marche 11.1% 20.0% 68.9% 100% 

Umbria 10.9% 19.7% 69.4% 100% 

Veneto 10.8% 15.6% 73.6% 100% 

Liguria 10.5% 20.3% 69.2% 100% 

Emilia Romagna  10.4% 15.9% 63.7% 100% 

Friuli Venezia Giulia   9.6% 17.3% 73.1% 100% 

Lombardia   8.8% 15.0% 76.2% 100% 

Valle d’Aosta   6.7% 15.4% 77.9% 100% 

Bolzano   4.6% 11.6% 83.8% 100% 

Trentino Alto Adige   3.9% 10.0% 86.1% 100% 

Italy 13.4% 19.4% 67.2% 100% 

Source: EU-Silc, 2006. 

 
In terms of geographical distribution, such a table confirms that poverty is 

concentrated within central and southern Italy. In particular, the regions with the 
highest percentage of families who face getting through to the end of the month with 
"great difficulty" are Sicilia (24.7%), Campania (24.1%), Puglia and Sardegna (both 
with 22.6%) and Calabria (21.1%). The same regions have an equally high percentage 
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level of families who responded in terms of "difficulty", particularly Calabria (32.1%) 
and Sicilia (28.1%). 

The EU-SILC survey of 2006 also asks families, divided between those living in 
rented accommodation and homeowners with a mortgage, the incidence of a range of 
expenses with which they are faced. It results, in particular, that at least half of 
families in rented accommodation assessed the cost of rent as a "heavy" burden 
(49.9%), along with housing costs in terms of electricity, gas and telephone bills and 
maintenance (59.8%), and other expenses such as the hire-purchase of furniture or 
other assets (56.4%). 

Table 3. Distribution of households surveyed living in rented accommodation according to the 
perceived burden in relation to each type of expenditure 

 
Rental  
costs 

Housing 
costs   

Other 
expenditure  

Heavy  49.9% 59.8% 56.4% 

Bearable 47.4% 38.8% 42.0% 

Negligible 2.7% 1.4% 1.6% 

Total 
 

100.0% 
 

100.0% 
 

100.0% 
Source: EU-Silc, 2006. 

 
Families tied to a mortgage on their property assessed mortgage repayment as a 

"heavy" burden, with other associated housing costs showing a fall in the percentage 
response rate to 45.4% and 47.8% respectively. 

Table 4. Distribution of mortgage-holding homeowner households surveyed according to the 
perceived burden in relation to each type of expenditure 

 
Rental  
costs 

Housing  
costs   

Other 
expenditure

Heavy  59.1% 45.4% 47.8% 

Bearable 39.9% 53.2% 47.6% 

Negligible     1.0%     1.4%    4.6% 

Total 
 

100.0% 
 

100.0% 
 

100.0% 
Source: EU-Silc, 2006. 

3.2   Definition of Fuzzy Numbers to Be Applied in Regression Model 

The aim of the present work is that of identifying which expenses, and their relative 
burdens as revealed by the survey (expenses of rent/mortgage payments, for the 
running of the household and other debts), determine, in comparison to others, and to 
a greater or lesser degree, the difficulty of “getting through to the end of month”. 

Such verification could be carried out through a logit model, from the moment in 
which such variables are taken into consideration on a categorical scale. Nevertheless, 
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the estimates obtained would thus result as highly complex, when both the number of 
explanatory variables and, above all, the relative modes involved are taken into 
consideration.   

In order to respond to such a dilemma a fuzzy regression model is proposed, made 
possible by the preliminary transformation of the information revealed through the 
EU-SILC survey in triangular fuzzy numbers [1,13]. 

Nevertheless, the nuclei of the six response categories to the question of hardship 
in terms of “getting through to the end of the month” (“very easily”, “easily”, “fairly 
easily”, “with some difficulty”, “with difficulty” and “with great difficulty”) are 
identified in correspondence with natural numbers between 0 and 5. Furthermore, in 
order to normalize the data collected, a quantification criteria has been maintained of 
the explanatory  variables which are analogous for all: in particular, the three response 
categories to the question of burden in terms of mortgage payments, rent and 
household costs (Negligible, Bearable, Heavy) are centred on 1, 3 and 5, whilst the 
four response categories relating to the burden of expenses for other debts (No 
expenses incurred, Negligible, Bearable, Heavy) are centred on 0, 1, 3 and 5. 

It is noted that all responses received present, having been quantified, a range of 
variation of between 0 and 6 and, furthermore, that the width of the intervals in which 
the membership functions vary according to the intensity of the response expressed. 
The adoption of triangular functions allows for the attribution of a degree of 
membership within the associated category to each interval point, inversely 
proportional to the distance from the fuzzy number nucleus. 

In particular, with reference to the explanatory variable, the two extreme categories 
express highly decisive responses and, as such, have corresponding functions of 
membership which are defined at more contained intervals than the intermediate 
response categories. This is true to an even greater extent in the case of the “No 
expenses incurred” category.  

The membership functions of all variables included in the model are reported 
below, defined on the basis of the observations formulated thus far, considerations 
which are purely heuristic in nature. 

 
 
 

 
Fig. 2. Representation of the membership function relative to the “difficulty in getting through 
to the end of the month” 
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Fig. 3. Representation of the membership function relative to the following expense: 
“Mortgage”, “Rent” and “Household costs”  

 
 

Fig. 4. Representation of the membership function relative to expenses “for other debts” 

3.3   Results of the Regression Model 

The verification of those expenses which, to a greater or lesser degree than others, 
determine the degree of difficulty in terms of getting through to the end of the month 
is conducted by differentiating, firstly, those families residing in rental 
accommodation as against homeowners living in a property purchased with a 
mortgage and, secondly, according to geographical area (north of Italy, centre and 
south and islands). The estimated regression coefficients within the six models 
considered, each of which has a discrete index of adaptability to the observed data  
(in all cases greater than 0.5), are reported below in table 4. 

Taking the families residing in rented accommodation into consideration, the most 
relevant expenses in terms of difficulty in getting through to the end of month result 
as being those relative to monthly rental payments. This is true across all geographic 
areas under examination and above all in the north, possibly due to the specific 
characteristics of the housing market.  

Expenses for the running of a household (electricity, gas, telephone and general 
costs) are revealed as being relevant, in this case particularly in the south, due to its 
generally depressed economic situation. 

Expenses for other debts (relative to credit  purchases or other goods) are revealed 
as being of greater relevance in terms of the difficulty of getting through to the end of  
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Table 5. Estimated regression coefficients in the model relative to families in rented 
accommodation, by geographical area 

Families 
 in rented 

North Centre 
South and 

Islands 

Intercept 2.72 2.25 2.48 

Spread left 0.32 0.36 0.47 

Spread right 0.28 0.30 0.27 

Rental expenses 0.22  0.19 0.20 

Household 
expenses 

0.14 0.14 0.16 

Other debts 0.12   

FFI 0.52 0.52 0.53 

Table 6. Estimated regression coefficients in the model relative to mortgage-holding 
homeowner households, by geographical area 

Familes with 
mortgage 

North Centre 
South and 

Islands 

Intercept 2.19 2.26 2.94 

Spread left 0.33 0.49 0.30 

Spread right 0.67 0.22 0.70 

Mortgage 
expenses 

 0.20 0.22 0.23   

Household 
expenses 

0.13 0.13 0.14 

Other debts 0.15   

FFI 0.56 0.52 0.54 

 
the month specifically in the north, presumably due to the reluctance of families in 
other geographic areas to take on such expenses. 

When taking into account the second set of families considered, the expenses 
relative to the payment of mortgage rates is revealed as relevant in all geographic 
areas and, differently from the previous model, above all in the south (possibly due to 
the decreasing ability to guarantee the income-levels necessary to meet a substantial 
monthly economic payment of this kind); other types of expenses are shown to have 
an identical degree of relevance in terms of getting through to the end of month as 
that seen in the previous model. 
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The validity of the proposed method in terms of analysing poverty levels in 
accordance with the various types of expenses incurred is verified, however, by 
proceeding with estimation, as an alternative, of a logit model, taking into account the 
same variables as considered thus far, without the need to transform them into 
triangular fuzzy numbers. 

Test values of significance associated with the explanatory variables of the logit 
model, differentiated by geographical area, are reported below, summarized through 
the omission of the relative coefficients. 

Table 7. Significance of the explanatory variables of the logit model relative to families in 
rented accommodation, by geographical area 

 
Families  

North Centre South and Islands 

in rented Test G2 d.o.f. Signific. Test G2 d.o.f. Signific. Test G2 d.o.f. Signific. 

Intercept 0.000 0 . 0.000 0 . 0.000 0 . 
Rental expenses 68.91 10 0.00 72.93 10 0.00 68.03 10 0.00 
Household 
expenses 

44.17 10 0.00 52.38 10 0.00 63.61 10 0.00 

Other debts 26.67 15 0.03 40.28 15 0.01 27.19 15 0.02 

Table 8. Significance of the explanatory variables of the logit model relative to families with 
mortgage, by geographical area 

 
Families 

North Centre South and Islands 

with mortgage Test  G2 d.o.f. Signific. Test G2 d.o.f. Signific. Test G2 d.o.f. Signific. 

Intercept 0.000 0 . 0.000 0 . 0.000 0 . 
Mortgage 
expenses 

97.37 10 0.00 67.97 10 0.00 80.03 10 0.00 

Household 
expenses 

88.19 10 0.01 48.71 10 0.01 63.61 10 0.00 

Other debts 60.63 15 0.00 . 15 . . 15 . 

 
Similarly, in this case, and regardless of geographical area, the expenses which 

demonstrate the greatest degree of difficulty in getting through to the end of the 
month are represented by the payment of a mortgage or by payment of monthly rent, 
according to the whether families reside in rented accommodation or whether they are 
homeowners with a mortgage, followed by general household costs and, finally, by 
other debts.  

It may be noted that in the particular case of families residing in rented 
accommodation, and differently from that emerging from a fuzzy regression model, 
expenses for other debts are significant not only in the north of Italy but, also, in the 
centre and south. On closer inspection, however, the estimated coefficients in relation 
to the four response categories to the question of the burden of expenses for other 
debts (No expenses incurred, Negligible, Bearable, Heavy) are all close to zero. In 
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other words, whilst seen through the logit model this burden results as significant, its 
incidence in terms of difficulty in getting through to the end of the month is almost 
nothing.  

The verifications conducted thus far demonstrate the fuzzy regression model to be 
more efficient with respect to the classic logit model in estimating in what ways the 
single factors taken into consideration may influence the perception of interviewees 
regarding their ability to get through to the end of the month. 

4   Concluding Remarks 

In this work we propose a Fuzzy Regression Model in order to identify the factors that 
most influence the perception of poverty by Italian families.  

In literature poverty, with regards to its economic nature, is usually defined as an 
insufficiency of the resources necessary to guarantee a high level of well-being with 
respect to certain predefined standards. There is a general agreement that evaluating 
poverty means measuring the economic resources of individual families with respect 
to the economic resources of other families. The use of monetary variability (in terms 
of consumption and income) is based on the implicit assumption of equivalence 
between available economic resources and well-being. Such minimum levels of well-
being may be expressed in terms of being absolute or relative. A transversal approach 
is therefore proposed as an alternative to the above, considered as subjective, through 
which the poor are defined as those who identify themselves as such, even if this 
identification is revealed as a result of the comparison that they operate with the rest 
of society in terms of perceived wellbeing. It is, therefore, the “perception” an 
individual may have of their own condition which allows for the identification of the 
measure of poverty to a far greater degree than the assessment of an external observer 
would allow. 

The presence of a varied range of definitions on the theme of poverty underlines 
the necessity of no longer relying on a single indicator, but on a group of indicators 
which are useful in the definition of living conditions of various subjects 
(multidimensional approach). 

Income and consumption therefore represents only part of the overall dimension of 
poverty, in as much as this approach focuses on quality of life rather than on wealth, 
thus allowing for a more accurate description of the phenomenon, a more appropriate 
explanation of causes. 

A subjective approach to poverty suggests the adoption of a fuzzy regression 
model, made possible by an initial transformation of data into triangular fuzzy 
numbers, from information gathered from the EU-SILC survey on Income and Living 
Conditions, carried out by ISTAT in 2006 on a sample of Italian families. 

The results obtained allow for the identification of the type of expenses that 
constitute the most significant determinants of the actual capacity of Italian families 
to get through to the end of month. This analysis was carried out, differentiated by 
geographical areas of reference (north Italy, central, south and islands) as well as by 
types of families both in rented accommodation or homeowners with a mortgage. In 
particular, it is noted that rental payments significantly affect difficulty in terms of 
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getting through to the end of the month in the north, whilst mortgage payments show 
similar levels of difficulty in the south. 

The validity of this method, proposed in order to analyze poverty levels according 
to the different types of expenses incurred, is confirmed through the comparison of 
results obtained from the estimation of a classical logit model applied using the same 
explanatory variables. 
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Abstract. A fuzzy Inference System (FIS) was developed to generate 
recommendations for spatially variable applications of nitrogen (N) fertilizer 
using soil, plant and precipitation information. Experiments were conducted 
over three seasons (2005-2007) to assess the effects of soil electrical 
conductivity (ECa), nitrogen sufficiency index (NSI), and precipitations 
received in the vicinity of N fertilizers application, on response to N measured 
at mid-season growth. Another experiment was conducted in 2010 to 
understand the effect of water supply (WS) on response to N, using a spatially 
variable irrigation set-up. Better responses to N were observed in the case of 
high ECa, low NSI and high WS. In the opposite cases (low ECa, high NSI or 
low WS), nitrogen fertilizer rates can be reduced. Using fuzzy logic, expert 
knowledge was formalized as a set of rules involving ECa, NSI and cumulative 
precipitations to estimate economically optimal N rates (EONR).  

Keywords: Variable nitrogen fertilization, fuzzy inference systems, soil 
electrical conductivity, nitrogen sufficiency index, precipitations, water supply. 

1   Introduction 

Crop production is a complex system that integrates physical, chemical and biological 
processes and that is managed under increasing economic and ecologic constraints. 
Nitrogen management is one of the primary factors affecting crop yield and pollution 
from agroecosystems. Nitrogen availability to crops is affected by a set of interacting 
edaphic, climatic and management factors and N fertilizer needs can vary within and 
among fields. The application of fertilizer N uniformly across fields leads to over- or 
under-application since requirements are known to vary in space and in time. The 
variable application of N fertilizers is the only strategy capable of optimizing the 
overall use of N to reach both economic and environmental objectives [1] [2] [3].  

The economically optimum nitrogen rate (EONR) can likely be estimated by 
integrating crop, soil and weather information. Soil properties, soil moisture 
availability and yearly climatic factors should be considered when making fertilizer 



 Fuzzy Logic Approach for Spatially Variable Nitrogen Fertilization of Corn 357 

recommendations [4]. In situ measurements of chlorophyll, leaf area index (LAI), 
fluorescence properties, biomass status or vegetation indices obtained through a 
variety of sensors and platforms are also indicators of actual local N availability [5]. 

Soil texture plays an important role in N availability. Soil apparent electrical 
conductivity (ECa) has been used as a surrogate parameter to textural properties 
providing great spatial details. Tremblay et al. [1] reported that best mid-season 
growth was found in areas of low ECa, corresponding to soil with coarser textures. 
The best responses to in-season N fertilization were found in areas with high ECa 
corresponding to unfavourable soils for corn growth. Kitchen et al. [6] also showed 
that crop growth is inversely correlated with ECa.  

The influence of water on N uptake has been reported in several scientific papers. 
Van Es et al. [7] showed that variations in soil water and texture within fields cause 
localized differences in soil N availability and therefore are a potential basis for 
variable N fertilizer application in corn. Hong et al. [8] found that irrigation 
significantly affected N uptake. Xie et al. [9] showed that rainfall have profound 
effects on the efficiency of nitrogen fertilization. The best response to N was obtained 
for high but not excessive values of cumulative precipitations (PPT) collected 
between sowing and in-season nitrogen application dates. 

The NDVI acquired prior to N fertilizer application can be used as a valuable 
indicator of crop performance. It can be translated into a Nitrogen Sufficiency Index 
(NSI; a relative indicator, based on non-limiting N reference [N-rich] areas) to judge 
the fertilization requirements of the rest of the field [1] [10] [11]. The use of NSI is 
claimed to remove many of the soil and seasonal variation factors that interfere with 
the diagnostic assessment [5]. 

There have been many studies relating plant, soil or weather conditions to EONR, 
but there are few examples where models have been developed to integrate these 
effects for estimating EONR. Brentsen et al. [12] proposed a polynomial model for 
EONR based on properties such as crop biomass and ECa. However, such a modeling 
approach is hardly compatible with datasets characterized by strong variability and 
weak correlations. Thus, it is proposed that other strategies based on artificial 
intelligence are better adapted than deterministic approaches for predicting EONR or 
for similar purposes. Among them, Assimakopoulos et al. [13] proposed fuzzy logic 
as the most flexible and comprehensive approach to use in such a context, particularly 
where expert knowledge can be included. Jones and Barnes [14] developed a fuzzy 
logic based decision-support system that integrates remote sensing data and plant 
growth models to manage within-field spatial variation. Molin and Castro [15] as well 
as Yan et al. [16] used a fuzzy logic classifier of crop and soil features to define 
uniform site-specific management zones. They showed that this approach provides 
valuable information for variable application of inputs. Papageorgiou et al. [17] used 
fuzzy cognitive maps to model expert knowledge and predict cotton yield from 
complex interacting soil, crop and weather factors. This technique was capable of 
dealing with uncertain descriptions like human reasoning of complex data. Krysanova 
and Haberlandt [18] developed a fuzzy-rule based model simulating nitrogen fluxes 
for the analysis of nitrogen leaching and the assessment of water quality. This model 
allowed the establishment of fertilisation schemes for climate zones and soil classes. 

The aim of this work was to develop a fuzzy inference system (FIS) to predict 
EONR for corn plots from soil texture (ECa maps), crop information (NSI maps) and 
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water availability estimated through cumulative precipitations (PPT) recorded before 
N fertilizer application. The rules of this FIS are established from the results about 
soil and weather effects on response to N. 

2   Materials and Methods  

2.1   Experiments to Study Soil, Weather and Plant Status Effects on Response to N 

The experiments were conducted in summer 2005, 2006 and 2007 on corn (Zea mays 
L.) in commercial fields located in the Montérégie region of Quebec, Canada  
(Table 1). The fields were characterized by highly variable textures (heavy clay, clay-
loam, loam, sandy loam and loamy sand). The field was under conventional tillage 
with a row spacing of 0.75 m. Four in-season N-rate treatments (30 to 158 kg N ha−1) 
plots were randomized within four blocks. Strips with no N fertilizer for the whole 
season (Nil-N) and others with non-limiting N fertilizer applications (rich-N strips 
with 250 kg N ha−1) were also laid out. Soil ECa (0-30 cm) was measured on bare soil 
before sowing (2005 and 2006) or after harvest (2007) using a Veris model 3100 
sensor (Veris Technologies, Inc., Salina, KS) with a sampling density of one point per 
6 to 12 m, and krigged using GS+ software (Gamma Design Software, LLC, 
Plainwell, MI). ECa values ranged approximately from 2 mS m-1 (in sandy soils) to 30 
mS m-1 (in clayey soils). 

Table 1. Characteristics of the trials in commercial fields located in St-Valentin, QC (2005, 
2006 and 2007) and in the AAFC experimental farm of L’Acadie, QC (2010) 

 2005 2006 2007 2010 

Coordinates (Lat/Long) 
45° 5' 28'' N     

73° 21' 11'' W 
45° 5' 21'' N  
73° 21' 3'' W 

45° 5' 24'' N  
73° 21' 11'' W 

45° 17' 52'' N    
73° 20' 16'' W 

Field size (ha) 8.66 6.52 8.74 2.49 

Sowing date 12 May 9 May 3 May 13 May 

Irrigations before side-
dress 

- - - 
8, 12 and 15 
June (V4*-5) 

Early-season plant status 
observation 

NDVI1     
28 June (V7) 

NDVI1     
5 July (V7) 

NDVI1     
22 June (V5-6)

- 

Irrigations after side-
dress 

- - - 
22 and 29 June 

(V6-7) 

In-season N application 23 June (V6) 5 July (V7) 22 June (V5-6) 19 June (V5-6) 

Mid-season plant status 
observation 

NDVI2, 12 
July (V9) 

NDVI2, 20 
July (V10) 

NDVI2, 10 
July (V8) 

SPAD, 6 July 
(V9) 

Variety 
DKC4627 Bt 
(2950 CHU) 

DKC4627 Bt 
(2950 CHU) 

DKC4627 Bt 
(2950 CHU) 

Pioneer 38M58 
(2800 CHU) 

* Corn growth stages according to [19] 
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The NDVI measurements were obtained before the application of N (defined as 
NDVI1) from five GreenSeeker sensors (NTech Industries Inc., Ukiah, CA). The 
corresponding NSI (NSI = NDVI1 of the area to diagnose/ NDVI1 of nearest 
neighbourgh in N-rich strips) was calculated for every point. NDVI was recorded 
again at mid-season (defined as NDVI2) with a Compact Airborne Spectrographic 
Imager (CASI; ITRES Research Ltd., Calgary, AB) to assess plant response to N 
fertilizer application and terrain features. Fig. 1 shows 2005 maps. More details about 
these experiments are given in [1].  

 

 

Fig. 1. Maps showing N treatments (a), the spatial variation of ECa (b) measured by the Veris 
and the NSI calculated from NDVI measured by GreenSeeker at side-dress stage (c) in 2005 

2.2   Experiment to Study Water Supply Effect on Response to N 

An experiment was conducted in summer 2010 on corn (Zea mays L.) in a field 
located at the L’Acadie Experimental Farm, Quebec, Canada (Table 1). The field was 
characterized mainly by clay loams. The ECa (0-30 cm) was measured using a VERIS 
model 3100 sensor cart system (Veris technologies, Salina, Kansas, USA) and 
showed moderate variability from 3 to 10 mS m-1. The ECa were collected on 
transects approximately 5 m apart on bare soil after harvest, in 2009 and krigged 
using GS+ (Gamma Design Software, LLC, Plainwell, MI, USA). The field was 
under conventional tillage with a row spacing of 0.75 m. Four in-season N-rate (50 to 
180 kg ha-1) treatments plots were randomized within four blocks. Plots with no N 
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fertilizer (Nil-N) and with non-limiting N fertilizer applications (Rich-N with 250 kg 
ha-1) were also included in the experimental design. One irrigation sprinkler line was 
established transversally in the middle of each block (Fig. 2) and was activated at 
several dates before and after side-dress (Table 1). This irrigation set-up was expected 
to produce a spatially variable water supply (WS) as the amount of water normally 
decreases further away from the sprinkler heads. The actual spatial distribution of the 
irrigation water applied was measured by a network of pluviometers corresponding to 
the sampling points. In each plot, 3 sampling points were randomly selected but 
scattered to encompass spatial variation (Fig. 2). Water supply before side-dress 
(WSBS) was cumulated over the three irrigation dates closest to side-dressing and 
water supply after side-dress (WSAS) was cumulated over the two irrigation dates 
following side-dressing (Table 1).  Corresponding LAI measurements were made with 
a LAI-2200 instrument (Li-Cor, Lincoln, NE, USA) and chlorophyll levels were 
estimated using a SPAD-502 chlorophyllmeter (Soil Plant Analysis Development, 
Minolta Camera Co., Ltd., Japan). Shoot biomass was sampled, weighed and dried. 

 

 

Fig. 2. Maps of the field experiment showing N treatments, field layout, sprinklers and 
sampling locations in 2010 

2.3   Fuzzy Inference System Modeling 

Fuzzy logic is widely used as an interface between symbolic and numerical spaces, 
allowing the implementation of human reasoning in computers. Fuzzy inference 
systems deal with linguistic variables, this concept is implemented using fuzzy sets, 
which usually overlap. For example, the ECa variable can be handled by means of 
three linguistic terms: Low, Medium and High. A fuzzy set is defined by its 
membership function (MF). A point, x, in the universe, such as a given ECa (i.e. a real 
value), belongs to a fuzzy set, A, with the membership degree 0 ≤ μA(x) ≤ 1. On the 
left side of Fig. 3, the value belongs to the Medium set with a degree of µM(x) and to 
the High set with a degree of µH(x). These degrees can be interpreted as the level to 
which the x ECa should be considered Medium or High. In this case, it cannot be 
considered Low at all. 
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The core of the fuzzy system is a set of fuzzy if-then rules. When several variables 
are involved in the rule description, the membership degrees can be combined using 
an AND operator (the most common are the minimum and the product) or an OR 
operator (maximum or bounded sum; the sum is limited to 1) to give the weight of a 
rule when conclusions from a set of rules are aggregated to infer an output. As a 
consequence of overlap in the fuzzy partition, several rules are likely to be called by 
the same input data. The inferred output is the result of the aggregation of all these 
weighted conclusions. 

The design of a fuzzy system involves two main steps: definition of the input and 
output variables, and rule description. In the present study, both steps were carried out 
on the basis of expert knowledge and experimental results, as discussed below. 
Generally, simulations of output values corresponding to combinations of inputs are 
used to observe the behaviour of the designed model. An example showing details of 
calculating EONR’ using an FIS similar to the one presented here is given in [20]. 

 

 
Fig. 1. Principles of the fuzzy inference system FIS 

3   Results and Discussion 

3.1   Effects of ECa and Precipitations on Response to N in 2005, 2006 and 2007 

Soil ECa values were arranged into three classes (using histogram segmentation) and 
corresponding NDVI2 (measured at mid-season) averages were calculated for each N 
treatment (Fig. 4). In 2005, responses to N were very high under high ECa. This 
observation was of less obvious in 2006 and 2007. For low ECa, NDVI is mostly 
independent of N rate. For medium ECa, moderate responses to N rate are observed. 
Still, responses to N were high in soils unfavorable to mid-season growth (high ECa) 
and low in soils more favourable to growth (low ECa). The difference between 
responses to N among years may be due to weather conditions. 

Seasonal differences in responses to N may be related to the quantity of 
precipitation received in the vicinity of N side-dress application (Fig. 5, Table 2). In 
2005, the soil was moist both at N side-dress (65 mm of rain was received in the 
previous 10 days) and after side-dress (106 mm between N side-dress and mid-
season). In 2006 and 2007, the lack of rain experienced before or after N side-dress  
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Fig. 2. Corn growth (represented by NDVI2) response to nitrogen treatments for three classes of 
ECa (low ECa: 0 to 9 mS m-1; medium ECa: 9 to 18 mS m-1; high ECa: greater than 18 mS m-1). 
Error bars represent standard deviations 

may have interfered with both the release of N provided as fertilizer or the ability of 
the crop to use it. In 2006, the delay between N application and NDVI2 measurement 
was also particularly short (15 days as compared to 18 days or more in the other 
years; Table 2), reducing the time for the N applied to generate measurable changes in  

corn growth at mid-season. For these reasons, the responses to N in 2006 and 2007 
were at smaller magnitudes than in 2005. 

 

 
Fig. 3. Daily precipitations recorded during 2005, 2006 and 2007 with dates of interest (sowing, 
N side-dress application and remote sensing imagery acquisition) 
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Table 2. Cumulative precipitations (PPT) recorded before and after N side-dress application 

Year 

PPTSD-10 recorded 
10 days before N 
side-dress (mm) 

PPT between N 
side-dress and mid-
season observation 

(mm) 

Number of days 
between N side-dress 

and mid-season 
observation 

Response 
to N 

2005 65 106 19 High 

2006 83 7 15 Low 

2007 17 93 18 Low 

3.2   Effects of NSI on Response to N in 2005, 2006 and 2007 

Plant-status at side-dress measured by NSI affects N requirements (Fig. 6). When NSI 
is high, dNDVI (dNDVI = NDVI2-NDVI1; measures the growth between N fertilizer 
application and mid-season observation) is low. The reason is that crop growth was 
high in early season (at side-dress, before in-season application of N) for all N rates 
comparatively to non-limiting N supply condition. In this case (high NSI), NDVI 
increased from side-dress stage to mid-season stage with only 0.3 to 0.4 and almost 
independently of applied N rate and of soil conditions. When NSI is low, indicating a 
reduced growth at side-dress stage, dNDVI is high (0.6 to 0.7) in good soil conditions 
(low ECa) for almost all applied N rates. But, in situation of low NSI combined with 
bad soil conditions (high ECa), the response to N is very high and dNDVI increases 
from 0.3 for low N rate (0 or 30 kg ha-1) to 0.7 for high N rate (187 kg ha-1). It follows 
that crop growth can be enhanced by in-season N applications in areas of high ECa 
(unfavourable soil conditions) when a reduced growth is observed at side-dress stage. 

 

 

Fig. 4. The effect of NSI on growth (represented by dNDVI = NDVI2-NDVI1) for different 
rates of N applied (in kg N ha-1) and for three classes of ECa (year 2005) 

3.3   Effect of Water Supply on Response to N in 2010 

Water supply from spatially variable irrigation allows for simulating variable 
precipitation levels. Water supply recorded before (WSBS) and after (WSAS) side-dress 
were classified into low, medium and high levels, but with different limits since WSBS 
was cumulated over three days and WSAS was cumulated over two dates.  



364 Y. Bouroubi et al. 

Areas with low and medium WSBS presented higher SPAD values than those with 
higher WSBS. Areas with medium WSAS presented higher SPAD values than those 
with lower or higher WSAS (Fig. 7). Areas with medium and low WSBS and WSAS had 
a moderate response to N while areas with high WSBS and WSAS responded more to N 
fertilizer application. These results illustrate that the impact of N rate on chlorophyll 
levels is dependent on water availability in the vicinity of N side-dress. A low WS, 
resulted in response to N levelling-off at a relatively low N level, as N was likely not 
the growth-limiting factor in this context. In contrast, areas with high WSBS and WSAS 
were not limited by water and responded to relatively high N levels. These results 
confirm the conclusions of the 2005 to 2007 experiments on effects of water 
availability on corn response to N fertilizer application. 

 

 

Fig. 5. Corn growth response (measured by SPAD) to N rates for three classes of WS measured 
before side-dress (WSBS) and after side-dress (WSAS). Low WSBS: 0 to 10 mm; medium WSBS: 
10 to 20 mm; high WSBS: greater than 20 mm. Low WSAS: 0 to 15 mm; medium WSAS: 15 to 
30 mm; high WSAS: greater than 30 mm. Error bars represent standard deviations 

3.4   Fuzzy Sets and Inference Rules from Expert Knowledge 

The proposed FIS uses the variables PPTSD-10 (PPT recorded 10 days before N side-
dress), ECa and NSI to determine EONR’ (a surrogate of the real EONR, based on 
response of the crop to N rate in the period following side-dressing). Trapezoidal 
shapes and three fuzzy sets (low, medium and high levels) for ECa and PPT were 
used. For NSI, two fuzzy sets (low and high) were used. The EONR’ was also 
fuzzified with trapezoidal MFs into three sets, low, medium or high, to allow more 
possibilities for rule definition and more precise EONR’ recommendations (Fig. 8). 
The limits of the ECa and NSI fuzzy sets were determined in accordance with the 
corresponding classes determined by histogram segmentation. The fuzzy sets for 
PPTSD-10 was determined from values of Table 2 but could be improved from 
meteorological archives. The MFs of EONR’ were also of trapezoidal shape and were 
defined from expert knowledge.  



 Fuzzy Logic Approach for Spatially Variable Nitrogen Fertilization of Corn 365 

 

Fig. 6. Membership functions (MFs) for FIS input (ECa, NSI and PPTSD-10) and output 
(EONR’) variables 

On the basis of the expert knowledge gathered from the four experiments (seasons 
2005, 2006, 2007 and 2010) through the analysis of the relationship between growth 
and soil conditions (ECa), plant status (measured by NSI) and water availability 
(represented by PPTSD-10), the following rules are proposed: 

IF (ECa is med OR ECa is low) AND (NSI is low) THEN (EONR’ is med)  
IF (ECa is med OR ECa is low) AND (NSI is high) THEN (EONR’ is low)  
IF (ECa is high) AND (NSI is low) THEN (EONR’ is high)   
IF (ECa is high) AND (NSI is high) THEN (EONR’ is med)  
IF (PPTSD-10 is low OR PPTSD-10 is med) THEN (EONR’ is med)  
IF (PPTSD-10 is high) THEN (EONR’ is high)  
 
These rules can be updated to include local knowledge or new experimental 

results. 

3.5   Simulation of EONR’ by the FIS 

To observe the behaviour of the FIS output, EONR’ was generated for combinations 
of ECa (ranging from 2 to 25 mS m-1), NSI (ranging from 0.35 to 1.2) and for two 
weather conditions: dry with PPTSD-10 = 30 mm and wet season with PPTSD-10 = 70 
mm. The results of EONR’ simulations as functions of input parameters are illustrated 
in Figs. 9a and 9b. As expected, the general surface response of EONR’ to ECa and 
NSI are similar for dry and wet seasons. However, EONR’ is higher in wet season by 
about 60 kg N ha-1 in the case of high ECa and low NSI.  

For wet seasons and unfavourable soil conditions (high ECa), a maximum of 180 
kg N ha-1 is recommended if NSI is low (high deficiency), but only 100 kg N ha-1 if it 
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is high (low deficiency). Under favourable soil conditions (low ECa), the model 
recommends 30 kg N ha-1 if NSI is high and 90 kg N ha-1 if NSI is low. The model 
accounts for the influence of ECa with a 90 kg N ha-1 difference between ECa 
extremes. 

 

 

Fig. 7. Simulation of EONR’ using the FIS developed for different situations of ECa and NSI 
input values under situations of: a) dry season and; b) wet season 

3.6   FIS Implementation in a GIS 

The developed FIS can be implemented in a GIS following these steps: (1) 
membership function generation, (2) rules application, (3) aggregation of partial 
outputs and (4) defuzzyfication of the final output. The implementation of these 
operations in ArcGISTM (ESRI, Redlands, CA, USA) is described in [20]. 

As shown in Fig. 10, the calculated N requirements for 2005 field vary between 35 
and 160 kg N ha-1, according to the field attributes and crop status, as measured by 
NDVI1 and translated into NSI and precipitation records. This map shows the high 
spatial variability of N requirements. The patterns in EONR’ map are similar to those 
observed in ECa and NSI maps showed in Fig. 1. Such variable N rate proposed by 
the output map should help to enhance nitrogen use efficiency (NUE) and reduce the 
environmental impact of over-fertilization. 
 

 

Fig. 8. EONR’ calculated using the developed FIS for 2005 field 

4   Conclusion 

The spatial variability of soil conditions within and among fields and the temporal 
variability of water availability from season to season complicate the determination of 
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the optimal N fertilizer requirements. Fuzzy inference systems (FIS) can combine 
plant and soil based spatial information and weather seasonal information to provide 
nitrogen fertilizer recommendations adapted to conditions prevailing at different 
locations, from year to year.  

This study demonstrates the importance of considering both soil texture and 
seasonal precipitations for the determination of adequate in-season N supply. Results 
shows that nitrogen fertilizer rates can be reduced where soil and/or weather 
conditions are naturally favourable to growth, and increased where soil conditions are 
unfavourable to growth or when limited water availability does not allow for a high 
response to N. Since water availability is important both before and after N fertilizer 
application, precipitation forecasts for few days after side-dress could be added to 
precipitations recorded before side-dress (the PPTSD-10 variable used in the FIS) for a 
better use of weather information available at the time of side-dress, including 
forecasts for the period immediately following this time. 

The FIS presented in this paper could be adapted to other conditions by adjusting 
the membership functions (MFs) to the ranges of prevailing input and output 
variables, and possibly by adapting fuzzy rules from complementary expert 
knowledge. 
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Abstract. Over the last decade the need for public bodies to characterise  the 
vitality and degree of sustainability of their territories is well acknowledged. 
Still it remains unclear how to integrate the different categories of values of our 
daily life places in a comprehensive way in order to develop appropriate and 
well balanced policies. An experimental case has been designed to provide 
novel sets of indicators by integrating information extracted from custom maps, 
spatial descriptors of land use and land cover and socio-economic indicators. In 
order to fully grasp the character of a living place, the nuances of less tangible 
aspects should be also understood. To do so, the results developed during first 
steps have been subsequently refined by incorporating  relevant volunteering 
geographical information available on Google Earth® platform.  

Keywords: Volunteered Geographic Information; Complexity assessment and 
mapping; Mixed open spaces characterization. 

1   Introduction 

The role of geographic information in planning is well proven, and it is commonly 
accepted that GISs are base tools for analysis [4]. Matthews [11], pointed out how 
“rural land managers in Europe are faced with an increasingly complex decision-
making environment where production has to be achieved within narrowing 
environmental and social limits”. Furthermore, he argued  that a varied mix of 
financial, social and environmental goals has to be achieved to allow the managers to 
evaluate the options and impacts of alternative land use strategies. Expanding the 
information base is one issue, the question  whether and how such information can 
properly serve planning process is another matter. According to Rizov [18] diversity 
and sustainability are key issues for rural development policies. As well as local and 
regional autonomy are currently playing a pivotal role overarching modernist 
discourses on the alternative concepts of rurality [3]. A debate, with a special regard 
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to open spaces of rural-urban mixed settings, should be therefore addressed on “which 
kind” of information pieces are relevant to spatial management and planning. In 
particular, which values should have to be considered and which can be neglected? 
And how should certain values be addressed in our analysis?  For instance, how can 
we record the smells and the sounds, essential landscape qualifiers, and insert this 
information in our database? Reversely, are the current vocabularies for spatial 
information and  the on-going efforts for standardisation (Inspire Directive for 
instance), effective to describe attractiveness of places, sense of being home, 
attachments, …, all important qualities that people feel about their everyday life 
places? Do we have to blindly trust on the official spatial information, made, managed 
and released by governmental  or private bodies (remote sensing and mapping 
companies, rural development agencies, cadastre and census agencies,...) or are there 
other potential sources? Furthermore, are these last ones unusable in planning 
processes or some potential uses can be envisaged to address the aforementioned 
questions? 

The emerging issue is “how” to analyse, and asses each landscapes characteristic 
and value, from both the spatial (structural organization of their spatial patterns) and 
functional (goods and services provided, ecological, social, cultural, etc.) points of 
view. As Linehan [8] states, it is important to reassert the value of relationships 
among physical, cultural, economic and political dimensions of space, to better 
incorporate the knowledge, perceptions, and practice that exist between the place we 
study and the people and communities who call this place home. 

Moving beyond the traditional targets of landscape policies (cultural heritage, scenic 
landscapes, the rural sphere, and biodiversity relics), and embracing the landscape 
relevance of any space, altered landscapes, hybrid rural-urban landscapes, as well as 
adopting a much broader vision on multiple landscape functions and services such as 
formulated by the Millennium Assessment, demands constant refuelling of the landscape 
vocabularies and analytical instruments. Therefore, this present paper aims to further 
investigate the possibility to improve the methodological approaches for the 
characterization of territories by enriching analytical tools with interweaved layers of 
both spatial and socio-economical information, and able to take advantage form the 
available volunteered and free online information. The case has been designed to try 
break ground in the methodological principles commonly addressed for landscapes and 
territorial analysis and is discussed as a way to integrate a mix of indicators with relevant 
geographical information. The experiment focuses first on land use and land cover 
indicators (through landscape metrics) in combination with socio-economic indicators. 
Furthermore the potentialities inherent the reuse of volunteered geographical information 
available thanks to 3D virtual globe browsers, such as Google Earth ®, have been 
investigated. Abd-Elrahmana et al., [1] have pointed out as citizens have become more 
aware of the relationships  between human society, geography and natural resources [17]. 
This desire of involvement in the planning and decision making processes is clear.  Now 
raises the question  whether or not participants with minimal background on landscape 
and land use, spatial information, and GIS and with amateur equipment, such as a handy  
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camera and Google Earth, are useful sources for terrain information. Amichai-
Hamburger [2] has recently defined these volunteers of information as “field workers” 
using their computers to help, communicate and share gathered information with others 
many thousands of miles away. 

2   Case Study Description 

The case study area  covers 550 sq km including nine municipalities in central Italy. 
Its boundaries embrace an area suitable for high-quality agriculture markets such as 
grapes and prized wines (Verdicchio di Matelica) that qualify for the DOC mark. 
From the morphological point of view the study area lies in a well-defined 
physiographic region belonging to the wider anticline–syncline system characterizing 
the innermost part of central Marche region (Fig. 1). The landscape patterns of this 
area are represented by agro-ecosystems, whereas semi-natural woodland is found 
only in the limited anticline areas. At lower altitudes and in valleys, semi-natural 
patches are small, while green corridors made up of riparian vegetation are quite 
abundant. The area occupied by urban-industrial systems is not large and is fairly 
evenly distributed, while anthropic corridors (roads and railways) tend to occupy the 
valley floors. The cultural context is that of characteristic mix of peri-urban and rural 
landscapes in Italy. The area has undergone considerable changes over years. The 
sharecropping system abandonment and mechanisation of agriculture and the 
industrial boom have led to massive migration to coastal areas. Despite the decline of 
traditional farming activities and a relentless sprawl of artisans as well as a large 
industrial area, landscape retains much of its authentic rural character. In this 
ecological, economic and socio-cultural context the landscape could be the central 
element in a broader strategy of local sustainable development. The storyline of this 
case fits well with a scenario in which emphasis is on capitalizing on 
multifunctionality and the landscape diversity triggers to sustainable development in 
rural areas. 

The Italian law on agricultural orientation (DL 228/2001) has recently challenged 
each regional authority to identify its most suitable rural districts, where to implement 
actions to sustain local agricultural markets and to improve the quality of landscape 
according to local stewardship councils, farmers and dwellers. Such areas called Rural 
Quality Districts have to be compulsorily identified and their boundaries have to be 
made explicit and drawn in maps. However there are no clear guidelines that explicit 
criteria to define such RQD, leaving this burden on the shoulders of local regional 
authorities. 

Whilst the ability to characterize rural areas has important implications in spatial 
planning policies (Mountrakis and Ruskin 2005) the identification of rural districts is 
usually underrated in Italy. Classifications are usually performed by Agriculture 
Services at regional level throughout mere county-based GIS applications. As is the 
classification currently in force in Marche region. Such a layer is not at all a sufficient 
base to identify RQD in so far as none aspect able to capture the inner characteristics 
of the places at local scale has been accounted. In 2006 the Marche region has made 
explicit reference to the OCSE’s methodology for the implementation of its Rural 
Development policy act [15]. Similar approaches can however only grasp certain 
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aspects of rurality. The general purpose is therefore to define a methodological 
approach to help public land managers to select the best suitable areas for RQD at 
regional scale. 

According to Gilg [6] the definition of rural has to be referred at last to three 
different aspects involving the ecological, cultural and occupational dimensions. 
Following this appeal a methodology is proposed inspiring on one side to the holistic 
principles considering landscape as a complex of self-organizing spatial features 
(spatial patterns) and, on the other, to try to capture the most relevant socio-economic 
aspects of a territory as a possible synthesis of the values expressed by people. 

  

Fig. 1. Study area location in central Italy (upper frame), note the Synclinal–Anticlinal structure 
characterizing the overall morphology of the area (bottom frames) 

3   Methodology to Integrate a Mix of Indicators 

The purpose consists of a sequence of steps as shown in Fig. 2. Structural landscape 
patterns were measured through a software module, Maptool [9]. Such a module operates 
in GIS environment and is inspired to the approach proposed by Fragstats® [12] [13] 
[14] [7]. This offers the advantage of giving a spatial representation of values calculated 
per each metric, hence its spatial distribution. The performed metrics (Shannon diversity, 
patch density, splitting index and contagion) have been chosen as those most appropriate 
to describe the complexity of the arrangement, size of patches and their spatial 
distribution. The calculation of metrics (Fig. 3 up) has been performed by windows of 
500 m per side with a ground resolution of 25 hectares, being the source land use maps 
represented at the scale of 1:10’000 with 10 m of original resolution. 

To integrate the analysis with structural and social and economic descriptors, a set 
of indicators able to capture the social structure in terms of ageing and density  
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(generational change ratio, population aging rate, population density) and the sharing 
of active workers among the three main economic sectors (number of employees in 
industrial, agriculture and tertiary sectors). 

  

Fig. 2. The flowchart for the proposed methodology, with dashed line the on-going steps 

Census information have been spatialised according to a finer level than that of 
municipality. To do so a collection of census tracts has been acquired in GIS vector 
format (ArcGis Desktop® shape file format). In the collection every vector polygon 
represents a sub-parcel of the municipality’s territory characterized by specific values 
for  each of the descriptors of the society and of the economic condition. The 
coordinates of each polygon’s centroid have been extracted building an irregular plot 
of points scattered all over the area (Fig. 3 down). By interpolation (Inverse distance 
weighted algorithm) socio-economic information have been spatialised according to a 
lattice (500 m x 500 m) congruent with that of spatial metrics. 

To evaluate the degree of redundancies among chosen indicators and in order to 
define groups of similarly behaving indicators Principal Component analysis (Varimax 
rotation) has been performed [16] [5]). According to the results, the performed PCA 
explains more than the 62% of variance and two PCs alone account the half of the 
existent variability. The first PC, named Economy and Society, is clearly characterized 
by five latent variables (Generational change ratio, Population aging rate, Population 
density, Agriculture employees, Employees in other sectors). The second PC refers to the 
structural aspect of landscape patterns being dominated by only three latent variables all 
referred to landscape metrics (Shannon diversity, Patch density and Splitting index). 
Latent components have been clumped according to three classes: high, medium and low 
standardized values. This has produced an arrangement of six classes (Fig. 4), where e.g., 
a class embodying a cell, belonging to the first PC, showing high average values would 
co-occur with one of the second PC with low values, and so on. 



374 E. Marcheggiani, A. Galli, and H. Gulinck 

 

 

Fig. 3. The calculation of spatial metric by a moving windows technique (up) and (down) the 
scattering of census tracts nodes (red dots) as a prelude to the fuzzy spatialisation of human 
society descriptors. As an example, on the right-hand bottom, the resulting patterns for 
population density is shown (high density in red as well as low one in green) 

This way every cell of the multivariate lattice has been labelled as to belong to a 
specific class of combinations among clusters. The lattice has been classified as follows: 
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ageing people living in highly fragmented complex settings (red); ageing people living in 
mild or simplified settings (orange); commuters or farmers living in highly fragmented 
complex settings (blue); commuters or farmers living in mild or simplified settings (dark 
blue); intermediate condition characterised by significant sprawl; and Intermediate 
condition in simplified settings (light green). By displaying the localization of each pair 
of co-occurrences (Fig. 5), it is possible to account for a rapid appraisal of the sites where 
specific spatial processes (such as, fragmentation instead of clumping for instance) are 
occurring together with aggregations of social human behaviours (e.g., areas within 
which people live in dense or sparse settlements, etc.). 

 

Fig. 4. Scatter plot representation of co-occurrences pairs according to the average values of 
each cluster; colours match those of spatial thematic 

4   Interweaving Cluster and Volunteered Information Available on 
Google Earth 

Throughout the definition of mixed clusters of landscape structural and socio-
economic descriptors we have tried to shed lights on the possibility to discover 
underrated or concealed patterns. This represents a challenging issue that has been 
only partially met. Nevertheless, to an effective identification of the best suitable 
areas for the implementation of a RQD being, at the same time, able to capture all the 
nuances of the potential of living rurality, it is necessary to enrich the analysis with 
sound information on the perception of people living there, their culture and their 
local tradition. 
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To this purpose, the classification based on both spatial and human society 
descriptors has been converted into a suitable format (Kmz) for Google Earth® 
platform. This has allowed for the gathering of all voluntary information, e.g., 
photographs, land marks, labels of location of events, etc.. that people, living or 
visiting the places, have shared online. 

 

 

Fig. 5. Spatialisation of co-occurrence pairs in Kmz format and the grid used to account for the 
volunteered records classification 

By overlaying the mixed clusters describing both the landscape structure and the 
social behave with a grid, of cells of 2.5 km on each side (Fig. 5), information 
available on GE have being classified, cell by cell, by a panel test analysis approach. 
At the current stage the experiment refers to the analysis of the photos layer, available 
on GE. Particularly, with regard to the subject of the shot, four classes have been 
defined: rural landscape; urban environment and built heritage; elements linked to the 
nature and biodiversity; and miscellaneous. To characterise the motivation of 
volunteers to share their pictures with other people, three classes of people have been 
assessed. The first class groups subjects whose intent was to communicate and share 
the beauty of the places (communicate outstanding aesthetics). The second class is 
composed of peoples wanting to expose or report negative facts. Finally, peoples 
whose purpose was not clearly assigned have been classified as neutral. 

5   Results 

Thanks to a meaningful description of landscapes characteristics the proposed 
classification can best serve as an effective tool to support decision makers on the 
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identification of the best suitable RQD areas, if compared with the classification 
currently in force for the rural areas in Marche region [10]. In fact, the possibility to 
enrich our reading with integrated sets of heterogeneous and integrated socio-
economic and spatial metrics sets may refuel the process of information production. 

Furthermore, the overly with volunteered information has shown how despite local 
rural land managers depicts the territories comprise in the study area as typically 
dominated by rural landscapes, only the 15% of the sharing has been dedicated to that 
subject (Fig. 7 up). Most of the items in the Photos layer on GE are rather showing 
subjects related to the cultural and architectural heritage (32%) and to the biodiversity 
of the sites (25%). The remaining 27% is accountable to miscellaneous. The reasons 
why a such significant amount of light-motivated-shots should be further investigated 
to address what drives people to invest time to share trivial images in a web network. 

 

 

Fig. 6. the panel test analysis. All records of available volunteered information appeared during 
the screening, have been accounted according to their contents. The spatial correspondence of 
each record with the relative clusters has also been taken into account 

The analysis of motivation (Fig. 7 down) shows an even distribution between the 
willingness to communicate the beauties of places and neutral expressions, whilst the 
burden of shots to expose negative aspects represents not more than 7% of the 
selected records. 

For what concerns the distribution of the sampled photos within the clusters, it is to 
be noticed how the photos referring the built heritage occur the most within the two 
large areas (blue and dark-blue pixels, Fig. 5) stretching across the syncline axes, as 
well as records dedicated to rural elements are evenly distributed in all clusters where 
landscape patterns have been classified as simplified. Finally, photos whose intent 
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Fig. 7. The relative distribution of the subjects depicted (up) and the motivation of the picture’s 
author (down) of each of the volunteered records within the clusters 

was to expose or report degraded environments, are gathered the most within the 
clusters classified as intermediate situation with sprawl and or simplified landscape 
patterns. 

6   Discussion 

This paper represents the first step of an overall decisional process leading to the 
planning (forward-looking) and management (acting) of landscape. The discussion 
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has aimed to contribute to the actual debate by proposing novel approaches to the 
characterisation of complex rural open spaces and aspires, in final synthesis, to offer a 
sound methodology suitable to land managers, planners and public authorities. On one 
hand, our purpose opens to challenge the analysis of the relationships of landscape 
metrics with indices or indexes referred to social aspects, as advocate by Uuemaa et 
al. [19]. On the other, our attempt of make a sound “re-use” of volunteered 
information is in concordance with the recalls from the international literature that 
assert the possibility of a better integration with aspects inherent relationships among 
people and the territories they live. In other words, to bridge the gap between “…the 
technical knowledge and methods of landscape planning and the cultural, economic, 
and political knowledge, perceptions, and practices of real people who ultimately 
determine the condition of real landscapes.” [8]. 

Despite the research is still in an explorative stage, and the purpose designed for 
the case study –the definition of boundaries for specific QRD- has not yet completely 
been fulfilled, the first results allows for a reflection on the potential of new 
methodological approaches to soundly assess the degrees of rurality, as an important 
step towards improving the semantic and analytical toolbox of landscape analysis. In 
a landscape-oriented focus this means to assess the vitality of a rural system intended 
as a system that includes the soil and climate potentials, the land managerial know-
how of the practiced agricultural uses, the economic behaviour, the ecological 
functioning, the social and cultural values of the local communities and the intrinsic 
qualities that may support not yet operational services. Living rurality is all but 
empty: it is filled with people and groups with specific relationships to their 
environment. In essence rurality is, and remains, a concept about the relationship of 
interested parties (locals, farmers, communities, etc.) to “their” open spaces, this is the 
unsealed soil, not ultimately threatened by urbanisation. Of course the specific 
expressions of rurality will change, e.g. the specific land use, but also the rural 
population. That means that measuring the degree of rurality is a matter of measuring 
the vitality of the rural system, whatever this system is composed of: it includes land 
use, communities, and their culture. We believe that the integration efforts among 
spatial and human society descriptors, as well as the gathering of sound volunteered 
information could be used as an outreach that could result in a proactive process to 
better meet the current needs of spatial planning authorities and land managers in all 
that complex settings where classical urban or nature protection normative and 
planning frameworks fail. 
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Abstract. Urban morphology plays a crucial role in the alteration of the local 
climate, resulting in the formation of Urban Heat Islands. Regarding the steady 
growth of cities and the impact of global climate change, the risk of overheating 
is expected to increase. In order to reduce this risk and the resulting health prob-
lems, planning measures are needed to adapt to these severe events. Planners 
however need tools to quantify and evaluate different adaption strategies to 
judge its effectiveness. This paper presents conceptual thoughts towards the de-
velopment of such a planning tool, as well as proposing a method to derive po-
tential areas of intra Urban Heat Islands. A first calibration of the landscape me-
tric for city of Hamburg region is presented, which showcases the method.  

Keywords: Landscape Metrics, Urban Heat Island, Land Use Modeling,  
Hamburg. 

1   Introduction 

Cities and climate interact in two distinct ways. Firstly, they are responsible for the 
majority of greenhouse gas emissions. Secondly, they are one of the main receptors of 
global climate change induced impacts. Already today, most of the world’s population 
is living in city regions and future projections indicate a steady increase of urban 
population. In this sense the vulnerability, the exposition to severe events, is consider-
ably high in cities. Floods or heat waves can be named as two examples. Even in 
developed countries, heat is considered to have a considerable effect on mortality [1]. 
For example during the European Heat Wave in 2003, at least 35.000 heat-related 
deaths were recorded [2]. 

Climate in urban areas is considerably different to that of natural areas. Due to ur-
banization processes the local climate is altered in terms of wind or temperature. Fur-
ther, due to constant increase of urban population the influences of urban fabric on the 
local urban climate will increase. Additionally, it is argued that global climate change 
will amplify effects of extreme weather events – including heat waves [3]. 

In order to cope with the risk of such extreme weather events, different mitigation 
and adaptation strategies have to be developed. Mitigation strategies revolve around 
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the question how to reduce greenhouse gas emissions, while adaptation strategies aim 
to adapt to altered conditions. A simple adaption measure is to introduce green areas 
or prevent dense urban areas. However, for a planner it is difficult to quantify the 
impact and judge whether a certain adaption strategy is “better” or “worse”.  

This paper discusses a method to evaluate different land use projections and highlight 
potential areas of overheating. Firstly, a set of conceptual thoughts is discussed, express-
ing the requirements associated with the calculation of the overheating potential. Then, 
in the second part of this paper a metric is proposed and a first calibration using Ham-
burg as a test study is presented. In the end such a metric can be used to evaluate land 
use projections from urban land use models in terms of their UHI potential.  

2   Urban Land Use as a Trigger of Urban Heat Islands 

Urbanization processes have a measurable influence on the local climate, thereby 
producing the phenomena of the Urban Heat Island (UHI). The UHI is defined as the 
highest nocturnal air temperature difference at screen height [4]. Generally said, an 
UHI can be described as the temperature difference between urban areas and rural 
areas. The formation is caused by an agglomeration of different effects, which alter 
the energy balance in cities affecting the urban thermal environment [5]. A schematic 
overview of these interactions is illustrated in Figure 1, showing both small scale 
influence and large scale characteristics.  

There are several influences that lead to the formation of an UHI. For example a 
positive correlation between UHI intensity and population size was found [7]. How-
ever, the largest influencing factor is related to the urban geometry and morphology. 
Buildings and other urban structures act as obstacles for the wind, making “Cities the 
roughest of all aerodynamic boundaries” [5]. In this process wind speeds in general  

 

 

Fig. 1. Conceptual image showing the different impacts on the urban climate: enhanced turbu-
lences, trapping of sunlight energy, anthropogenic heat based on different land use types [6] 
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are slowed down, decreasing energy transfer and thus intensifying the UHI. Especial-
ly the street orientation and building geometry are a crucial factor in the alteration of 
wind flow. This influence on the wind is defined by the roughness and can be classi-
fied [8][9]. Heat capacity is increased by the urban geometry and building materials 
by trapping incoming energy. As a result long wave radiation is emitted back at night 
leading to the effect that the UHI is strongest during nighttime. Not only is heat stored 
but also emitted by anthropogenic energy consumption. Thereby, heat is either emit-
ted by heating in the winter or cooling during the summer. Additionally, the burning 
of fossil energy by driving cars releases heat into the surrounding. Evapotranspiration 
and heat fluxes are dramatically altered by the lack of vegetation [10] as well as the 
degree of soil sealing. But, the UHI intensity is not only related to the anthropogenic 
induced alteration but is also related to the synoptic weather conditions [11]. It could 
be found that wind speed and direction, as well as cloud cover both influence the 
intensity of the UHI. 

UHIs are dependent on the spatial characteristics of the city [5]. Moreover, urban 
heat islands show a high spatial variability, which is related to the type of land use, 
vegetation, urban morphology and intensity of anthropogenic heat emission. For in-
stance high density areas, such as the Central Business District (CBD) or industrial 
areas with little vegetation and dense building morphologies produce higher local 
temperatures. In return areas which are less dense and comprise wider streets produce 
a less intense UHI. Further, areas such as parks or large water bodies have a cooling 
effect on the surrounding [12]. In order to quantify the influence as well as the 
strength on the UHI formation local measurements are needed. 

Saatoni et. al. for example found that for the city of Tel Aviv the heat island could 
be related to high building densities and heavy traffic. They also found cooler areas to 
be within the neighborhood of open, green areas [12]. A similar result can be found in 
the Portland region, where mobile vehicle measurements were used to quantify the 
intra UHI characteristics during warm summer days [13]. They found that the lowest 
temperatures could be found next to a large inner-city forest whereas the highest tem-
peratures were correlated with industrial and commercial land use. A clear correlation 
between the intra UHI intensity and the land cover type is shown using mobile mea-
surements for a Japanese city [14]. The influence of missing vegetation is shown in 
[10], where a linear correlation between the temperature and the amount of vegetation 
is found using Landsat imagery. The relationship between the urban heat island and 
urban morphology for a European city was tested in Aachen [15]. There, the highest 
temperatures were found in the medevil city centre too. Using Landsat imagery and 
temperature proxy data the relationship between urban fabric and temperature could 
be derived for Hamburg [16]. 

Such studies are of great importance to understand the interactions between urban 
morphology and the UHI. Further, these studies are the essence for the proposed me-
tric in this paper. A distinct knowledge of these interactions is necessary in order to 
judge whether a certain urban development is causing an intensification of intra UHI 
or not.  

3.1   Adaption Strategies and the Consequences on Urban Climate 

Already in 1978 Oke emphasized the need for urban planners to consider the interac-
tion between the urban areas and the atmosphere [7]. In order to plan adaptation  
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strategies accurately, knowledge of the interaction between urban structures and the 
local climate are necessary.  

Essentially, planning strategies aim to reduce negative effects while increasing 
positive effects at the same time. Hence, for new urban developments the urban geo-
metry and building heights need to be considered. However, the redesign of street 
orientations or buildings in existing areas is nearly impossible. Introducing vegeta-
tion, by either planting new trees or developing new intra urban green areas is a high-
ly effective measure. Parks act as cooling spots and increase the air quality, while 
trees create a shading effect within street canyons [17]. Other planning measures are 
aimed to improve building design and the materials [18].  

Urban planners, however, have very little knowledge of the influences leading to 
the intra UHI. This emphasizes the need for scientists to communicate and create an 
awareness of the problem to planners so that it is incorporated into the planning 
process [11]. Further, the development of practical tools is necessary to present the 
results efficiently and effectively. Tools to assess different policy measures regarding 
the influence on UHI have been developed by different researchers [19]. However, all 
of the tools were designed to be used on a very high resolution, for example to assess 
the introduction of trees into a street canyon. A tool to assess land use datasets for a 
whole city, which enables to compare different scenarios of future land use change is 
still missing. 

3   Requirements to Evaluate Urban Heat Island Potential from 
Policy Implementations 

Ideally, before a new policy is being implemented, an urban planner is interested to 
see the possible outcomes. In the case of UHI formation it would be beneficial for a 
planner to have an indication, whether a specific land use trajectory increases the 
potential for intra UHI. A common example cited is the policy of the compact city to 
reduce greenhouse gas emissions as means of a mitigation strategy. However, in re-
turn compact structures, with a high fraction of impervious surfaces increase the po-
tential of the UHI.  

But, what measures are necessary in order to evaluate a land use policy decision? 
In this section, some conceptual requirements are highlighted and discussed. 

Land Use Dataset as a representation of homogeneous urban climate 
In the previous section it was discussed how different urban morphologies show dif-
ferent climatic responses. In order to assess these responses it is essential to have a 
general typology of urban structures. Such a typology should be based on geometric 
features, but also include some of the thermal properties and information on vegeta-
tion. Such typologies were proposed by many scholars [20] [21]. However one of the 
more recent typologies were proposed by Stewart and Oke, called the Thermal Cli-
mate Zones (TCZ) [4]. The aim of this typology is to integrate all existing typologies 
and form a consistent and objective approach [22]. For the Hamburg region it was 
attempted to create a land use dataset based on the TCZ. It was found however that 
some essential structures which are found in European cities could not be mapped 
with this US-focused approach. Thus a slightly modified urban classification scheme 
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was proposed [23]. A land use dataset is needed which reflects the morphological 
characteristics as well as thermal properties. 

Future projections of urban land use 
In order to assess land use changes and create realistic projections different modeling 
approaches can be used, for example Cellular Automata [24]. Plus, Urban Land Use 
Models are a well-established method for scenario studies and act as Spatial Decision 
Support Systems [25]. By creating future projections of land use change based on 
different assumptions, planners and scientists get a picture of the possible develop-
ments before a plan is incorporated and can be adjusted accordingly.  

3.1   Conceptual thoughts on the Implementation of a Landscape Metric 

The proposed tool is intended to enable a comparison between different land use sce-
narios for one region and indicate which scenario yields a “better” potential to prevent 
the formation of an intra-urban UHI. For the calculation the following steps need to 
be defined based on several hypothesis concerning the interaction between the urban 
environment and the UHI: 

1. Land use patterns have to be divided into “bad” ones like urban fabric and “good” 
ones which lower the UHI effect such as parks or water. 

2. The influence of a land use type and the strength needs to be defined. As stated in 
section 1.1. the spatial variability of the UHI is strongly correlated with the exist-
ing land use. 

3. Neighborhood effects play an important role. For example it was shown that areas 
close to water or green areas show lower temperatures. Further, the UHI potential 
is also dependent on the homogeneity of a specific area. 

4. As the UHI effect can be described as the sum of the influences over a given area, 
the size and shape of a land use element has to be considered. It is hypothesized 
that large homogenous areas of urban cover which are compact result in a larger 
UHI potential. 

5. It is hypothesized that the homogeneity and patch geometry play a role, but it can 
also be assumed that the location of a structure, in relation to the center is also very 
important. If this structure is placed close to the edge, then influences from other 
land use start to show. If a structure is found close to the center influences likely 
start to accumulate. 

4   Method 

A similar approach to the hypothesized metric can be found in [26], to measure habi-
tat fragmentation. In this specific metric, classes are split into natural classes and 
classes which disturb natural habitats. Furthermore, neighborhood effects and the 
patch shape are accounted for. As a first start the metric by Klepper is used in order to 
investigate the usefulness for the proposed research question. An implementation of 
the Habitat Fragmentation Metric can be found in the Metronamica Modelling 
Framework [27] and is described shortly in this section.  
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Defining influences on class level: 
As the first instance, land use classes are divided into positive and negative influ-
ences. Then, a fractional value is defined for each class, which indicates the amount 
of natural or in this case urban fraction. Lastly, weights are associated with each class, 
representing the resistance. Values for the weights are 1, 10, 100 and 1000, where 
increasing weights are harder to overcome, while 1 indicates no resistance. 

Neighborhood effects and patch shape. 
Based on a defined search radius r0, given in pixel values, the neighborhood of a cell 
is analyzed. The algorithm looks for cells of the same type and calculates the equiva-
lent area A’ defined as: ∑ i 0                                                       (1) 

Where wi is the weight and a0 is the area of a cell. A’ will yield low values when the 
cell is surrounded by the same class. From A’ the equivalent radius r’ is calculated as:  /                                                         (2) 

These two steps are done for every cell within a patch of the defined classes.  
To account for the position of a cell within a patch, cells are weighted according to 

the distance to the centroid by: exp 0                                               (3) 

where r0 is the search radius. The smaller r’ is, the higher the weight v the chance of 
that cell being in center increases. By increasing the search radius it becomes more 
likely that more negative effects are included. When r’ is high at a search radius of 1, 
then it is very likely that this cell will be on the edge.  

Further the new equivalent radius s is given by the integral of the weight v, the 
fraction f and r’: 

                                              (4) 

Computing s accounts for the compactness and size of the patch. If for example the 
patch is very compact and large, then values for v will be very high, resulting in a 
large equivalent radius. If however, the shape is stretched and thin, the sum of all 
values of v will likely be very low. 

Finally, KOV, which indicates the chance of appearance, is calculated as:  0                                                (5) 

The z parameter is defined by the user and controls the gradient towards the center of 
a patch. Low z values generally returns a shallow gradient and values of KOV are 
spread more evenly. Higher z values result in a steep gradient giving more emphasize 
on the center location. In the original setup of the metric, z refers to an empirical rela-
tionship between the area and the number of species. For the analysis of UHI potential 
such a relationship still needs to be defined. 
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5   Results of a First Calibration 

In a first calibration process, the metric was used to analyze the urban heat potential 
using Hamburg as a test case.  

5.1   Data 

For the calculation a land use dataset for the greater Hamburg region is used, which is 
available for three time steps, 1960, 1990 and 2005. The dataset was created based on 
Aerial Photographs, Topographic Maps and 3D Building data at a resolution of 100 
meters. Land use classes in the dataset are defined by morphological criteria, which 
reflect the influencing factors on the local climate. A description of the classification 
scheme can be found in [23] and is an adaption of the thermal climate zones [4]. For 
every class, morphological parameters like building height, building density and also 
preliminary figures for anthropogenic heat emissivity are known. The land use dataset 
for 2005 is shown in figure 2. 

 

Fig. 2. Land Use dataset based on morphological characteristics for Hamburg and surrounding 
counties 

5.2   Existing Assessments of the Urban Heat Island in Hamburg as Reference 

To create a first estimation of calibration parameters, the produced results need to be 
compared to existing studies related to UHI alteration. Temperature changes within 
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Hamburg were measured using long term temperature recordings [28]. However, only 
few stations, mainly in rural areas, were used which don’t give a good indication of 
the UHI variability. Temperature proxy data as presented in [16] are another valuable 
measure in fine tuning and will be implemented in the next iteration of calibration.  

During the last summer in Hamburg an Urban Heat Island Map was published, in-
dicating local hotspots and cold-spots. The map was produced by an interpolation of 
“school-stations” datasets within the city region1. Even though the accuracy has been 
criticized of these measurements, it is one of the few indications and visual represen-
tations of the UHI available. In a first iteration, the UHI-Map of Hamburg was used to 
generate a first fit and assess the parameters of the Habitat Fragmentation Metric. 

 

Fig. 3. Map indicating intra urban heat islands, as a wheather prediction during the last heat 
period in the summer 2010 (created at Institut für Wetter- und Klimakommunikation Hamburg) 

5.3   Assigning Fractional Values and Weights to Each Class 

The most difficult part of the calibration procedure is to define a fraction showing the 
influence on the local climate for every class. Because geographic location and cha-
racteristics of cities are different these fractional values have to be defined for each 
city individually. The fractional value f can be described as a function of all the geo-
metric parameters available in a dataset. However, to derive the correct fractional 
values for every land use class, local measurements are essential as discussed in [15] 
for instance. For this test case, values for f are preliminarily set, based on assumptions 
derived from literature (Table 1). Regular housing, which refers to single family 
                                                           
1 A project where weather stations are installed in various schools spread through the city of 

Hamburg. More information at: http://www.wetterspiegel.de 
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houses was given a weight of 10, which indicates a neutral behavior. Even though 
these areas are urbanized, they have very little influence on the urban heat island due 
to a high fraction of greening and the present sparse building geometry. The highest 
weighted classes are the urban core and dense multistory tenements. These classes are 
defined by high buildings, as well as dense building geometry. Additionally, the frac-
tion of greening is very low. 

Table 1. Table showing the parameter set up for the urban classes 

Urban Classes 

Class Fraction Weight 

Sealed area 0.6 1 

Rail-Tracks 0.6 1 

Urban Core 0.9 1 

Village Core 0.8 1 

Dense Multistory 0.9 1 

Perimeter Blocks 0.7 1 

Terraced housing 0.4 1 

Blocks 0.5 1 

Regular Housing 0.2 10 

High Rise Commercial 0.6 1 

Industry and Commerce 0.7 1 

Port 0.7 1 

Airport 0.5 10 

Natural classes, which reduce the urban heat island formation are defined as: 

Table 2. Fractions and weights of the „negative classes“ 

Natural Classes 

Class Fraction Weight 

Arable Land 0 100 

Pastures 0 100 

Other Agricultural Areas 0 100 

Forest 0 100 

Shrub Lands 0 100 

Wetlands 0 100 

Green Urban Area 0 1000 

Waterbody 0 1000 
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All natural classes were given a fraction 0 simply because no urban fabric can be 
found here. Green Urban Areas and Water bodies were given resistance values of 1000. 
Every other class, which mainly can be found in the rural areas, was given a value of 100.  

5.4   Search Radius and the z Parameters 

Search radius r0 is given in cell space, and thus also dependent on the resolution of the 
existing dataset. It could be shown for example that the influence of a park can be 
measured 150 – 200 m into the neighborhood [14]. At a resolution of 100 meters in 
the underlying dataset a radius of 1.5 was chosen and tested. 

The parameter z, which controls the gradient of values and is referred to an empiri-
cal relationship in ecology, was estimated to be around 0.5 and 0.6. 

5.5   First Estimate of Urban Heat Island Potential in Hamburg 

Using the above stated parameters, the following results can be presented for the land 
use map of 2005, Figure 5. 

 
Fig. 4. Map showing UHI potential for Hamburg 2005 
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From the map it can be seen that the highest urban heat island potential can be 
found in the center and around the Alster Lake, which has the largest building densi-
ties in Hamburg. Also, the industrial areas in the east as well as of the medieval town 
centers in Hamburg show a high UHI potential. During the first iteration of the cali-
bration it was the aim to achieve a fit close to Figure 5. Thereby, only the areas show-
ing maxima were observed and compared. Transitions between areas and areas of 
medium potential have to be done during fine-tuning of the parameter.  

Another example to present the UHI potential is through change, indicating where 
a certain development has caused an increase. The following figure shows the devel-
opment of the UHI potential in Hamburg from 1960 to 2005. 

 
Fig. 5. Figure showing the increase of UHI potential for Hamburg from 1960 to 2005 based on 
land use changes in this period 

6   Discussion and Concluding Remarks 

A first calibration of the proposed Metric showed satisfactory fits, however only by a 
qualitative assessment. Calibration was done until the local maxima shown in the UHI 
map (Figure 2), the areas where the UHI is considered highest, were met and a qualit-
ative comparison was satisfactory. Assumptions on the influences of the different 
morphologies are based on literature review and need further review. Therefore, the 
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validity of the results needs to be tested using more precise local temperature mea-
surements. In a first conceptual iteration however, it was shown how the Habitat 
Fragmentation can be used to evaluate land use change in terms of UHI potential. 
Furthermore, the need for a geocomputation-method to analyze future UHI distribu-
tion was highlighted.  

Because of the ability to parameterize the Habitat Fragmentation Metric in order to 
reflect climatic responses, this method proves to be an excellent starting point. Plus, 
the proposed approach follows the call to create practical tools for planners to assess 
policy measures [11]. Also, from the change map produced, possible results were 
shown which can be used to transfer knowledge and impacts on UHI formation to the 
planners.  

For the future, there remain a handful of tasks ahead in order to fully calibrate and 
validate the metric and each input parameter. Every parameter, especially the search 
radius and the power z need further investigation. In order to do so, more knowledge 
is needed how different urban classes behave in their influence of the intra urban heat 
island. Studies like [28] and [16] will be a first start to further calibrate and validate 
the metric. Still, a sufficient understanding of the influences can only be gained by 
conducting direct measurements within the street canyons, for example using mobile 
measurement methods as reported in [13][14]. For the Hamburg region it is planned 
to conduct mobile temperature measurements, using public Busses during the upcom-
ing summer of 2011. 
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Abstract. This paper raises the issue of a research work oriented to the storage, 
retrieval, representation and analysis of dynamic GI, taking into account the 
semantic, the temporal and the spatiotemporal components. We intend to define 
a set of methods, rules and restrictions for the adequate integration of these 
components into the primary elements of the GI: theme, location, time [62]. We 
intend to establish and incorporate three new structures into the core of data 
storage by using mark-up languages: a semantic-temporal structure, a geose-
mantic structure, and an incremental spatiotemporal structure. The ultimate ob-
jective is the modelling and representation of the dynamic nature of geographic 
features, establishing mechanisms to store geometries enriched with a temporal 
structure (regardless of space) and a set of semantic descriptors detailing and 
clarifying the nature of the represented features and their temporality. Thus, 
data would be provided with the capability of pinpointing and expressing their 
own basic and temporal characteristics, enabling them to interact with each 
other according to their context, and their time and meaning relationships that 
could be eventually established. All of this with the purpose of enriching GI 
storing and improving the spatial and temporal analyses. 

Keywords: spatiotemporal, temporal, reasoning, GIS, time, geosemantic,  
dynamic storage, GIR. 

1   Introduction 

Time and semantics are two broad, general concepts applicable to a considerable num-
ber of scenarios (physics, geology, grammar and geography, among others). Time 
seems to be bound to every performed action; and every one of these actions has a 
meaning, a sense or a way of being interpreted that may be described through semantics. 

In the realm of the Geographic Information Sciences these concepts have evolved 
following different paths. For over 25 years, time in GIS has been an active research 
line [51, 53, 54] with important theoretical and conceptual advances having been 
achieved. The time models developed for the temporal databases (see [63]) have 
chiefly influenced the trends followed for incorporation of temporal structures into 
GIS. Semantics in turn derives directly from the study of language and meaning; from 
a computational viewpoint, these concepts are framed within the Natural Language 
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Processing (NLP) [40], a line of the Artificial Intelligence dealing with modelling and 
processing of human language in which a lot of work has been carried on for over 60 
years [70]. The study of meaning in the realm of Geographic Information (GI) and the 
Geosciences is widely related to these elements, giving way to specific working areas 
such as Geosemantics or Geographic Information Retrieval (GIR) [32, 41, 12]. 

These constructs have come together leading to initiatives such as the computa-
tional processing of temporal expressions, a research area which has aroused the in-
terest of the academic community, as witnessed by the related multiple academic 
events which have been held [5, 6, 11, 26, 28, 47]. In this regard relevant advances 
have been made: initiatives for the generation of temporal mark-up standards [24], 
annotation tools and systems [27, 28, 43], temporal annotation corpora [59, 69], anno-
tation languages [66] and assessment methods [8], most of this work having been 
headed by Dr. James Pustejovsky. 

The analysis of temporal expressions allows placing data, facts and events on time-
lines subjectively, correlating and arranging them chronologically. With a plain tempo-
ral description there would be sufficient available elements to solve elementary ques-
tions such as When do events occur? How often are they updated? Or which one has 
occurred before or afterwards? In order to provide data with the ability to describe 
themselves and relate to one another, taking into account temporality criteria and their 
representation meaning, it would be necessary to enrich them with a structure enabling 
identification of their temporal characteristics, their context and their meaning. Such a 
structure should be computationally usable and should be based on standards to ensure 
the interoperability of the data enriched with semantic and temporal elements. 

This paper raises the issue of a research work oriented to the storage, retrieval and 
representation of dynamic GI, taking into account the semantic, the temporal and the 
spatiotemporal components. We intend to establish and incorporate three new struc-
tures into the core of data storage using mark-up languages: a semantic-temporal 
structure, a geosemantic structure, and an incremental spatiotemporal structure. The 
ultimate objective is the modelling and representation of the dynamics nature of geo-
graphic features (which are dynamic by definition), establishing mechanisms to store 
geometries enriched with a temporal structure and a set of semantic descriptors detail-
ing and clarifying the nature of the represented features and their temporality. 

A result of this proposal would be the definition of a new storing format which 
unlike the current model, would be made up of the three basic components (attributes, 
location and temporal reference) in addition to three layers to incorporate the seman-
tic and temporal components, these layers are the core and innovation of this proposal 
(see Fig.1). Initially a file-type storing format is proposed; besides, the possibility of 
integrating the new concepts into a spatial database engine will be assessed according 
to the degree of progress of the research work, and we will analyse advantages, draw-
backs and feasibility. 

This piece of work is primarily based on concepts and studies related to space and 
time1; semantic and semantic interoperability, annotation of temporal expressions, 
work related to space and time labelling as well as GI retrieval2. 

                                                           
1 Langran [36-38], Worboys [75-78], Peuquet [52-58], Yuan [82-87], Wachowicz [73, 74], 

Galton [16-19], Hornsby [23, 81], Nixon [46], Koubarakis [33], Erwig [14], Güting [20, 21]. 
2 Pustejovsky [27, 28, 59, 72], Verhagen [71], The MITRE Corporation [8, 66], Jones [30-32], 

Manning [40], Markowetz [41], Mennis [44, 45], Lemmens [39, 60]. 
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Fig. 1. Basic components of the GI and new structures proposed 

This paper is structured as follows; part two presents basic and related concepts of 
time and geosemantic as well as the initial point of this research. Part three shows the 
problem that this research is intended to solve, it presents current models and some 
pros and cons. Part four describes the proposal and the research scope by giving the 
hypothesis, objectives, and the metamodel elements. It also shows the new compo-
nents and how they will be included into de GI. Finally, part five enumerates the con-
clusion and the anticipated contributions to be gained from this research. 

2   Relevant Concepts, Grounds and Starting Point 

Both time and space appear to be indivisible or at least deeply related to one another; 
they make up an abstract universal frame, and everything surrounding us is contained 
therein. In this regard, every geographic feature and geographic entity belongs to that 
frame, therefore also its characteristics, properties and all possible analyses developed 
on it. In this context, Couclelis [9] describes what the spatiotemporal analysis and 
reasoning is: 

“Geographic entities, like everything else in the world, exist in time as well as in 
space;...... Spatio-temporal reasoning is not reasoning about some abstract (x,y,z,t) 
framework: it is mainly reasoning about the appearance, change, and disappearance 
of things in space and over time.” 

For decades, Geography has emphasised the spatial component, leaving aside the 
temporal component. From its inception, the GIS development focused on the analy-
sis of the geographic elements (space); this characteristic was inherited and the tem-
poral aspect was consigned to the second place. By following the quantitative revolu-
tion of the 60’s, Geography was catalogued as the “space science”, so that the tempo-
ral component was limited to a simple attribute [51]. One of the first references to 
spatiotemporal data is to be found in the study published by Donna Peuquet [53], who 
by reflecting on temporal data series, identified the nature and the importance of the 
temporal dimension setting it apart from the spatial dimension. 

Such as Ott and Swiaczny indicate [51], time is a relevant aspect in the subject 
field of GIScience, an element attracting ever so much attention by its importance, 
particularly during the last decade. This might be due to the large volume of data we 
now have at our disposal and to the potential that the historical series of data have 
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generated3, whereby the lack of effective methods and tools to deal with these data is 
shown; there are not methods to process and analyse temporal data appropriately. The 
time variable provides an additional component in GI management and it needs to be 
dealt with differently using new methods and models. 

2.1   Concepts about Time  

Regarding time, it is necessary to define it, to be aware of the type we are talking 
about and the model describing it: mechanical, mathematical, organic or psychologi-
cal. How to perceive and model time is a mainstay of this research; to that end we are 
starting from the pre-established models, accepting their premises, theorems, restric-
tions and additional characteristics. In this research study, the mechanical and mathe-
matical models will be taken on, with which all geographic features perceived by our 
senses (rivers, ways) or abstractly modelled (airways) may be described from a tem-
poral viewpoint. With these two types of models it is possible to define elements such 
as measure, interval, dimension, modification, instant and position among others. 

Regarding the form of relating space and time, two schools of thought have 
evolved from the ancient Greece [51]: (i) the absolute perspective where space and 
time are perceived as a single container within which everything exists, and (ii) the 
relativist perspective, where space and time are perceived as interrelated, dependent 
elements. In this research project the applied perspective will be the Newtonian one, 
where time is envisioned as an independent dimension though widely related and 
similar to the spatial dimension. This approach is used in view of the flexibility it 
provides for independent handling of the temporal component. 

Castagneri [29] defines the temporal GIS (time-integrative GIS) as a means of stor-
ing and analysing spatial objects and changes in their attributes over time. This defini-
tion allows identifying the three types of elements (data) proposed by Peuquet as the 
basic elements of a GIS incorporating the time variable [56]: space, time, and attrib-
utes, basic components of the triadic model defined by Sinton [62] (see Fig. 2 and 
Fig. 3). The three main components of GI have been successfully and independently 
analyzed for over four decades; instances of these analyses and the definition of their 
primary elements are the studies of Berry [4] and Sinton. Peuquet’s concept would be 
reinforced later on by Openshaw [50] through the analysis of patterns in the triad 
space-time-attribute. The triadic model surmises the representation of the attributes of 
an object with a specific position at a certain time, and like Openshaw’s work, it 
shows the existing relationship between the where, the when and the what.  

Nevertheless, it should be noted that these studies were oriented toward the struc-
ture and storage in the databases to be used by the GIS and that the concept of analy-
sis and exploitation was still fuzzy; the interoperability concept was not taken into 
account either. The whole and integrated analysis of the main components is still a 
pending task; the proposed models so far are not entirely satisfactory and they do not 
provide a solution to the current needs for analysis and extraction of information. 

                                                           
3 On this matter Peuquet [58] states that there is a large amount of spatiotemporal data at differ-

ent scales, geographically taking up wide zones covered by satellite images captured by spe-
cialized sensors or random elements captured by mobile devices, and temporally including 
collections gathered during decades or datasets captured in real time. 
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Peuquet [54], Langran [35, 37, 38], Ott and Swiaczny [51], have stressed the need 
to work with space and time in GIS in a correlated fashion. By analysing the tradi-
tional way in which GIS are modelled by layers, it becomes apparent that the thematic 
and temporal levels are separated in different categories. This is due on the one hand 
to the above mentioned issue of the preference of space over time and on the other 
hand because the current models gear (almost compel) the user to work in a predeter-
mined way with the existing spatial tools, having to forego the temporal component. 
Many free, open, and proprietary GI management software handle vector formats 
where the geometric component displaces the temporal component; this is due to the 
form in which data are structured and stored in the different types of formats and/or 
store methods; as an example, the old Shapefile format stores geometry and attributes 
representing and describing geometric entities, but temporality and evolution of the 
displayed geographic feature over time is omitted. More recent, advanced formats 
such as the Geodatabase, in addition to storing geometry and attributes, incorporate 
characteristics and topological relationships, spatial integrity, versioning and an op-
tion of historical file of data based on replication; however none of them carries these 
functions in an incremental manner and without geometry duplication. 

2.2   Geosemantic and Temporal Analysis 

Regarding the semantic and geosemantic components, multiple studies [3, 7, 30, 31] 
show how the temporal and spatial components play an important role by filtering, 
gathering together and prioritising information resources, thus motivating research in 
methods that would allow turning geotemporal references described by humans in 
structures and representations understandable by computers and digital information 
processing systems. 

The automatic retrieval of geotemporal information is related to (i) the processes of 
identification and text analysis, (ii) the search of elements and geographic and tempo-
ral references and their accurate location on the space, and (iii) the combination of 
these references in meaningful semantic compilations such as the indicated search 
context [42, 61]. The analysed text may come from previously structured metadata, 
from the actual information contained in the geographic features or from expressions 
incorporated by the system’s user, either as annotations or as texts for queries. 

Although the issue has been handled with a degree of success in communities such 
as the Natural Language Processing and the Geographical Information Retrieval [2], 
the issue discussed in this research work takes in other different domains, since the 
knowledge developed by the reference investigators is neither reproducible as yet nor 
integrated into the GI or the GIS.   

2.3   Starting Point 

The work of many authors1 has left a wide, robust theoretical base on the aspects to be 
taken into account for incorporation of time into information systems and the integra-
tion of the spatiotemporal variables into the GIS. Others2 have established the neces-
sary concepts for the extraction and treatment of the temporal expressions and the 
bases for semantic analysis of the GI. In spite of the significant advances carried out, 
both the issue of the space-time relationship and the incorporation of the semantic 



400 W. Siabato and M.-A. Manso-Callejo 

analysis into the GIS are still open research fields, and more importantly, none of the 
authors has raised the issue as the space-time-semantics triad. There are no previous 
studies on this matter going beyond modelling based on cognitive analysis  [45], the 
frameworks for semantic interoperability in GIS applications [39, 67], or the use of 
general semantic elements (Web Service Modelling Ontology, Internet Reasoning 
Service) in specific geographic settings such as emergency management [68]. 

A landmark in the research line in which this proposal is framed is the work pre-
sented by Gail Langran [34, 35, 37, 38], who stated that a reasonable objective for the 
GIS would be to be capable of following up the changes occurring in a certain area by 
storing the historical data. She pointed out that the Information Systems in the 80’s 
(both spatial and alphanumerical) tended since then to omit the historical record of the 
data and they did not store previous versions of the system. In order to resolve this 
weakness, she proposed a conceptual, logical and physical model to enrich systems 
with temporal capabilities. She introduced the necessary concepts for the changes in 
geographic features to be stored cumulatively without data duplication at the time of 
their storage. She later presented [36] a series of annotations applicable to the spatio-
temporal systems with which the first general bases of this type of systems were set-
tled. Although the incremental model presented by Langran [38] is conceptually simi-
lar to our proposal, we will explain later on this article (Section 4) how the spatiotem-
poral factor +/- δt and the semantic descriptor S determine that the proposed meta-
model is different in concept, hence new and innovative. Following sections will 
explain in depth our proposal. 

3   Identification of the Problem 

At the present time the models and data storage systems of GI manage the time vari-
able inefficiently in regard to users’ needs, most particularly the possibility of carry-
ing out analyses and a follow-up of the geographic features as a continuum. It is pos-
sible to register changes that occur in the reality that surround us (real world) and 
there are methods for implementation of basic temporal analyses allowing us to find 
out about the changes occurring within a certain period of time. Nonetheless, this task 
is carried out with a dataset captured at different times and states, what implies the 
utilisation of multiple photos of the reality. Every one of these photos is generated at a 
specific time tn and registered independently within the system, ignoring the temporal 
and spatial correlation of the particular feature and the correlation of the features as a 
set4. This model known as Snapshot [1] was the first one to incorporate temporality 
into the spatial databases, and in spite of being so old and inefficient due to the con-
stant duplication of data and attributes, their basic concepts still persist in the present-
day systems. Thus, in a follow-up system one has an independently stored layer set 
that is kept as historical archives to which additional processes have to be applied in 
order to check the change zones and other characteristics inherent to the evolution of 

                                                           
4 The correlation of the geographic features as a set was established by Waldo Tobler – First 

Geography Law. 
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the territory. From this viewpoint, an initial finite set representing Current Reality 
(CR) is derived. We define the set CR as follows:  

 

 
 
Each element pn corresponds to a graphic output representing one or several levels 

of the modelled reality (layers) at a specific time. The fact that the set CR is defined 
by multiple elements and the number of these elements increases over time as the 
changes are registered implies many drawbacks. From the viewpoint of usage and 
capabilities provided by the system, it is possible to mention: 

• Lack of a binding historical register of the represented features.  
• Users do not achieve directly (or even indirectly in some cases) the desired an-

swers from the spatiotemporal analyses carried out.  
• Inability to develop real spatiotemporal analyses. Michael Worboys [77] indicates 

two cases that are not resolved naturally and are related to changes in space, time 
and attributes: (i) changes in population density in a certain district within a fixed 
time interval; in this case not only the variation in the number of inhabitants is 
solely taken into account, but also the changes in the legal and geographic bound-
ary line  of the particular zone; (ii) the evolution of the morbidity in a fast growing 
city in a period of two decades.  

• Attribute space time relationships without one-to-one matching.  
• Inability to find other related levels of information or associated geographic fea-

tures.  
• Time of query and processing longer than really needed in queries related to his-

torical data or temporal characteristics. 

From the viewpoint of the control and register of the information status, a possible 
solution to these deficiencies would be the handling of the versioning, however diffi-
culties arise such as: 

• The intrinsic need to manage versions. The historical registry of spatial data is 
carried out following the methods developed for conventional databases [63, 64]. 

• Information duplication (geometries and attributes) in zones not going through 
changes. A difficulty derived from versioning style with which the data are cur-
rently treated within the spatial databases e.g., the Esri® GeoDataBase model. 

• Lack of data versions (releases). There is evidence of the registered versions but 
this does not imply identifying how many versions an entity has in store; there 
might be one or as many as existing versions in the database.  

CR = {p0, p1, p2, p3, … , pn / p0 ≠ p1 … ≠ … , pn   ^ 
      p t , p t , … , p  t ,  }   
   

where: p0   Initial reality (geographic layer).  (Photo 0) 
  pn   Reality in a subsequent time n  (Photo n) 
  t0    Initial temporal reference 
  t0  <  t1  ...  <  tn   
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• Possible incompatibilities between the spatial and the descriptive components, 
taking into account a possible update of the attributes (alphanumerical data) but not 
of the spatial component (geometry). Example: the census.  

• Unnecessary package traffic on the computer networks derived from data duplica-
tion. 

In addition to these deficiencies, we have to mention the inability of the GI to be 
comprehended from a semantic perspective, i.e. its meaning. The data are not pre-
pared to interact with users in natural language and they are not ready to define nei-
ther their own context nor their meaning. This is due to the fact that the natural flow 
of information treatment in the GIS is User SystemData, the system being the one 
interpreting the user’s commands (requests) to process subsequently the assigned 
user’s commands taking the related data. In this scenario, everything revolves around 
the system by having the ability to interpret user commands and data structure; the 
user does not need to directly interact with the stored data, it just proposes tasks and 
processes. Under these conditions the user loses self-reliance, remains assigned to a 
second place and sees him(her)self constrained by the own capabilities of the system. 
If data were better fitted semantically, able to describe their context and inform who, 
what and how they are, defining the set they belong to, then, they could interact 
among them, relate to one another and set up natural subsets (e.g. buildings, rivers, 
ways, trees), independent of their storage, going beyond the data model controlling 
them. This would help the user with procedures since the system would not have to 
transform every order, and part of it could be comprehended directly by the data. In 
this case a flow of the type UserSystem Data would be generated. 

4   Description of the Proposal 

The above-mentioned deficiencies are indeed a problem requiring attention and need-
ing solutions. To this effect, we have considered interesting to present a proposal 
improving the storage of the dynamic GI in the spatiotemporal (δt) and semantic (S) 
domains, with the purpose of optimising its retrieval, management, analysis, and 
general tasks based on spatial and spatiotemporal reasoning. Therefore, we propose 
the definition of a metamodel for storage of the dynamic GI –DGI– to be appropriate 
for different application domains through specific models and apt for materialisation 
through mark-up languages. As a result, a new robust, dynamic and flexible storage 
format is anticipated that integrates the spatial, the temporal and the semantic compo-
nents. Based on the presented bibliographic reference framework and having exposed 
the issue, the starting hypothesis for definition of this research work is as follows. 

The hypothesis on which this research is based on is the lack of the semantic and 
temporal components in the current structures of Geographic Information storage and 
which causes the spatiotemporal analyses to be deficient. The proposal of a new 
model incorporating an independent temporal structure and a semantic meaning 
would optimise such storage and would allow improving GI retrieval, processing and 
analysis capability. If this hypothesis is substantiated, the integration of the geo-
graphic, semantic and temporal components through standards would allow:   
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• exploiting efficiently the dynamic nature of GI;  
• optimising the modelling, analysis and transfer of spatiotemporal GI;  
• changing the current GI storage methods that do not appropriately fit the dynamic 

reality they represent;  
• relying on well structured data to carry out geographic analysis taking into account 

the meaning of the data and the time variable; 
• optimising response time in queries and spatiotemporal analyses. 
• taking the first steps toward compatibility in the representation and analysis of data 

that include the time variable, hence moving forward toward the semantic and 
temporal interoperability of the spatiotemporal data. 

In order to substantiate our hypothesis, we expect to propose and implement a 
metamodel for the enriched storage of GI involving temporal and semantic structure, 
also enabling the optimization of retrieval and dynamic representation of geographic 
features, and the interaction and exploitation of data in natural language. Broadly 
speaking, the objective of this work is to define a model of GI storage with the fol-
lowing characteristics: 

• Integration of the dynamic nature of GI. 
• Incorporation of semantic components describing the meaning and the temporal 

aspect of the stored data.  
• Incorporation of semantic elements enabling the user to naturally interact with 

them (Natural language interaction).  
• Integration of spatiotemporal structures that will allow registering incrementally 

the changes occurred in geographic features.   
• Definition of rules for interaction of any stored dataset.  
• Design to be implemented with mark-up languages.   

This research work hopes to answer some open questions. Why has not been possi-
ble to implement the spatiotemporal models proposed in the last 10 years? What chal-
lenges are involved therein? Why have researchers not implemented them? Is it pos-
sible to improve spatiotemporal reasoning by changing the paradigm of storage of the 
dynamic geographic data and by adding temporal and semantic components? Does it 
make sense to implement a model envisaging the semantic enrichment of data beyond 
their description with metadata? Is it possible to assign semantic structure to geo-
graphic data so that the user might interact with them in natural language? 

4.1   Proposal, Anticipated Advantages and Methodology  

This work would optimise the register of geographic information through a new stor-
ing structure, incorporating the succeeding geometric and alphanumerical changes 
occurring over time on the geographic features, hence avoiding information duplica-
tion; furthermore, this work would permit to know the reality of a registered geo-
graphic feature at any time. We intend to provide data with semantic elements that 
should in turn describe them by using mainly available standards and specifications. 
We propose to generate a model describing a unitary set (singleton) for dynamic data 
storing, semantically enriched and called Proposed Reality –PR– defined as follows: 
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The spatiotemporal factor δt would make possible to know the reality (current 

state) of a geographic feature at a certain time and to represent the changes of the 
modelled object, hence of the stored feature. The changes in attributes and geometry 
may be registered and looked up at any point of the temporal scale in which the in-
formation has been registered; a discretisation of the model may therefore be inferred. 
The set contains a semantic descriptor (S) that will grant the stored data the necessary 
description so that data are self-describable and may relate according to their geo-
graphic and temporal nature. The following conditions are proposed for this set: 

•  p  P   S   P  
• p p δt ^ p p  δt 

• P  S v     S P  
• ∑ p p      

• t   dom t  
• ∑ δt δt  

This proposal could optimise the current process through the creation of a model 
for GI storage in which the dynamic component of the represented reality is regis-
tered, thus reducing the problems exposed for the finite set CR. With the PR model, in 
addition to the above-mentioned aspects in the hypothesis, it is anticipated that the 
outcome of this research study allow:  

• Optimising the volume of storage due to the elimination of coincident geometries, 
hence improving transfer time of GI belonging to time series or collections. 

• The dynamic representation of the spatiotemporal changes registered (linear or 
ciclic) in geometry and attributes owing to the data intrinsic timeline. 

• Optimising processes applied to spatial and temporal reasoning. 
• Improving the interaction and relationship of data of the same nature through se-

mantic descriptors. 

4.2   Methodology 

This research work will be mainly based on standard mark-up languages. Among the 
likely useful languages for implementation of the proposal, in addition to XML [22], 
the following stand out: Geography Mark-up Language –GML– [49], Keyhole Mark-
up Language –KML– [48], SpatialML [66], TimeML [24], DARPA Agent Mark-up 
Language [10], Web Ontology Language –OWL– [79], Resource Description Frame-
work (RDF) [80], SPARQL Query Language for RDF [13], in addition to other de 

PR0   = p0 +/- δt; 
 

PR   = {PR0, S};   PR = {(p0 +/- δt) /    ^  one and only one   }; 
 
where: p0   Initial reality 

   δt  Spatiotemporal change of reality (tx) 
    Spatiotemporal factor



 Integration of Temporal and Semantic Components into the Geographic Information 405 

facto or ad hoc standards related to semantic, temporal, and/or GI storage aspects. It is 
required to analyse different formalisms (XML, RDF, OWL, etc.) and studying which 
one(s) meet(s) at best the research’s needs. To substantiate the defined hypothesis and to 
answer the above-mentioned open questions, the following activities are put forward: 

• Finding an efficient way of fusing together and uniting space and time in the struc-
tures of storage with mark-up languages (e.g. GML and TimeML). Here the storing 
methods based on mark-ups and binaries, as well as the coincidences and differ-
ences between methods and time mark-up standards will be assessed.  

• Evaluation of GML-based temporal models in other specific application fields. The 
analysis of the temporal elements of the Aeronautical Information eXchange 
Model (AIXM) [15], and of the models applied to the Geological Time Systems 
[65] and CHRONOS [25] are proposed. 

• Evaluation of spatial and temporal database models. An important milestone re-
garding this area is the results of the CHOROCHRONOS project [33]. 

• Analysis of the appropriate form for incorporation of semantic, temporal, and de-
scriptive annotations of data. The concepts applied here will be based on widely 
disseminated methodologies such as the GIR[12, 41, 32] and the NLP [40].  

• Definition of the general concepts of the GI storing metamodel. Setting up the 
model layers (components) and their characteristics. 

• In order to validate the proposal, the metamodel will be implemented through two 
specific models: aeronautical and meteorological. The implementation will be able 
to answer questions that have not been possible to solve so far. We will expose the 
deficiencies and weak points as well as the strengths and opportunities offered. 

5   Conclusion and Expected Contributions 

As a conclusion, it is possible to state that the semantic and temporal enrichment of 
the GI and its implementation through mark-up languages for its integration into the 
GI management systems is, we believe, the next natural step in the research carried 
out on the space-time issue in the Information Systems. It is necessary to carry on 
with the work of Peuquet, Langran, Armstrong, Snodgrass, Worboys, Yuan, Wa-
chowicz, Galton, Hornsby, Frank, Jones, Shen, and all the researchers who have con-
tributed some element to lay the foundations of the change in the paradigm toward the 
temporal analysis of GIS and the semantic interpretation of the GI. This proposed 
research work is warranted since it is anticipated to make progress, (i) setting up 
mark-up languages as an integrating element of the spatial, temporal and semantic 
elements;  (ii) adding further descriptions to data so that they will be able to interact, 
to describe themselves and to provide the system with temporal and spatiotemporal 
dynamism as well as meaning. Temporal dynamism through a robust mark-up lan-
guage; spatiotemporal dynamism by identifying incremental variations; enhancement 
of meaning by identifying the represented feature type; and (iii) developing concepts 
enabling progress in geosemantics. 

The innovation of this research work lies in the proposal of a metamodel for repre-
sentation, retrieval, reasoning and spatiotemporal and semantic analysis of GI. The 
anticipated contributions to be gained from this research are:  
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• Proposal of a metamodel enabling exploitation of the GI dynamic component.   
• Definition of the method for incorporation of the semantic component as well as 

for integration of an independent temporal component into the GI storage structure. 
• Proposal of a new format for the GI integrating the temporal, spatial, and attribute 

components, providing a semantic-temporal-spatial triadic support.  
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Abstract. Nowadays, the most common approach to seismic risk mitigation is 
characterized only by strategies reducing building vulnerability, through 
structural interventions, and it does not consider the possibility to intervene at 
urban scale, reducing urban seismic vulnerability. This paper deals with the 
concept of urban seismic vulnerability, and introduces resilience, as the 
capacity of a system to adapt itself to new, generally negative, conditions, in 
order to re-establish normal conditions. Each city can express resilience, and the 
identification of its elements is the goal of our research. A spatial multi-criteria 
approach is here proposed.  

Keywords: Resilient cities, Seismic Risk, Seismic Vulnerability, Urban 
Vulnerability, Spatial Multicriteria Analysis. 

1   Introduction: Seismic Risk and Resilient Cities 

Considering cities as complex systems, according to Salzano [1], we can recognize 
urbs, civitas and polis, respectively representing aspects related to physical 
environment, to the society living there and to governmental activities through which 
spaces are organized. These three main components – urbs, civitas and polis – interact 
each other in a continuous way, making complex governance and making it more 
complex when risks must be managed.  

The first question which arises is what to do to face emergency conditions. Further 
questions concern how to manage crisis in order to limit damages caused by natural 
and other disasters and how to go over crisis and to guarantee the re-establishment of 
ordinary conditions.    

At present, we are conscious that warding off occurrence of natural disasters is not 
always possible, even if we know that we can intervene in several ways; for instance, 
in Italy prevention could be more efficient, in particular if we consider hydro-
geological disasters, which often could be avoided by a careful maintenance of 
hydrographic network. Anyway, considering the possibility of such disasters, we must 
work in order to face them, and to react, with as least as possible loss. 

Considering natural events, risk assessment takes into account several components: 
generally, it is defined as a function of hazard, exposure and vulnerability [2]. Hazard 
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concerns natural characteristics of a natural phenomenon; for instance, if we consider 
seismic risk, hazard depends on historical seismic characteristics, ground geological 
characteristics, geotectonic and seismic-genetic structure characteristics, which do not 
depend on human intervention, so that we are not able to control them.  

Exposure, instead, concerns the human presence in a certain area. So, we could 
affirm that if hazard conditions are worrying (i.e. hazard is high), then we should not 
establish human settlements. Generally, this kind of decision depends on planning and 
urban tools. Sometimes, after a disaster, a law can intervene to forbid human 
settlements in a certain area: for instance, in Italy, Law 405 of 1907 ratified the 
displacement of many urban centres elsewhere in reason of dangerous landslides. This 
kind of decision, nevertheless, is hard to accept: historical centres, built over 
centuries, probably ignoring hazard conditions, because of limited knowledge, and 
now well-established, also in terms of urban shape and community identity, are hard 
to uproot and re-build in another place, even if this presents safer characteristics.  

The only possibility is therefore to intervene on vulnerability of elements that are 
exposed to hazard. Generally, vulnerability is defined as the tendency of a certain 
element to be subjected to damages or corruptions, depending on its own physical and 
functional [3] characteristics. Generally, vulnerability is referred to the elements 
composing a settlement; in the case of seismic risk, for instance, vulnerability mainly 
refers to seismic vulnerability of buildings, and it is evaluated considering their 
structural characteristics. Such structural aspects, therefore, determine building 
behaviour in case of a seismic event.  

In literature, however, the concept of urban seismic vulnerability has already been 
used (see for instance [4]): it has been recognized that global activity in a town can be 
compared to activity of a network system, where each edge, working at local level, 
contributes at global level. From this point of view, it becomes evident that physical 
damages are not only components of global damage. Moreover, it has been observed 
that earthquake effects are not limited to physical damages, but they have some 
ripples on economic, social and political activities, and they have a strong role onto 
city capacity to react.  

That being so, risk prevention must be characterized by a new approach, that 
should go over building structural adjustment, and that recognizes single components 
working as a whole system: these components, that are not only physical ones (such 
as buildings and streets), but that refer to social, economic and political functions, 
strongly contribute to urban seismic vulnerability. New approaches must define tools 
able to mitigate such urban seismic vulnerability; therefore, it should forecast, before 
a seismic event, what kind of response the single components might show.  

In other words, we affirm that an approach aiming at mitigating urban seismic 
vulnerability, must maximize system resilience, as the capacity of a certain system to 
adapt to new , generally negative conditions, to re-establish normality [5].  

The paper is organized as follows: in the next paragraph, resilience concept and its 
relation with vulnerability will be deepened, and the idea of resilient city will be 
described, with some considerations about its relationship with both urban and 
emergency planning tools. 

In the third paragraph, we will provide some theoretical considerations about 
spatial multicriteria approach, that is adopted in order to identify resilient city. The 
fourth paragraph contains a description of the study case, the identification of a 
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resilient city in Marsicovetere, Southern Italy and finally, some opening questions and 
future directions of research.   

2   What Is a Resilient City? 

2.1   What Is Resilience? 

In the last paragraph a resilience definition is provided, and an equivalence relation 
between urban seismic mitigation and resilience maximization is proposed. In this 
paragraph we want to deepen this relation, starting from the several facets showed by 
resilience concept and from several interpretations that nourish the debate.   

As known, resilience concept has been developed in origin in the field of ecology. 
Holling [6] defines resilience as a property of a system that measures its ability to 
absorb changes of state variables, driving variables and parameters and still persist, 
and relates its concept to that of stability, intended as the ability of a system to return 
to an equilibrium state after temporary disturbance. In the last years, resilience 
became a usual term in the field of risk management. Pelling [7], for instance, affirms 
that resilience to natural hazards is the ability of an actor to cope with or to adapt to 
hazard stress. It is a product of the degree of planned preparation undertaken in the 
light of potential hazard, and spontaneous or premeditated adjustments made in 
response to felt hazard, including relief and reuse. Concept of seismic resilience 
considers also the social dimension: according to [8], community seismic resilience is 
defined as the ability of social units to mitigate hazards, to contain the effects of 
disasters when they occur, and to carry their recovery activities in ways that minimize 
social disruption and mitigate the effects of future earthquakes. This can be achieved 
both working on structural aspects and emergency response and strategies, involving 
institutions and organizations, and in particular those related to essential functions for 
community well-being, as acute-care hospitals.  

Therefore, The International Strategy for Disaster Reduction, Hyogo Framework 
for Action 2005-2015, is called “Building the resilience of nations and communities 
to disasters”, where resilience is defined as the capacity of a system, community or 
society potentially exposed to hazards to adapt, by resisting or changing in order to 
reach and maintain an acceptable level of functioning and structure, and is determined 
by the degree to which the social system is capable of organizing itself to increase its 
capacity of learning from past disasters for better future protection and to improve 
risk reduction measures [9]. 

These last considerations highlight that as resilience is considered a strategy to 
mitigate risks, communities recognize to be capable of coping a stress situation, 
where they must manage demands, challenges and changes, with available resources 
and competences [10]. Considering that a society flexible and able to shift rapidly, is 
also able to exploit any positive opportunity that might arise in an uncertain future  
[11], flexibility must be strongly enhanced.   

Obviously, this is not a unique aspect to be considered. Considering natural disasters, 
several strategies could lead to enhance resilience in terms of augmented capacity of 
absorption and recovering from changes [11]. In particular, properties of resilience can be 
considered in order to identify strategies [8]: robustness, intended as the ability of 
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elements to resist to a certain stress without suffering degradation or loss of functionality; 
redundancy, intended as the substitutability of elements in order to satisfy some 
requirements no more satisfied by a degraded element; resourcefulness, particularly 
concerning social systems, intended as the capacity of identifying problems and finding 
solutions depending on priorities and available resources; ability, defined as the capacity 
to meet priorities and to achieve goals as quickly as possible. Even if such properties 
seem to be abstract, they can find a concrete application. For instance, decentralization of 
decision making (i.e. creating several decision making centres in a town) or strategies 
about mobility, generally refer to redundancy, and so on.   

2.2   What Is the Resilient City? 

Paton et al. [10] define a resilient city as a sustainable network of physical systems and 
human communities, where the first ones include all kind of structures and infrastructures, 
“acting as the body of the city, its bones, arteries, and muscles”, and the second ones 
represent the social and institutional components of the city, including all kind of 
associations and organizations and “acting as the brain of the city, directing its activities, 
responding to its needs, and learning from its experience”. The metaphor makes clear that 
during and after a stress, both systems are determinant: if body collapses, the entire system 
collapses; if brain breaks down, the entire system breaks down.  

Therefore, the most important aspect concerns how to define and apply strategies. 
In order to answer to the question, we started from the observation of the city; we 
recognized that, if we model city as a network system, it is characterized by a main 
trunk and some secondary branches, whose elements are hierarchically less important 
than the trunk ones. In terms of response to an earthquake, therefore, trunk elements 
must have a faster response, because they are charged of main activities of city, and 
moreover they represent place identity.  

Adopting such an approach, it is required to define what elements of a city can 
represent the minimum set able to guarantee functionality.   

2.3   How to Identify a Resilient City? 

The minimum set of elements can be identified with reference to the four phases that 
Civil Protection indicates as the phases of disaster management. Considering 
forecasting and prevention (referred to peacetime) and emergency and post-
emergency phases (in the aftermath), minimum set can be sketched as the nesting of 
four sub-sets, as in the following scheme:   

 

Fig. 1. Elements composing resilient city, sub-divided in four sub-sets referred to disaster 
management phases. Our elaboration 
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In peacetime, in particular during forecasting phase, once the expected seismic 
scenario is defined, it is needed to identify elements: 

• requesting prevention, which do not satisfy acceptable vulnerability levels; 
• needed in emergency phases, referred to the expected seismic scenario; 
• needed to overpass the emergency phase, referred to the expected seismic scenario, 

and to re-establish normality. 

Prevention phase will be characterized by all the actions aiming to bring elements 
composing sub-sets in acceptable vulnerability conditions.  

All such elements are referred to the several aspects of city organization, such as 
accessibility, lifelines, etc.. In Figure 2, main systems of resilient city are showed, and 
their main components are synthetically listed. Their identification depends on 
functional, morphological and dimensional characteristics of the considered urban 
system [21]. A brief description of systems composing resilient city is presented 
below.   

 

 

Fig. 2. Systems composing resilient city. Our elaboration. 

 
• Accessibility system: in order to guarantee a minimum of normal cities 

functionalities, one aspect is related to accessibility: first, identification of main 
roads, useful as way of escape and allowing access to strategic buildings, as 
hospitals, and to shelter areas, then, roads connecting quarters and finally internal 
roads.  

• Open and Safe areas Systems: at the same time, open spaces where gathering 
people, offering a recover, disposing a field hospital and so on, must have been 
identified, with strong guarantee of their safety.  
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• Strategic Building Systems: emergency activities need some buildings where 
decisions can be made, but firstly need hospitals, military buildings, in order to 
help hit people.  

• Main Lifelines Systems: all these activities assume that main services work (water, 
gas, electricity distribution and communication must be efficient).   

• Economic and producing activities and cultural heritage are presented in the figure, 
but represented in grey, in order to highlight their relative importance, depending 
on specific characteristic of the considered town. 

2.4   Who Decides about Resilient City? 

Recognition of resilient city is not so useful if it is not connected to a set of strategies 
aiming to reduce vulnerability and maintaining characteristics of resilience of the 
considered elements. At present, who has this responsibility? What is the relation 
among resilient city, government and planning tools? Is resilient city something with 
no-ordinary conditions, so that it is related only to emergency and disaster 
management or has it an ordinary component, and does it need to be introduced into 
ordinary management tools?  

Considering the Italian situation, we notice that: 

• Seismic Risk management is almost totally entrust to Civil Protection;  
• each municipality should adopt an Emergency Plan, aiming at defining a possible 

risk scenario and the subsequent actions to manage the emergency; 
• emergency plan does not consider the possibility of intervening to mitigate risk 

before seismic event occurrence; 
• laws concerning spatial planning generally do not consider seismic risk as a crucial 

element influencing development strategies and policies. Considering, for instance, 
Basilicata region, law N.23/1999, even if the main part of region is classified as 
high hazard area, there are not specific directions in order to reduce risk.  

So, we can affirm that at now resilient city does not yet represent a tool useful in risk 
mitigation. Civil Protection activities are quite different, and they seem very far from 
a prevention approach; at the same time, spatial planning tools do not consider 
seismic risk.  

A reason of this situation can be found, probably, in the confusion related to the 
resilience concept. It is widely used, but it does not seem an operative concept, so that 
administrations are not able to acknowledge and take it into their instruments.  

A possible solution can be an operative approach aiming at resilient city definition, 
as that one of spatial multicriteria approach, proposed in the next paragraphs. 

3   Spatial Multicriteria Analysis 

In order to identify resilient city, and define strategies to improve resilience and 
mitigate urban seismic vulnerability, in this paper we propose a spatial multicriteria 
approach to identify what parts of territory must resist to a seismic event and must 
rapidly re-establish their functions to guarantee a return to normal.  
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Considering multicriteria analysis as “a decision-aid and a mathematical tool 
allowing the comparison of different alternatives or scenarios according to many 
criteria, often conflicting, in order to guide the decision maker toward a judicious 
choice” [12], when alternatives and criteria have an explicit spatial dimension [13], 
models become “spatial” [14] and can benefit from using Geographic Information 
Systems; GIS, indeed, provides a powerful set of tools for manipulation and analysis 
of spatial information [15].  

In this context of Spatial MCA, criteria are represented as map layers, and 
generally they are indicated by the term criterion maps. In particular, a criterion map 
represents the spatial distribution of an attribute that measures the degree to which its 
associated objective is achieved [16].  

Considering that generally nature or human beings imposed some limitations that 
do not permit certain actions to be taken [17], in Spatial MCA it is necessary to model 
also constraint maps, representing restrictions and modelled as territory portions to 
subtract from criterion maps: constraints play as a hole in territorial extension, as 
showed in figure 3.  

 

 

Fig. 3. Criterion maps and constraint maps 

3.1   Spatial Multicriteria Analysis Model 

Flowchart in figure 4 shows the process of modelling spatial multicriteria analysis.  
The main phases are those of Intelligence, Design, Choice and Implementation; 

each one is characterized by several operations, deepen described below.  
In order to compare criterion maps each others, various scales on which attributes 

are measured must be transformed to comparable units: this is a standardization 
process, showed in figure 4.  

Considering deterministic maps (as in the study case, below described), 
transformation of input data can be made through several methods; here, linear scale 
transformation has been adopted, through maximum score procedure.  

Linear scale transformation consists of a transformation of raw data into 
standardized criterion score, applying for each object (that can be a point, a line, a 
polygon if criterion map has vector data model, or grid cells if it has raster format) a  
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Fig. 4. Our modelling of Spatial Multicriteria Analysis 

simple formula. In particular, the Maximum Score Procedure, that consists in a 
proportional transformation, is obtained through formula showed in (1), 
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where xi,j is the raw score for the ith object considering the jth attribute, xi,j
’ is the 

standardized score and xj
max is the maximum score for the jth attribute on all objects; 

this formula is adopted when the criterion map represents a benefit, and it is to be 
maximized; in the case of minimization, when a criterion map represents a cost, 
formula (2) is adopted: 
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As a result, a criterion map ranges from 0 to 1. This procedure, anyway, does not 
guarantee that the lowest standardized value is zero, sometimes making the 
interpretation of criterion difficult.  

Multi-criteria analysis allows to take into account several stakeholders playing a 
role into decisional process and which sometimes play a real role into decision. 
During the modelling phase, stakeholder value systems are to be considered, and 
introduced into analysis evaluating the relative importance of criterions for each 
stakeholder. This means identifying criterion weights (weights definition in figure 3), 
and it is the most subjective aspect of MCA, even if several methods help the analyst 
in weight identification. In the study case, a pair wise comparison method has been 
adopted, referring to the analytic hierarchy process by Saaty [18], and developed in 
subsequent steps, as showed in figure 5.  

 

Fig. 5. Pair wise comparison method procedure, our scheme 

After weight definition, next step in multicriteria analysis is the definition of 
decision rule, the procedure allowing ordering alternatives [19], in order to choose the 
best or the most preferred alternative. Among several decision rules which can be 
adopted, in the study case additive decision rules have been considered, and in 
particular the simplest method, simple additive weighting method [20], based on the 
concept of a weighted average, expressed in the (3) 

∑=
j jiji xwA ,  

(3) 
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where Ai represents the object-alternative (point, line, polygon or grid cell), xi,j is the 
score of the alternative on jth criterion and wj is the weight of the jth criterion.  

4   Resilient City in Marsicovetere (South of Italy) 

In order to validate the use of a spatial multicriteria approach to identify resilient city, 
Marsicovetere municipality (Southern Italy) has been chosen as a sample city, in 
reason of the importance that this municipality shows in a wider area, Val d’Agri. In 
last decades this area has been the scene of a development propulsion; main activities, 
administrative bureaus, health services, shopping centres, etc. are born in 
Marsicovetere area; development concentrates on valley area, named Villa d’Agri, 
where today the main part of inhabitants live, also thanks to road network 
configuration. 

Moreover, Val d’Agri is a seismic area, classified in the higher risk class1, and in 
the past has been hit by strong and devastating earthquakes.  

Figure 6 shows the study area context. Directions of main road crossing territory 
are highlighted.  

 

Fig. 6. Marsicovetere area, image from google maps 

4.1   Data Acquisition and Criterion Maps Design 

Considering the procedure described in figure 3, definition of decisional problems led 
to recognize that this particular problem is characterized by the absence of a priori 
defined alternatives: each grid cell is potentially an element of resilient city, and its 
suitability depends on several aspects, to evaluate through a multicriteria approach.  

                                                           
1 Considering in force law, Ordinanza PCM 3274, 20.03.2003 and following.  
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Unfortunately, the design phase highlighted the important gap between informative 
layers. Acquired data do not allow to run analysis for all system listed in figure 1, so 
that some of them have been omitted, as lifelines.  

Available information have been organized in order to define the following 
criterion maps:  

• Accessibility: in order to define accessibility system, road network has been used 
to identify areas of territory with a certain degree of accessibility. This means that 
through Euclidean distance function, a criterion map has been built, where grid 
cells have increasing values with the increase of their distance from roads. In 
standardization step, formula (2) has been adopted, in order to obtain a high value 
for the areas close to roads. If a seismic event occurs, areas more accessible, closer 
than others to roads, are more suitable to receive people and/or to become shelter 
areas.  

• Slope: after digital terrain model definition, a slope map has been calculated, and 
then, adopting formula (2) areas with soft slope have been considered more 
suitable to receive people and/or to become shelter areas. 

• Urban centre proximity: this criterion highlights importance of proximity of shelter 
areas to urban centre, not only in reason of their greater accessibility, but also from 
a psychological point of view. After an earthquake, often, people do not want to 
leave their houses and places where their time is spent. Criterion map has been 
obtained applying Euclidean distance function to built-up areas, and then applying 
formula (2), similarly to accessibility criterion.  

• Hydrographic network distance: in order to guarantee safe conditions, proximity of 
shelter areas to rivers and streams must be avoided, due to overflowing risk. This 
criterion has been obtained starting from hydrographic network, applying 
Euclidean distance function and then formula (1): grid cells with higher values are 
more suitable to become shelter areas.  

Weight definition step, generally, should involve decision makers, in order to elicit 
their perception of criterion relative importance and to define numerical weights. Due 
to the experimental nature of the study case, a simulation led to weight definition. In 
particular, three weight sets have been exploited, considering (Set A) firstly criterions 
with same importance, then (Set B) stressing importance of criterions linked to 
functional aspects (accessibility and built-up areas proximity), and finally, (Set C) 
stressing importance of safety (slope and hydrographical network proximity).  

The simple additive weighting procedure, then, has been iterated, obtaining three 
different evaluation scenarios.  

At this point, an open and safe areas system can be identified, through subtraction 
of constraint maps. Areas physically occupied by buildings and roads are considered 
as constraints; moreover, areas where a hydro-geological constraint (in particular, 
areas with high landslides risk and flooding areas) is imposed by some territorial or 
urban plan, are considered as constraints. 

Results are showed in figure 7. Darkest areas are the candidates to resilient city. 
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Fig. 7. Analysis results: darkest areas are candidates the resilient city, respectively considering 
the three sets of weights 

5   Conclusion and Future Research  

The applied methodology can be considered suitable to identify the resilient city, even 
if there are several critical aspects to consider.  

As declared, simplest methods have been chosen, considering both the 
standardization phase and decision rule. More sophisticated methods probably would 
produce better results; choosing other multicriteria approach, moreover, might allow 
to go over the compensatory effect produced by methods based on average; another 
difficulty related to simple additive weighting methods is on the hypothesis of not 
additivity between criterions, not always guaranteed.  

Another important aspect is the already declared lack of some information. The 
developed geographic information system is lacking in several kinds of informative 
layers: lifelines, but also information about main activities on territory, information 
about people, information about people who do not live in Marsicovetere, but work 
there and spend there main part of their day, information about seismic hazard and so 
on. In addition, at the same time, some available information have not yet been used, 
as buildings vulnerability. Such information require to be combined with a seismic 
scenario, in order to evaluate what can happen with the most probable earthquake.  

Our last remarks concern the role of resilient city in government and the true 
contribution that its identification can produce in terms of seismic risk mitigation. At 
present, Civil Protection is demanded to manage activities of prevention and 
protection, but its role sometimes contrasts with the role of municipalities, which 
define urban plans, not always considering natural risks on their territory. Resilient 
city could become the link between Municipalities and Civil Protection, and its 
identification is only a first step towards risk mitigation: identified elements need a 
deeper analysis, a continuous monitoring and, if necessary, economic resources to 
guarantee their survival to disastrous events. According to Barnett [11], this means  
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also defining a context where horizontal and vertical exchanges in social systems are 
encouraged to contribute to discussions about risks, enhancing theirs perception, and 
highlighting importance of prevention.  
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Abstract. The flows of carbon and energy produced by urbanized areas 
represent one of the aspects of urban sustainability that can have an important 
impact on climate change. For this reason, in recent years the quantitative 
estimation of the so-called urban metabolism components has increasingly 
attracted the attention of researchers from different fields. On the other hand, it 
has been well recognized that the structure and design of future urban 
development can significantly affect the flows of material and energy 
exchanged by an urban area with its surroundings. In this context, the paper 
discusses a software framework able to estimate the carbon exchanges 
accounting for alternative scenarios which can influence urban development. 
The modelling system is based on four main components: (i) a Cellular 
Automata model for the simulation of the urban land-use dynamics; (ii) a 
transportation model, able to estimate the variation of the transportation 
network load and (iii) the ACASA (Advanced Canopy-Atmosphere-Soil 
Algorithm) model which was tightly coupled with the (iv) mesoscale weather 
model  WRF for the estimation of the relevant urban metabolism components. 
An in-progress application to the city of Florence is presented and discussed. 

Keywords: urban metabolism, urban sustainability, cellular automata, land-use 
dynamics.  

1   Introduction 

In recent years the topic of urban sustainability and its relation with the climate 
change has increasingly attracted the attention of researchers from different fields. In 
scientific literature we find two main research lines . On one hand, a large amount of 
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effort has been devoted to quantitative estimates of components of the so-called urban 
metabolism [1,2], that is, the relevant energy and matter fluxes between city 
landscapes and the atmosphere. In particular, several advanced models, operating at 
different spatial and temporal scales, have been developed and used for this purpose. 
On the other hand, it has been recognised the need to develop suitable tools and 
quantitative indicators in order to effectively support urban planning and management 
with the goal of achieving a more sustainable metabolism in future cities. 

In fact, it is well known that many urban landscape features can significantly 
influence both energy and material flows. For example, sprawled, low-density cities 
usually have higher per capita energy consumption for transportation than compact 
cities (e.g. different rates of motor vehicle use) and, ultimately, different scenarios of 
carbon emissions. In addition, other anthropogenic sources, such as those related to 
heating and hence to the characteristics of the buildings, play an important role in the 
urban metabolic balance. Also, different extension and position of urban green areas 
can influence the balance of carbon and heat fluxes. Further urban characteristics 
which might also impact its metabolism are the age of the city, its overall 
infrastructure and its degree of industrial development. 

Besides factors strictly related to the urban fabric and to anthropic activities,  
climate also has an impact on the urban metabolism. For example, a city with 
continental climate usually consumes more energy for winter heating and summer 
cooling than does a city with a more temperate climate. Also, regardless of their 
natural or anthropogenic origin, the involved fluxes of matter and energy interact in a 
complex, nonlinear way with the local weather conditions.  

Another aspect, which should be taken into account to support a urban planning 
and management oriented to achieve sustainable metabolism, is related to the nature 
of the complexity that characterises urban systems. In fact, urban planners intervene 
in a spatial system inhabited by free human agents in which the detailed location of 
activities is controlled by spatial interaction between them (usually competing 
heterogeneous agents) and between different (attractive and repulsive) land uses and 
functions. As a result, given a temporal horizon, decisions about a planning 
alternative (e.g. to allocate a specific area to one or more land uses, to build specific 
infrastructures or to make available public services) usually do not lead to easily 
predictable configurations of the urban land uses (intended as a map of the allocation 
of the relevant urban activities/functions).  

Given the above considerations, the development of an integrated modelling 
system able to link urban planning decisions to the indicators of sustainable urban 
metabolism estimates , is a nontrivial task necessarily involving an interdisciplinary 
modelling effort. A contribution in such direction is provided by the study object of 
this paper, which is part of the research that is being undertaken within the European 
project BRIDGE and aims to set up a software framework for estimating carbon 
exchanges  alternative scenarios of urban development.  

The paper is organised as follows. Section 2 outlines the framework architecture 
and illustrates some of the characteristics of its main components. Section 3 presents 
and discusses an in-progress application on the City of Florence. The paper ends with 
section 4 in which some strengths and limitations of the proposed methodology are 
addressed, and planned and potential future development of the framework are 
outlined. 
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2   The Framework Components 

The proposed modelling framework is based on four main components: (i) a Cellular 
Automata model for the simulation of the urban land-use dynamics [3,4,5]; (ii) a 
transportation model for estimating how different land-use scenarios impact the 
transportation network load [6,7]; (iii) a Soil-Vegetation-Atmosphere Transfer model 
(SVAT) [8-14], which was tightly coupled with the (iv) mesoscale weather 
model WRF [15] for the accurate simulation of carbon fluxes accounting for the local 
meteorology.  

 

 

Fig. 1. Outline of the modelling framework highlighting the most relevant data exchange 
between the involved components 

As shown in Fig. 1, the land-use dynamics simulation module takes as main input 
the current map of land uses, the street network, the constraints related to the zoning 
regulation, the suitabilities of the cells to support the modelled land uses and the 
hypothesis on the future land-use trends. The latter may come from a demographic 
study and/or from assumption on the development of specific economic sectors. The 
results produced by the land-use dynamics module consist of a map of future land 
uses, which represent a spatial distribution of the aggregate land-use demand 
consistent with the main rules governing the functioning of an urban system.  

Such future land use map, together with the street network including the current 
traffic data, are used by the transportation module for estimating future traffic data 
coherent with the assumed land uses trends. 

As the final step of the modelling workflow, the future scenario of land use and 
traffic data, together with other relevant input data, are used by the coupled model 
WRF-ACASA for estimating future maps of CO2 fluxes in the urban area under 
consideration. 

Below, the main components of the modelling system outlined in Fig. 1 are 
described in more detail. 
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2.1   The CA-Based Land-Use Dynamics Model 

The adopted CA model for the simulation of land use dynamics is an adaptation, with 
some modifications, of the well known Constrained Cellular Automata approach 
(CCA) [3,4]. In particular, the CA module has been designed in order to satisfy 
different objectives, namely: (i) the ability to operate at a reasonably high spatial 
resolution; (ii) the inclusion of an adequate simulation of the spatial processes that 
determine the land use patterns; (iii) the capability of processing a suitable 
representation of relevant landscape features and legal and planning restrictions on 
land use. 

The model enables to incorporate the dynamics caused by large-scale processes 
(e.g. the demography or the development of specific economic sectors) through the 
linkage of more traditional dynamic models (i.e. a-spatial demographic, economic and 
environmental models) or even through the use of simple trends (e.g. extrapolations 
based on historical data or representing scenarios of development) [3,4]. In particular, 
the allocation of land uses depends both on an aggregate model (or trend) exogenous 
to the CA, and on the local CA-based interactions (i.e. on the basis of the local 
transition rules and of the cell characteristics). In this sense, the CCA can be viewed 
as a way to determine the spatial distribution of an aggregate land-use demand, taking 
into account for the local interaction between different land uses as well as the 
physical, environmental and institutional factors and other relevant characteristics 
typical of each cell. Thus, the CCA model can easily account for the planning 
decisions whose broader effects in terms of a spatial distribution of land-uses have to 
be evaluated.  

In the CCA model, each cell has a set of properties representing all relevant physical, 
environmental, social and economical characteristics, as well as cell accessibility 
depending on the transportation network, and the imposed legislative constraints (i.e. the 
zoning status for each land-use). This allows the model to be linked both conceptually 
and practically with GIS [3,16,17], and indeed the cellular space on which the CA 
operates can be easily obtained from the layers of a raster GIS.  

The cellular space consists of a rectangular grid of square cells, corresponding to 
the resolution of the data which are used as the source of land cover. Clearly, the size 
of the grid can vary according to the map of the city being modelled. Each cell is 
characterised by: 

- a suitability factor  for each dynamic’s land use. The suitabilities 
represent the “propensity” of a cell to support a particular activity or land use 
(e.g. can be computed as a normalised weighted sum or product of relevant 
physical and environmental factors characterising each cell). The suitabilities can 
be either pre-calculated in a GIS environment, and in this case remain constant 
during the simulation, or dynamically computed by the CCA model itself during 
the simulation;  

- an accessibility factor  for each land use, reflecting the importance of 
access to the transportation networks for the various land uses or activities (e.g. 
commerce generally requires better accessibility than residence). These quantities 
are computed by the CCA module itself before starting the simulation using the 
street network provides as input; 
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- a value , defining the degree of legal or planning permissibility of the j-
th land use (for example due to zoning regulations). 

- its current land use/function. In general, the model includes both static land uses 
(i.e. not changing during the simulation but influencing the dynamics in the cell 
neighbourhood in terms of attractive or repulsive effect) and dynamic land uses. 
The specific land uses included in the current version of the model reflects at 
least the details of the CORINE land cover data and can be improved in case of 
more detailed data availability . Broadly speaking, static land uses include: road 
and rail networks, subways, airports, vegetated areas, water bodies, agricultural 
areas, forests etc. The actively modelled (i.e. dynamic) land uses in the present 
application include: continuous urban fabric, discontinuous urban fabric, 
industrial areas, and commercial areas. As mentioned before, the growth of 
dynamic land uses is defined by exogenous demands. 

The state of a cell also includes the transition potential  for each land use j,  which 
is computed by the CCA transition function and expresses the land propensity level to 
acquire the j-th use.  

As in every CA, each cell is characterised by a neighbourhood, namely the set of 
cells the state of which can influence the dynamics of the cell itself. In other words, 
the change of a cell state at each time-step depends on the states of its neighbouring 
cells. In the model adopted here the neighbourhood is defined as the circular region 
around the cell with the radius of 1km which is considered sufficient to allow local-
scale spatial processes to be captured in the CA transition rules.  

The first phase of the transition function, executed at each step by all cells, consists 
of the computation of the transition potentials (one for each actively modelled land 
use) on the basis of the suitabilities, accessibilities, zoning, and states of the cells in 
the neighbourhood. In particular, the following equation was used: 

 

  (1) 
 

where Nj is the so called neighbourhood effect, which represents the sum of all the 
attractive and repulsive effects of land uses and land covers within the 
neighbourhood, on the j-th land use which the current cell may assume. Since, in 
general, more distant cells in the neighbourhood have smaller influence, in our 
version of the model the factor Nj is computed as: 

  (2) 

where the summation is extended to all the cells of the neighbourhood V (which does 
not include the owner cell itself) and: i denotes the current land use of the cell , 

 is the distance between the central cell and the neighbouring cell c, and the 
function  is a parameterised function expressing the influence of the i-th land-
use at the distance  on the potential land use j. In addition, the positive term Ik, where 
k denotes the current land use of the cell, accounts for the effect of the cell on itself 
(zero-distance effect) and represents an inertia effect due to the transformation costs  
from one land use to another. 
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The second phase of the transition function takes place on a non-local basis and 
consists of transforming each cell into the state with the highest potential, given the 
constraint of the overall number of cells in each state imposed by the exogenous trend 
for that iteration. Details of the procedure can be found in [3,4]. 

Since, as mentioned above, the transition function depends on parameters, the 
model needs a preliminary calibration phase which can be based on available 
historical spatial data of the area under study. 

The relevant output from the CCA model are maps showing the predicted 
evolution of land uses in the area of interest over a predefined period of time.By 
varying the inputs into the CCA model (e.g. zoning status, transport networks, 
presence of facilities and services), the model can be used to explore the future urban 
development of the area of interest  under alternative spatial planning and policy 
scenarios.  

The CCA model, together with the Transportation model described below, was 
implemented using the MAGI C++ class library described in [18]. 

2.2   The Transportation Model 

The adopted transportation model consists of a dynamic formulation of the well-
known gravity model of trips distribution [6,7,18] and aims at capturing the long-term 
average vehicle load on the road network.In particular, the current version of the 
model provides an estimate of the load variation related to the future land uses 
scenarios. For this purpose it uses an origin-destination (OD) trip matrix, expressing 
the distribution of trip demand, which is computed on the basis of relevant land uses 
(i.e. the ones modelled in the CA model described above) considered as trip sources 
and attractors . 

In the model, the street network is composed of a set  of nodes and a set  of 
directed links. Also, the entire urban area is partitioned in a set  of zones, each 
including nodes  which represent sources and/or destination of vehicular trips. 
In particular, an OD matrix X provides, for each couple of zones  the 
number of trips  for the time period under consideration. In the model, the matrix X 
is estimated on the basis of the mix of land uses in both the source and destination 
zones.  

Each of the  trips may use different network paths connecting nodes belonging 
to the zones  and . The dynamic assignment of the path to each trip is based on a 
simulation procedure similar to that proposed in [6,7].  

In a preliminary phase of the algorithm, a source node  and a destination 
node  are assigned to the  trips. Currently,  and  are chosen as the nodes 
in  closest to the centroids of  and , respectively.  

The dynamic phase of the adopted algorithm is composed of m steps, which can be 
thought as corresponding to m time intervals. At each time step and for each couple 

, a path is assigned to the corresponding fraction  of trips. 
At the end of each step, the traffic load of each link  is updated on the basis of 
the amounts of trips the route of which includes the link  itself.     
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Fig. 2. Partition of the urban area into sectors and allocation of a packet of trips between two 
sectors during a step of the algorithm 

More in detail, at each step each packet  of travellers departing from a particular 
node  chooses the shortest path to the destination node, based on the travel 
time perceived according to the current estimate of the traffic conditions [23]. To this 
end, a procedure based on a variation of the well-known Dijkstra algorithm, calculates 
the path between a couple ( , ) having the minimum travel cost on the basis of the 
current traffic load of each involved link.  

In particular, the network is considered as congestible, that is, every traveller 
imposes a certain amount of delay on every other traveller. This congestion delay is 
accounted for by assigning, at the end of the r-th step, to each link   a 
generalised cost  expressed as: 

  (3) 

where  is the length of , and  is a function, which depends on the link capacity 
and provides the vehicles’ velocity given the current load  of the link. 

At the end of the m steps, the total amount of trips  are allocated and the 

final estimate  of the load is available for each link . Running the model for both 
the current land use scenario and for future scenarios under consideration provides 
estimate of possible future street network load variations.  

Thanks to its simplicity, the adopted approach allows for the simulation of real 
networks through reasonable computational resources. In addition, it requires a 
relatively small amount of parameters to be estimated. 

2.2   The WRF-ACASA Coupled Model 

SVAT (Soil-Vegetation-Atmosphere Transfer) models are used to accurately describe 
how soil, vegetation, and water surfaces exchange energy (heat), moisture, and trace 
gases with the atmosphere. Traditionally, such models have been embedded into 
meteorological simulations because they provide essential information on the heat and 
moisture input to the atmosphere from the Earth's surface (e.g., soil, vegetation, water 
bodies) and on how the surface extracts momentum and kinetic energy from the 
atmosphere. SVAT models are used for producing and updating surface-air forcing 
boundary conditions needed by atmospheric circulation models such as WRF. In 
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addition, biophysicists and ecologists use SVAT models to determine how plants and 
plant communities respond to environmental conditions.In the context of climate 
change, simulating future climate and land use scenarios using SVAT models that 
incorporate CO2 exchange processes can play an important role in helping policy 
makers design the most efficient climate protection strategies.  

The SVAT model adopted in the present study is the Advanced Canopy-
Atmosphere-Soil Algorithm (ACASA), a multilayer model which was originally 
developed by the University of California Davis (UCD) to simulate the exchange of 
heat, water vapour and CO2 within and above a canopy [8,9]. ACASA  has been 
widely applied as a stand-alone (in-situ) model over natural and agricultural 
ecosystems [10,13,14] and the model ability to adequately reproduce turbulent fluxes 
in different environmental conditions has been evaluated as obtaining reliable flux 
simulations. To properly work in urban environments, the model was recently 
modified to account for the anthropogenic contribution to heat exchange and carbon 
production [11]. 

ACASA was recently coupled with the well known Weather Research and 
Forecasting model (WRF) [15]. WRF is a mesoscale numerical weather prediction 
system which, thanks to its flexibility and computational efficiency, is largely used 
for both operational forecasting and atmospheric research. In particular, the ACASA 
model was adopted as an alternative to the existing suite of surface-layer schemes 
available in WRF due to the need to establish more flexible and realistic 
representations of surface-layer physics and physiology [12]. The WRF model, in our 
case driven by North American Regional Reanalysis data (NCAR-NCEP), is run 
down to its planetary boundary layer, where ACASA is called (see Fig 3).  

In ACASA, the canopy is represented as a horizontally homogeneous medium with 
all leaves and branches arranged with spherical symmetry. This includes both plant 
and urban (building) canopies. The surface-layer domain simulated by ACASA 
represents average conditions and fluxes for a 30-minute time intervals at each spatial 
point in WRF. Twenty equally spaced atmospheric layers represented by a steady-
state 3rd order turbulence extend to twice the canopy height [19,20], withthe canopy 
occupying the lowermost 10 layers. All sources of heat and mass fluxes occur within 
the canopy and at the soil- (or snowpack)-atmosphere interface only, while constant-
flux assumptions prevail in the 10 layers above the canopy. Within the soil horizon, 
the model includes thermal and hydrologic diffusion among an adjustable number and 
depth of soil layers; varying by soil type. . Short-wave (solar) radiative transfer within 
the canopy initially occurs among 100 layers to suit the numerical needs of the 
radiative transfer equations, which are solved for both beam and diffuse PAR (0.36-
0.72 μm) and NIR (0.7 – 2.0 μm) wavelength bands. The short-wave radiation flux 
streams needed by the rest of the model are then interpolated to 10 layers. The latter 
are used to help drive the calculations of surface temperatures, terrestrial-infrared 
radiative transfer, physiological conditions, and associated fluxes needed for the 
turbulence calculations; all of which come into iterative numerical convergence. Once 
accomplished, ACASA provides the 30-minute surface flux and boundary conditions 
needed by WRF to operate. 

The required set of driving meteorological data from the lowest WRF atmospheric 
layer, applied to ACASA on a half-hourly basis, are: : precipitation rate and form (kg 
m-2 timestep-1), specific humidity (kg kg-1), wind speed (m s-1), downwelling  
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short-wave radiation (W m-2), downwelling long-wave radiation (W m-2), air 
temperature (K), air pressure (hPa), and carbon dioxide concentration (ppm). 
Furthermore, initial soil temperature (K) and moisture (volumetric) profiles for the 
first model timestep are provided by the WRF initialization routines. Surface 
morphological parameters that drive the physiological responses also have to be 
specified, which vary by WRF land use type (including CCA and/or satellite-derived 
data wherever possible). The set of key morphological parameters includes: total 
(green) leaf area index (m2 m-2), maximum canopy height (m), leaf-scale ideal 
photosynthetic potential (μmol m-2 s-1), human population density (# people km-2, 
currently keyed in by WRF urban land use type), and eventually vehicle flux density 
(# vehicles m-2)..  Morphological parameters not represented in the WRF land-use 
parameter suite, quantities such as mean leaf diameter and basal respiration rates for 
plant tissues, are specified with constant near-cardinal values for all land points. The 
key set was chosen for a focus in this study, due both to model sensitivity, cogency 
with CCA architecture, and data availability. Staudt et al [24] provide additional 
background information on morphological parameters and model sensitivities to each.  

 

 

Fig. 3. Scheme of the processes modelled by the coupled model WRF-ACASA 

The ACASA model output that feed information back to the WRF-simulated 
atmosphere include half-hourly vertical fluxes of heat (Wm-2), water vapour (kg m-2 s-1), 
and CO2 (μmol m-2 s-1) momentum flux density (as friction velocity, m s-1), turbulence 
kinetic energy (m2 s-2). In addition, snowpack and/or soil and canopy thermal and 
hydrological states, needed for adequate simulation of the surface-layer, are updated 
at all land points and are stored between timesteps. 

The initial conditions for a WRF runs are pre-processed through a separate package 
called the WRF Preprocessing System (WPS). Among others, the input to WRF-
ACASA from WPS contains the vegetation/land-use type coded according to the U.S. 
Geological Survey (USGS) standard and to the Urban Canopy Model (UCM) [21]. 
Other relevant input are represented by the CO2 anthropogenic emissions which can 
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be directly related to the estimated traffic load of the road network, to the prevalent 
land use of each cell and to the local population density. 

In order to simulate energy and carbon fluxes in urban environment, the coupled 
WRF-ACASA model needs information about the land use and traffic scenarios 
produced respectively by the CCA and transportation simulation modules. The current 
configuration includes three levels of urban intensity (CCA WRF) corresponding to 
three levels of population density (WRF ACASA), represented in Figure 4. For this 
purpose, the CCA module is able to export the future land use projections into the 
binary format accepted by the WPS. The coupling was based on a suitable table of 
conversion between CORINE codes, which are used by the CCA, and the USGS + 
UCM codes used by WRF. 

According to recent validated results [12], WRF-ACASA produces reliable 
patterns of heat and CO2  fluxes at high spatial resolutions over urban areas. 

3   An In-Progress Application Example 

After the model design and set-up phase, an exploratory application on the city of 
Florence is now in progress in order to test the limits and potential of the framework.  

The city of Florence was chosen because it is one of the case studies of the 
European project BRIDGE, in the context of which this research is being conducted. 
In particular, for this city, the WRF-ACASA model has already been calibrated 
through sampled fluxes, and traffic data as well as zoning regulation.  

As for the CCA module, the first phase of the setup was dedicated to the selection 
of the proper input data sources. In particular, after a preliminary analysis of the 
available spatial data, it was decided to adopt the 100 m resolution CORINE land 
cover (CLC) as the input land-use layer (see Fig. 4). The choice was supported by the 
fact that, although not very accurate in urban areas, CLC data are widely available in 
Europe. Nevertheless, the CCA model was designed in order to allow for the use of a 
more accurate, CORINE-like, raster when and where available.  

In order to effectively incorporate the zoning regulation data into the CCA module,   
a semiautomatic pre-processing of the Florence urban masterplan (“Piano Regolatore 
Generale”, PRG) was carried out. In particular, as shown in Fig. 5, the masterplan 
prescriptions were reduced to land-uses permissions and prohibitions relevant for the 
CA simulation, both in terms of types of land-uses simulated by the CA (high and low 
density residential, industrial, commercial, agriculture), and in terms of its spatial 
scale of operation (pixel lattice representing 100×100 meters square). This zoning 
data layer was subsequently imported into the CCA model, assigning to each zone 
type a “permissibility factor” of new urban development for each land-use type. In 
fact, this factor is an important component of the CA transition rules outlined in 
section 2.1. 

Another essential input used by both the CCA and Transportation modules, is the 
road network of the urban area. In order to improve the framework usability, the 
transportation module was designed to exploit the XML data from the OpenStreetMap 
collaborative project [22], which provides free street network data with a noticeable 
detail and geographic coverage. 
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Fig. 4. Current land cover within the administrative boundary of Florence, according to 
CORINE (CLC2000) inventory, and street network imported from the OpenStreetMap project  

 

 

Fig. 5. Schematic regulation for Florence derived from the urban masterplan 

In the preliminary application on the city of Florence, using the current street 
network represented in Fig. 4, a pre-processing phase for the calculation of the cells 
accessibilities (see section 2.1) was carried out by the CCA module. During the same 
pre-processing phase, a simple formula was used for deriving the suitabilities from a 
Digital Elevation Model of the urban area under consideration. In addition, a 
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parameter calibration phase was preliminarily carried out exploiting the CLC1990 
dataset, the map of Florence was provided by the Urban ATLAS EU project, and 
additional spatial data were provided by the municipality of Florence to the BRIDGE 
project consortium. 

Then, using the land cover and (Fig. 4) the planning regulation map (Fig. 5.) as 
further input information for the CCA model, several future land-use scenarios were 
generated. For example, the future land use projection represented in Fig. 6 
corresponds to a 20-year evolution of the urban area. Fig. 6 also includes the assumed 
evolution over time of the actively modelled land uses. 

 

 

Fig. 6. Future land use projection obtained by the CCA module in 20 step of simulation. Only 
the cells where the land use was changed by the simulation are depicted. The embedded graph 
shows the extensions evolution of the actively modelled land uses. 

Based on such future land-use scenarios, and after a preliminary phase of 
calibration based on the available traffic data, the transportation model is able to 
estimate the expected variation of the load of vehicles on the road network. For 
example, projecting on the road network the estimates of the traffic demand, driven 
by the future land-use scenario in Fig. 6, the transportation model generated the map 
of load variations for each road segment of the network depicted in Fig. 7. 

Finally, as explained above, the WRF-ACASA model is able to include the land-
use maps and the traffic load information in its simulations to generate maps of CO2 
and other meteorologically significant fluxes. 
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Fig. 7. Variation map of the street network loads which correspond to the future land use 
projection depicted in Fig. 6 

 

 

Fig. 8. Monthly-averaged values of midday (12:00 PM, Local time) carbon dioxide flux density 
obtained through WRF-ACASA for all of 2008 using the current land uses and traffic data for 
Florence case study 
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An example of such a set of maps, obtained for the current land use and traffic 
data, using the meteorology of the year 2008 is shown in Fig. 9. 

Currently, the WRF-ACASA module is simulating the whole year 2008 in 
correspondence to the scenario of future land use in Fig. 6 and using the traffic data 
corresponding to the variations depicted in Fig. 7. 

4   Conclusions and Future Work 

The complexity typical of urban systems, the interactions between emissions and the 
influence of meteorological factors, make it difficult to effectively support urban 
planning and management with the goal of achieving a more sustainable metabolism 
in future cities.  

In this context, we have presented an effective integration between different 
models, with the purpose of linking urban planning decisions to the estimates of CO2 
fluxes in urban environment. An application example on the City of Florence, even 
while  it is still being carried out, has also been illustrated. This enabled to show in 
concrete terms what type of issues (i.e. data acquisition, calibration of the models) are 
involved for applying the proposed modelling system and what type of results can be 
expected.  

The proposed framework allows, for example, to obtain realistic estimates on the 
impact of future planning decisions  on CO2 emissions in terms of its potential 
reduction from  mitigation  strategies. In more detail, information on zoning 
regulation and assumptions about the demography or development of specific 
economic sectors, as well as future changes in land uses are needed to obtain CO2 flux 
estimates in urban area. On the other hand, as it is often the case, model calibration 
represents a crucial point for the application of such type of models. In particular, the 
CCA and the transportation models require historical land use data  and traffic data, 
respectively. Also ACASA requires a preliminary calibration phase via collection of 
real CO2 concentration values and other input parameters.  

Ongoing work includes the development of a methodology and the definition of a 
reliable protocol calibrating the involved models, as well as the application of the 
proposed modelling approach to different urban areas. 
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Abstract. Nowadays, transport contributes significantly towards environmental 
problems (about 50% of the total CO and NOx). To date, most environmental 
issues due to transport have focused on general transportation methods. On the 
other hand, a popular approach of transport – Demand Responsive Transport 
(DRT) – has been studied for various aspects but rarely from the perspective of 
environmental issues. In this paper, we investigate the impacts of DRTs on 
pollutant emissions. For this purpose, we adapt a method established by 
European research co-operation - Methodologies for Estimation of Emissions 
from Transport (MEET). We create a specific model to estimate the pollution of 
a DRT system (GREEN-DRT) adapted from the MEET. We simulate DRT 
operation on three overlapping territories in France. The results show that 
optimising the DRT induces a significant decrease of pollutant emission due to 
the reduction of vehicles and travelled distances.  

Keywords: Pollutant Emission Model, GREEN-DRT, Demand Responsive 
Transport, Territories and Scales, DARP Optimization, MEET.  

1   Introduction 

Gas and substances sent in atmosphere during fuel combustion have a global impact, 
with greenhouse problem, and a local one, with direct effects on public health. Road 
transports are directly concerned by the second aspect. Their environmental impacts, 
principally pollutant emissions, are henceforth well known with several European 
projects, mainly ARTEMIS (Assessment and Reliability of Transport Emission 
Models and Inventory Systems) [2] and COPERT (Computer Program to Calculate 
Emissions from Road Transport) program (1989 until now) [16], with Methodologies 
to Estimate Emissions from Transport (MEET) project (1996 – 1998) and COST 
Actions on the Estimation of Emissions from Transport (1993 – 1998). Main results 
are related in [11]. 

Demand Responsive Transport systems, which support grouping people in 
vehicles, are proposed as a relevant solution to reduce road transports economical 
costs and environmental impacts [14], [1], [3], [5]. DRTs have been studied for 
approximately two decades but the research had rarely concerned specifically on 
environmental impacts. Therefore, we bring some elements of DRT environmental 
performance analysis. We investigate the pollutant relationship in the DRT context 
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(Geographical Reasoning on Emission Estimations based on road Network applied to 
Demand Responsive Transports – GREEN-DRT) by adapting an existing 
methodology (MEET) and highlight the associated parameters.  

This research is developed around two main questions: 

• How can we estimate the pollutant emissions of vehicles, according to the DRT 
operational efficiency (service flexibility, routes optimised 'on the fly’, vehicle 
depots disseminated on the whole territory)? 

• Does a high passenger grouping rate in vehicles significantly reduce emissions? 

2   Evaluation of Atmospheric Pollution from Transport Systems 

Since the 1970’s, with a renewal in the 1990’s and the vision of the sustainability 
concept, many researches have been conducted to evaluate atmospheric pollution 
emitted from transport systems. Researchers have been interested to understand and to 
identify parameters which influence fuel consumption, therefore emissions of 
pollutants from car traffic [9], [15]. 

There exist different kinds of environmental impacts from car traffic that we 
present in this paper. Similarly, we present parameters that we could exploit to 
estimate transport pollutant emissions. At the end of the paper, some simulations 
illustrate the global impact of DRT optimisation on pollutant emission. 

2.1   Different Kinds of Environmental Impacts 

Car traffic has various types of environmental impacts. The light density of car flow 
causes noisy and visual impacts to the neighbourhoods. Road infrastructures cause a 
territorial fragmentation and a social segregation which make pressure on residential 
and natural protected areas. The simple fact of using a car produces also a lot of 
pollutant emissions. Indeed, the fuel combustion by cars, lorries and all road vehicles 
creates pollutants gas and substances. The main pollutants are carbon dioxide (CO2), 
carbon monoxide (CO), hydrocarbon (HC), oxides of nitrogen (NOx) and particulate 
matter (PM).  

In this paper, we present a study of a particular transport system, a Demand 
Responsive Transport (DRT), which uses available road infra-structures and tends to 
reduce the amount of car traffic due to passengers grouping. Further, we develop the 
aspect of pollutant emissions from traffic fumes. 

2.2   Estimate Pollutant Emissions from Road Transports  

The current research is based on the Methodologies for Estimation of Emissions from 
Transport (MEET) project, in conjunction with the COST Action 319, methodology 
for calculating emissions and energy consumption prepared for the European 
Commission DGVII by Transport Research Laboratory (1999). After exploiting the 
method, we present parameters linked to the MEET and a synthesis of pollutant 
estimation method that will be partly applied in simulations. 
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Pollutant emissions are directly related to the cars fuel consumption. Emission 
performances vary depending on vehicle types. To characterise a vehicle type, we 
would need to consider several criteria like: 

• motor vehicle purpose (passenger car, light duty vehicle, lorry, bus, coach) ; 
• vehicle size (cylinder) ; 
• vehicle age and associated emission control level. EU legislation fixes standards of 

emissions to validate the sale of vehicles. It informs on pollutant emissions from 
the vehicle ; 

• fuel (mainly petrol, diesel). Depending on the fuel types and their combustion, 
produced pollutants are different. 

2.3   Calculation of Pollutant Emissions, according to the MEET Methodology 

We base our DRT emission model (GREEN-DRT) on MEET’s one, related in [11]. 
The main sources of emission from road vehicles are the exhaust gases and 
hydrocarbons produced by evaporation of the fuel. When an engine is started below 
its normal operating temperature, it uses fuel inefficiently, and the amount of 
pollution produced is higher than when it is hot. These observations lead to the first 
basic relationship used in the calculation method:  

hot start evaporativeE E E E= + +   (1) 

where: 

E    is the total emissions 

hotE    is the emission produced when the engine is hot 

startE   is the emission when the engine is cold 

evaporativeE  is the emission by evaporation (only for Volatile Organic 

Compound) 
 

Hot emissions are produced when the engine and the pollution control systems of the 
vehicle (e.g. catalyst) have reached their normal operating temperature. For hot 
emissions, the amount of operation related emission factor is primarily expressed as a 
function of the average speed of the vehicle. It is carried at a particular average speed, 
on roads with a certain gradient, for vehicles with a certain load. Calculation of 
emissions is “stressed that distance is distributed over different types of roads. A part 
of the distance is travelled in urban areas, a part in rural areas and the rest on 
highways, each type of road having a different average speed and affecting the 
emission factors” [11]. 

Taking into account the different vehicle categories, the general equation for hot 
emission estimation, depending on pollutant type, can be derived: 

k i i ij ijk
i j

E n l p e=∑ ∑   (2) 
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where: 
 

k   identifies the pollutant 
i   is the vehicle category 
j   is the type of road 

in  is the number of vehicles in category i  

il   is the average annual distance travelled by the vehicles of category i  

ijp  is the percentage of the annual distance travelled on road type j  by vehicle 

category i  

ijke  is the emission factor of pollutant k  corresponding to the average speed on 

road type j , for vehicle category i  
 

The method proposed by MEET for estimating start-related emissions was developed 
empirically, using data assembled from many European test programmes. According 
to the MEET, for each pollutant and vehicle type, a reference value is defined for the 
excess emission as the value corresponding to a start temperature of 20°C and for an 
average trip speed of 20 km/h. 

Start emissions, because they occur only during the early part of a journey, are 
expressed as an amount of pollutants produced per trip, and not over the total 

travelled distance. The emission factor ijke  is calculated as a function of the average 

vehicle speed, the engine temperature, the length of the trip and the length of the cold 
part of the trip which is about the first 6 km [12],[13]. More engine heats up, less start 
emissions are large. 

Cold start emissions are estimated as constants (excess emissions per cold start). 

[ ]( ) ( ) 1 ( )startE f V g T h dω= + −   (3) 

where: 
 

startE   for a trip is expressed in gram 

V    is the mean speed in km/h during the cold period 
T    is the temperature in °C (ambient temperature for cold start, engine 

start temperature for starts at an intermediate temperature) 
d    is the travelled distance  
ω   is the reference excess emission (at 20°C and 20 km/h) 

( ), ( ), ( )f g h  are functions 
 

According to [12], evaporative emissions occur in a number of different ways. Fuel 
vapour is expelled from the tank each time it is refilled, the daily increase in 
temperature causes fuel fumes to expand and be released from the fuel tank. Vapour is 
created wherever fuel may be released to the air, especially when the vehicle is hot 
during or after use. There are therefore different emission factors depending on the  
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type of evaporative emissions. Generally, these factors are a function of the ambient 
temperature and the fuel volatility. Similarly, a number of activity data are also 
needed, including total travelled distance and number of trips according to the 
temperature of the engine at the end of the trip. 

Thus a very accurate study of air polluting from DRT vehicles should take into 
account all these various criteria. However, we are currently not able to consider this 
whole set of parameters in our study. It is due, on the one hand, to the data availability 
and some material aspects, and, on the other hand, to the peculiarities of DRTs. We 
are going now to explain how we propose to estimate pollutant emissions using a 
simplified and adapted method. 

3   Application to Demand Responsive Transport Systems: The 
GREEN-DRT Model 

We apply pollutant emission estimations in the special case of a flexible transport 
system, a Demand Responsive Transport (DRT). At first, we present DRT systems. 
Then, we present how to adjust the MEET model to provide the dedicated GREEN-
DRT model, Geographical Reasoning on Emission Estimations based on road 
Network shape adapted to DRT system. 

3.1   Demand Responsive Transport Systems 

According to [4], DRT is a kind of public transport which combines the advantages of 
collective transport and individual vehicles. It is often considered as a versatile 
transport because it offers more flexibility for the users, and provides some saving for 
the carrier and for the local transportation authorities. It generally serves an extended 
territory at various times from a lot of destinations, and sometimes with a door-to-
place or door-to-door service, depending on the kind of DRT. DRT states as a sharing 
transport which aims to group the passengers from different individual demands 
within a same or similar trip. This includes important travelled distance reduction, 
depending on the quantity of clients and their origin and destination points. This 
feature can be significant for environmental impacts of DRT systems, in comparison 
with other transport systems. 

Environmental impacts can also be restrained because DRT vehicles run only when 
it is used (the system is activated by a demand at least from a single client) and 
because the system succeeds in grouping clients, and therefore reduces the number of 
vehicles on the road. 

A simplified version of DRT pollutant emissions pattern is presented hereafter in 
Figure 1. In practice, a DRT journey implies one great start emission (at the vehicle 
station), as many smaller start emissions as the number of stops fixed by clients, a part 
of the travel is in cold conditions for fuel consumption, before a warm distance. This 
information is very difficult to get. We will see later in simulations how we 
nevertheless can make a general trend analysis using a simplified process, without 
considering such an accurate granularity of spatial information. 
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DRTexecution and pollutant emissions
1 km

Warm distance

Cold distance (6km)

Level of start emission

Destination

Client 2

Client 1

 

Fig. 1. DRT operation and pollutant emissions 

In the schematic diagram above (Figure 1), we consider two people who want to go 
to the airport to take a similar time flight. Despite DRT execution imposes some 
stops, car engine remains still hot. We consider that in few minutes, the engine 
temperature does not significantly change. 

3.2   Adaptation of MEET for Pollutant Emissions Estimation 

To adapt the MEET model to DRT system (GREEN-DRT model), we should take 
into account the network shape, which may have some implications on the driving 
behaviour. For example, turns provoke decelerations and accelerations, as well as 
road intersections. We are aware that in the emission calculation the shape of each 
road section has a major impact which we consider in the future work and hence not 
presented in this paper. First, as mentioned before, we cannot consider evaporative 
emissions because of the complexity in getting the input data. Indeed, we don't know 
about the really used vehicles fleet and the way those are driven. It is also 
complicated to assess the stop time duration, because it depends on the number of 
clients and the type of crossing. Moreover, using GIS, we only have a simple 
topology of the road network, with section impedance and length. These data will not 
be used in the presented results. 

The MEET model is applied to all road vehicles in a territory. This vehicle fleet is 
composed of various kinds of vehicles. This model is based on estimation of vehicle 
amount in each category. Mileage is obtained from the vehicle category mileage 
average. Moreover, in order to avoid too much imprecision, the reasoning is made at 
the year scale.  

In DRT simulation conditions, we exactly know the components of the fleet and 
the mileage of each vehicle. Equations from MEET model need to be adapted to this 
context of use. From previous equations, we can derive the following equation: 

, , , ,.k v t j v j k
t

E D e=∑  (4) 

where: 

kE  is the quantity of each pollutant k  emitted, expressed in gram 

k  identifies the pollutant 
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t  is the type of road 

, ,v t jD  is the distance travelled on road type j  by the vehicle V  

, ,v j ke  is the emission factor of pollutant k  corresponding to the average speed on 

road type j , for the vehicle V 
and 

hot kE E=∑   (5) 

where: 

hotE   is the emissions during the warm distance by a vehicle 
 

Start emission calculation (eq. 3) still the same than in MEET model, where d = 6 km. 
 
Finally, this is the general equation for emission estimation in GREEN-DRT: 

V hot startE E E= +   (6)

Let us notice that this formula is simplified for the estimations provided in this paper, 
because we only know the sequence of stops for each vehicle, but not the real final 
path. 

3.3   Comparison of MEET and GREEN-DRT Models 

We presented MEET and GREEN-DRT models in the equations above. The 
comparison of these two models is presented in a summary table below.  

Table 1. Comparison of MEET and GREEN-DRT Models 

 MEET GREEN-DRT 
Context All vehicles are on a 

defined area 
DRT vehicles  

Hypothesis Unknown vehicle fleet Known vehicle fleet 
Temporal granularity Year estimate Calculation of routes 
Network shape in the 
calculation of emissions 

Rate of each road type 
used by similar vehicles 

Details of parameters for 
every road sections 

4   Methodology for Simulations 

Equations set in previous section enable us to evaluate DRT environmental successes 
and to identify and quantify DRT leading characteristics in their performance, 
according to different territorial structures [8]. With purpose of a routing optimisation 
kernel, we can test several parameters. 
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4.1   Optimisation Kernel 

The used algorithm [10] solves the Dial A Ride Problem with Time Windows and 
many vehicles (N-TW-DARP) [6], [7]. It generates a good solution using a heuristic 
approach, due to a very high complexity. It is a classical insertion algorithm. It 
iterates and mixes candidate sets of routes that converge to a final solution, which is 
optimal but approximate. This means we cannot ensure to find the 'best' solution, but 
we are certain to obtain a very good one. Over a certain quantity of demands, an exact 
method would not be able to produce any solution in a reasonable time. 

 

 

Fig. 2. Insertion process and time windows to increase the grouping rate and decrease the 
number of vehicles 

The objective function aims at reducing the global cost, that is to say decreasing 
the number of vehicles and the travelled distances. The grouping objective is pursued 
using possible deviations (time windows). The complete operating service, from the 
passenger reservation to the kernel execution, is possible on-line, using a web service 
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that also allows to locate the vehicle depots, the stops and the clients (their address 
and their travel from origin to destination). This tool, firstly developed by University 
of Avignon, has been adapted and is now improved and maintained by the private 
firm Prorentsoft. 

The optimisation kernel has to deal with two constraints in contradiction. On the 
one hand, it must find routing solutions within a given time window for vehicle 
detours. On the other hand, the service must respect the client mobility practice and 
their wish. In Figure 2, we draw three different cases that show the influence of 
increasing the time window and give some examples of the insertion process 
principle. When there is no time window (Case 1), it is necessary, as taxis usually 
make, to assign one vehicle per client (A, B and C). At the opposite (Case 3), a large 
time window allows large detours but those can imply very important time loss, 
which are probably unbearable (client A). Sometimes, the regular bus lines can have 
such an impact on public transport use. We can notice in this case that a single vehicle 
is necessary: this would have a great impact on the environment, even if the travelled 
distances are longer. Between these two cases, we find the Case 2 where the time 
window is sufficient to provide reasonable grouping rates (two vehicles) and 
acceptable travel durations for the clients. This is where Demand Responsive 
Transport can be the most useful. 

4.2   Workflow of GREEN-DRT Model 

The following figure (Fig.3) presents the flow of GREEN-DRT model execution. The 
execution follows five successive steps. A Geographical Information System (GIS) 
can be used at different steps to perform the spatial aspect of emission calculation and 
to focus on their spatial distribution. 

Currently, there are two different ways to apply GREEN-DRT model. The first one 
requires an on-line GIS based on Google maps and networks, dedicated to DRT 
implementation. Using this software, it is possible to fix a set of stops, a set of depots 
and a set of client demands (origins and destinations). In a second stage, a matrix of 
shortest paths is processed. According to the vehicle location and availability, we 
launch the optimisation kernel, which gives a sheet of parameters about the routes of 
all the vehicles used. From these data, we calculate the emissions. This is what is 
executed in this paper. Thus, the estimation of pollution is based on aggregated 
information. For instance, we cannot precisely estimate the hot/cold emissions and the 
speed effects. For each vehicle, we finally obtain its route, i.e. a complete sequence of 
stops. So we know its start, the travelled distances and how many stops compose the 
route until the end. 

 

Fig. 3. Steps of GREEN-DRT workflow 
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The second possible process depicted in the figure 3 consists in detailing the real 
paths of all the vehicles on the network. This requires to use a classical GIS and to 
precisely redraw the circuits on the network. This work is not presented in this paper. 
It will allow us to get a more accurate assessment of pollutant emissions, taking into 
account the type of roads and the average of allowed speed, the type of emission 
(start, cold/warm) and any other effects due to the network structure (windings). Now 
we only present a simulation of a DRT using the online software 'Pronto' from 
Prorentsoft. Although this tool is already used in other locations with concrete clients 
and real vehicles from 2006 ('Doubs Central', in north-east of France), we here 
simulate a virtual DRT in Brittany, a French western region, in collaboration with our 
partners, the local transport authorities involved in the 'Modulobus' research program 
funded by the French Research Agency. This may prefigure what could be an 
optimised DRT on this territory and its environmental impact, thanks to different 
simulations we proposed. 

4.3   Parameters of Simulations 

To analyse DRT environmental performances, we run many simulations. We 
arbitrarily located DRT stops on the territory of Brittany. Then, we vary several 
parameters depending on different simulation cases. We acted on the deviation time 
allowed (5, 10, 15 and 20 minutes) which has been applied on different DRT 
operation territories (Fig. 4). On the one hand, the variation of deviation time must act 
on the grouping rate: as variation time increases, grouping rate increases too. On the 
other hand, as transport systems have a spatial dimension, it is relevant to consider the 
DRT system deployment scale. Our study is based on two territories, having various 
sizes (Fig. 4). In the Region of Brittany (level 1), there is the level 2 territory 
corresponding to Agglomeration of Rennes (Fig. 5). The level 3 is the City of Rennes 
(Fig. 6). The level results are not relevant in this paper and are not presented. 

All the simulations are made with 50 client demands and various numbers of stops 
and vehicles. Two types of vehicles in equal proportion namely petrol and diesel are 
considered. The emission is the total quantity of the different emitted pollutants (CO 
CO2, NOx etc.). We do not take into account the types of road section, the speed and 
as well the shape of the network. 

In the simulations, the set of stops and time deviation are predefined. Trip times, 
origins and destinations are chosen randomly. As we cannot know the real (even 
theoretical) speed for each road section, an average speed is given all over the 
network. However, the travelled distances are accurate and include the distances from 
the depots to the clients and between the ordered stops. So, these simulations provide 
interesting global results to study the relation between several criteria: distance, 
grouping rate, emissions, time window inducing route deviations, space extent and 
scale. 

We located stops for each overlapping level. At Level 2, we selected 33 stops, one 
in each city of agglomeration of Rennes (608 km²) (Fig. 5). We obtain a stop density 
of 0.054 stop per km². At Level 3, we selected 79 stops in the city of Rennes (50 km²) 
(Fig. 6). The stops are located on some places of interest, mostly downtown. We 
obtain a stop density of 1.58 stop per km². Therefore, they are closed from each others 
(hundreds of metres). 
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Fig. 4. Scale levels of study in the Brittany territory (level 1) 

 

Fig. 5. DRT stops on Level 2
(scale = 1:800,000) 

Fig. 6. DRT stops on Level 3 
(scale = 1:130,000) 

 

5   Experimentations and Results  

These experiments logically show that grouping clients in the vehicles decrease the 
number of vehicles used. Subsequently, we observe a decrease of pollutant emissions, 
with an increase of grouping rate. 
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Fig. 7. Relation between grouping rate of 
emissions emitted 

Fig. 8. Relation between grouping rate and 
quantity and number of vehicles used 

 
The fitted curves in Figure 7 and 8 show the relationship between these variables 

and attests the above statement.  
The general trend of the observed relationship corresponds to the statement: 

emissions decrease when grouping rate increases, but there are many irregular points. 
It is partially due to the heuristic that finds good solutions but not always the best 
ones. However, we need to explore additional variable correlations to understand 
these phenomena. Let us now focus on the factors influencing the DRT pollutant 
emissions: the scale level and the deviation time allowed, for instance. 

Due to the different scales, the curves must be analysed at each scale, in terms of 
shapes and breakdown points. Between scale levels, mileage and emission dimensions 
can be different, because of territory size.  

The simulation results for the Level 2 (Table 2, Figs. 9, 10) are as follows: 

Table 2. Results for Level 2 

Deviation time 
(mn) 

Grouping rate 
(people/vehicle) 

Pollutant emissions (kg) Mileage (km) 

5 1.72 20.32 1992 
10 1.92 17.68 1969 
15 1.92 17.60 1896 
20 2.94 12.17 1704 

 
At a medium scale level (Level 2), deviation time and grouping rate vary linearly 

(Table 2). When the first increases, the second too. Relationship between grouping 
rate and pollutant emission is very clear (Fig. 9), such as the link between emissions 
and mileage (Fig. 10).  

At this scale level, the main statement is verified. There is a threshold of deviation 
time (15 minutes) over which the relation is distinctly different. 

Simulation results for the Level 3 are the following (Table 3, Figs. 11, 12).  
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Fig. 9. Link between grouping rate and 
quantity of pollutant emissions depending 
deviation time at Level 2 

Fig. 10. Link between grouping rate and 
mileage depending on deviation time at on 
Level 2 

 
Table 3. Results for Level 3 

Deviation time 
(mn) 

Grouping rate 
(people/vehicle) 

Pollutant emissions (kg) Mileage (km) 

5 2.17 13.45 362 
10 2.00 9.59 337 
15 4.17 6.92 311 

 
At this scale level, we have three observations. We obtain results which indicate a 

close situation to the Level 2. Curves in Figure 11 and Figure 12 show an increase of 
grouping rate while emissions decrease. In this case, the change is visible for 10 
minutes of possible detours, due to shortest distances between stops.  
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Fig. 11. Link between grouping rate and 
quantity of pollutant emissions depending 
on deviation time at Level 3 

Fig. 12. Link between grouping rate and 
mileage depending on deviation time at 
Level 3 

 
We showed that the results for Level 2 and 3 are perfectly matching with the 

general statement of relationship between mileage and emitted pollutants. Globally, 
increase in the grouping rate provides, on the one hand, more important deviation 
time, on the other hand, lower mileage and emissions. In other terms, the detours are 
not favourable to an emission decrease, but the effect of the grouping rate is so strong  
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that the pollution per capita or per vehicle is significantly reduced, although this 
favourable impact is progressively minimized itself for high grouping rates. So the 
grouping causes more benefits than detours inducing more travelled distances. This is 
in favour to optimisation. In the next section, we discuss about results and research 
prospects. 

6   Discussion and Conclusion  

6.1   Effect of the Routing Optimisation on Transport Efficiency and Pollutant 
Emission 

We showed that the increase of the deviation time supports the grouping rate, 
decreases the vehicle quantity and the pollutant emissions. The simulation results 
confirm this statement. It also shows that the grouping rate can increase quickly over 
a certain threshold, depending on the stops density and the distance apart. 

Moreover, it underlines that the increase of deviation time enlarges the possible 
area to be visited by the vehicles. When there is a few stop density, there is a higher 
probability of using the maximum limit of deviation time. With more deviation time, 
it is possible to visit farther to pick up the client, that increases mileage. This is 
fortunately compensated by the reduction in the number of vehicles used.  

The simulations do not exactly represent the real functioning of DRT systems. 
Generally, clients use them in some time slots along the day or the week. This means 
that the simulations probably underestimate the efficiency of the service (grouping 
rate). In real situation, we would expect a highly likely efficient service with a better 
grouping rate. 

We addressed the pollutant emissions due to DRT for the first time by adapting an 
established model and adjusting the associated equations. We applied computational 
simulations to produce parameters at different scales, corresponding to some French 
territories. The relationship between some of these parameters has been clarified. But 
there remains some work to improve the model. 

6.2   Further Works 

Indeed, we noticed that the above parameters are not sufficient to represent the DRT 
pollutant emissions. For the proper representation and estimation of DRT pollutant 
emissions, some territorial aspects should be added. We conclude that more spatial 
aspects have to be considered in the simulations to explore the details of DRT 
operation environmental impacts. 

For instance, we remarked that, due to client grouping, there are fewer vehicles, 
less start emissions, less mileage and less hot emissions. This reasoning is limited by 
the scale of DRT territory extent and stop density: while stop density decreases, 
distances increase. We could link stop density to the road network characteristics to 
explain a part of DRT systems performances. The challenge will be to evaluate 
contributions of each factor and to determine the importance of the road network 
neighbourhood context (e.g. urban versus rural areas) in mileage. 

At the moment, we cannot precisely state which factor is the most important. To 
figure out this, we have to observe the results with more parameters added in the 
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computational simulation. In further works, we shall test more simulation parameters 
along with sophisticated material facilities to better understand the DRT pollutant 
emissions, using a GIS. Especially, we shall re-build the shortest path of each vehicle 
from the complete and already known sequence of stops, in order to get a more 
accurate and realistic operating of the vehicles.  
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Abstract. The rapid developments in the availability and access to spa-
tially referenced information in a variety of areas, has induced the need
for better analysis techniques to understand the various phenomena. In
particular our analysis represents a first insight into a wealth of geograph-
ical data collected by individuals as activity dairy data.The attention is
drawn on point datasets corresponding to GPS traces driven along a
same route in different days. Our aim here is to explore the presence
of clusters along the route, trying to understand the origins and mo-
tivations behind that in order to better understand the road network
structure in terms of ’dense’ spaces along the network. In this paper the
attention is therefore focused on methods to highlight such clusters and
see their impact on the network structure. Spatial clustering algorithms
are examined (DBSCAN) and a comparison with other non-parametric
density based algorithm (Kernel Density Estimation) is performed. A
test is performed over the urban area of Trieste (Italy).
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1 Introduction

The rapid developments in the availability and access to spatially referenced
information in a variety of areas has induced the need for better analysis tech-
niques to understand the various phenomena. In particular spatial clustering
algorithms, which groups similar spatial objects into classes, can be used for the
identification of areas sharing common characteristics. The aim of this paper
is to present a density based algorithm for the discovery of clusters of units in
large spatial data sets. In particular the analysis represents a first insight into
a wealth of geographical data collected by individuals as activity dairy data,
these representing the routes a set of individuals drive in their daily movements
for reasons connected to work, children picking, free time, rest. In this analysis
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the attention is drawn on point data sets corresponding to GPS traces driven
along a same route in different days. Our aim here is to explore the presence
of clusters along the route, trying to understand the origins and motivations
behind that in order to better understand the road network structure in terms
of ’dense’ spaces along the network, these representing road congestion, rather
than the presence of junctions or other factors affecting individual mobility. In
this paper the attention is therefore focused on methods to highlight such clus-
ters and see their impact on the network structure. Spatial clustering algorithms
are examined (DBSCAN) and a comparison with other non-parametric density
based algorithm (Kernel Density Estimation) is performed. A test is performed
over the urban area of Trieste (Italy).

2 Geographical Data Mining

In recent years geographic data collection devices linked to location-aware tech-
nologies such as the global positioning system allow researchers to collect huge
amounts of data. Other devices such as cell phones, in-vehicle navigation systems
and wireless Internet clients can capture data on individual movement patterns.
The process of extracting information and knowledge from these massive geo-
referenced databases is known as Geographic Knowledge Discovery (GKD) or
Geographical Data Mining.

The nature of geographic entities, relationships and data means that standard
Knowledge Discovery in Databases (KDD) or Data Mining techniques are not
sufficient ([14]). Specific reasons include the nature of geographic space, the com-
plexity of spatial objects and relationships as well as their transformations over
time, the heterogeneous and sometimes ill-structured nature of geo-referenced
data, and the nature of geographic knowledge.

Spatial objects are embedded in a continuous space that serves as a mea-
surement framework for all other attributes. This framework generates a wide
spectrum of implicit distance, directional, and topological relationships, partic-
ularly if the objects are greater than one dimension (such as lines, polygons
and volumes). Moreover geographic data often exhibits the properties of spatial
dependency and spatial heterogeneity. Spatial dependency is the tendency of ob-
servations that are more proximal in geographic space to exhibit greater degrees
of similarity or dissimilarity depending on the observed data. Proximity can be
defined in highly general terms, including distance, direction and/or topology.

Spatial heterogeneity or the non-stationarity of the process with respect to
location is often evident since many geographic processes are local.

Real-time environmental monitoring systems such as intelligent transporta-
tion systems and location-based services are generating geo-referenced data in
the form of dynamic flows and space-time trajectories.

The complexity of spatial objects and relationships in geo-referenced data, as
well as the computationally intensity of many spatial algorithms, means that
geographic background knowledge can play an important role in managing the
GKD process.
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All these aspects have taken to the development of models such as spatial
associations rules which show dependency relationships between attributes in a
database, spatial clustering algorithms which includes techniques for classifying
data objects into similar groups,geographic visualization algorithms which sup-
port the different phases of the GKD process such as data preprocessing, the
selection of Data Mining tasks and techniques, interpretation and integration
with existing knowledge.

3 Spatial Clustering Algorithms

Spatial clustering is the process of grouping a set of objects into clusters so
that objects belonging to a cluster have high similarity in comparison to one
another but low similarity with respect to objects in others clusters, taking into
account spatial characteristics of the data. Spatial clustering algorithm need
minimal requirements of domain knowledge to determine the input parameters,
can discover clusters of arbitrary shape, have to have good efficiency on large
database[13].

Among the different types of clustering algorithms, density-based methods
regard clusters as dense regions of objects in the data space which are separated
by regions of low density (representing noise). They can be used to filter out
noise(outliers) and discover clusters of arbitrary shape.

3.1 DBSCAN

DBSCAN Density-Based Spatial Clustering of Applications with Noise [10]and
its extensions (see e.g. [10], [17], [23], [22], [18], [19], etc.) judges the density
around the neighborhood of an object to be sufficiently dense if the number of
points within a distance Epscoord of an object is greater than MinPts number
of points.

It classifies regions with sufficiently high density into clusters, and discovers
clusters of arbitrary shape. The density based notion of clustering states that
within each cluster the density of the points has to be significantly higher than
the density of points outside the cluster. The algorithm uses two parameters
Epscoord and MinPts to control the density of the cluster.

The neighborhood within a radius Epscoord of a point is called Epscoord -
neighborhood of that point. The Epscoord - neighborhood of a point is defined by

NEpscoord(p) = {q ∈ D | dist(p, q) < Epscoord}. (1)

where D is a data set of points.
The distance function determines the shape of the neighborhood. MinPts is

the minimum number of points that must be contained in the neighborhood of
that point in the cluster.

In the following lines we give some definitions.
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A point with at least MinPts number of points within its Epscoord - neigh-
borhood is a core point.

A point p is density reachable from a point q if there is a chain of points
p1, ..., pn−1, pn where p1 = p and pn = q such that pi is direct density reachable
from pi+1.

A point p is directly density reachable from a point q if p belongs to the
neighborhood of q and q is a core point.

A point p is density connected to a point q if there is a point o such that both,
p and q are density reachable from o.

The clustering formed from DBSCAN follows the rules below:
1 A point can only belong to a cluster if and only if it lies within the Epscoord

- neighborhood of some core point in the cluster.
2 A core point o within the Epscoord - neighborhood of another core point p

must belong to the same cluster as p.
3 A border point r within the Epscoord - neighborhood of some core point

p1, ..., pn−1, pn must belong to the same cluster to at least one of the core points.
4. A border point which does not lie within the Epscoord- neighborhood of any

core point is considered to be noise.
This algorithm is based on two concepts: density reachability and density

connection. Density-based Cluster Definition Let D be a database of points.
A cluster C ,wrt. Epscoord and MinPts, is a non empty subset of D satisfying

the following conditions: 1) For ∀p, q: if p ∈ C and if q is density reachable from
p then q ∈ C. 2) For ∀p, q ∈ C : p is density connected to q.

In order to discover clusters DBSCAN checks the Epscoord- neighborhood of
each point in the database. If it contains more than MinPts a new cluster is
created with p as a core point.

Remark 1. Note that both the notion of clusters and the algorithm DBSCAN,
apply as well to 2D or 3D Euclidean space as to some higher dimensional feature
space.

4 Kernel Density Estimation

We use Kernel Density Estimation to compare the results obtained using the
DBSCAN algorithm over the point dataset. The basic elements of GPS traces
were considered, that implying using the original GPS point datasets as the
starting point for the analysis. GPS points belonging to the track-log files were
used as events in space as the observed locations in a distribution As the simple
observation of events in space provides just a first insight on the structure of the
distribution, more refined techniques can be used to identify clusters or regularity
in the distribution relative to a model, (i.e., complete spatial randomness: CSR.
[12], [1]). A Kernel Density Estimation (KDE) can be used to transform point
events in space in a continuous density function over a study region considered,
creating a three dimensional surface expressing the variation of density of events
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over space. KDE applications spans from epidemiology to earth science, with
more recent applications also in social and human sciences. Recent applications
of KDE deals with seismic risk ([7]), crime analysis ([5]) as well as point events
over network spaces, in many cases implying also a modification of the kernel
searching function to considering the network structure of space as a subset of
the uniform, Euclidean space ([3], [2], [15], [21]).

The kernel consists of a family of ’moving three dimensional functions that
weight events within its sphere of influence according to their distance from the
point at which the intensity is being estimated’ ([12]). The general form of a
kernel estimator is:

λ̂(s) =
n∑

i=1

[
1
τ2

k(
s − si

τ
)
]

. (2)

where λ̂(s) is the estimate of the density of the spatial point pattern mea-
sured at location s, si the observed ith event, k() represents the kernel weighting
function and τ is the bandwidth, or searching radius, centred in location s,
within which events si are counted and will contribute to the density function
([12]). By modifying τ , the main arbitrary variable defining the width of the
searching function, it is possible to obtain either a more spiky or smoothed
representation of the phenomenon’s density. From a more operational point
of view, the procedure involve ’discretizing’ a continuous study region using
a fine grid and therefore considering the cells as approximations of continuous
point locations in space. The algorithms computes the distances between each
of the reference cells and the event’s locations, evaluates the kernel function
for each measured distance and sums the results for each reference cell. The
result is an estimate in every point of space - or each cell in the study region
- of the density of events observed within a distance expressed by the band-
width and weighted according a distance - decay function from the point of
estimate. Cell’s density values form a continuous density surface, which ’peaks
and valleys’ resembles the different patterns drawn by the events’ distribu-
tion. As bandwidth is the main parameter to be set, one can either define a
fixed radius or an adaptive bandwidth ([20], [4]). In this latter case a number
of events to be included into the searching function is set, and therefore the
bandwidth varies according to the proximity of the events. Most authors em-
phasize the fact that a bandwidth’s choice is more important than choosing
the weighting function, as the statistical results are not significantly affected
by the various kernel functions ([9]). In this example we consider a quartic
function, weighting events closer to the estimate point more than those farther
apart.

5 Some Comparisons between DBSCAN and KDE

In this section we consider a comparison between a Density-Based Spatial clus-
tering algorithm (DBSCAN) and a non-parametric density based algorithm
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(Kernel Density Estimation). A test is performed over the urban area of Trieste
(Italy).

5.1 The Data and the Study Area

The analysis was performed over an activity dairy dataset as registered by indi-
vidual users relying on a commercial GPS receiver for personal car navigation.
The full dataset consists of journeys registering home-work, home-school, work-
free time locations (gym, theatres, etc.) collected over a 6 months period (July
2010 - January 2011) on a nearly daily basis and mainly based on car usage. The
data were mainly collected in the Province of Trieste (Italy) although travels in
the region, abroad or in other Italian cities were recordered.

In Fig. 1 one can see the route.

Fig. 1. The route

In this initial stage of the research, the attention is dedicated to highlighting
hot-spots in a linear dataset, as that represented by GPS traces. Hotspots and
can be of interest for highlighting braking areas along a route and therefore those
critical nodes and junctions in an urban road network characterized by traffic
or other forms of congestion. Also, the aim is that of allowing the realization of
maps of fluidity or accessibility given the users travel time in certain areas.

Without focusing the attention on the full database, here we decided to focus
on just one route registered on September 1st 2010 and portraying a car user
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travelling from home address to child’s school. Data were collected by a receiver
and converted into a standard .gpx format, readable by most of the commercial
and free GIS packages and then converted into a standard GIS format. The data
were then opened and visualized for a first visual analysis of the phenomenon.

A single file consisting of 1 059 point events, these being generally spaced
of 1 second in time, of a home - school journey for a total length of 13 575 m
was used. Such uniformity and regularity in the timetable of recording allow
us to map interestingly places of slower traffic, because of congestion or simple
presence of other cars. The file used here was also chosen as it presented different
streets and road environment over which a wealth of situations can be found:
urban street network, extra urban ones, urban motorways, state roads, important
junctions between motorways and other streets. That allowed to experiment in
one journey several situations where a point cluster can found that implying a
slowing down of a car when crossing a road or at junctions or in the traffic.

5.2 The Analysis

The analysis on the dataset was performed both on the DBSCAN algorithm and
on KDE.

As known the input parameters for the DBSCAN are the radius Epscoord and
MinPts that is the minimum number of points that must be contained in the
neighborhood of that point in the cluster. In the application Epscoord=0.0004 as
the bandwidth is 44 m. while MinPts= 15 in order to have meaningful clusters.

The analysis was also performed using a quartic kernel function, with a 5 m.
cell resolution and a 44 m. bandwidth. Tests with a narrower width band of 25
m. as well as with a wider one at 100 one were also done. The former (25 m.)
proved to be interesting as well as the 44 m. one, mainly in highlighting hotspots,
while the latter (100 m) over smoothed too much the data therefore diluting the
phenomenon over an excessive extension of the searching algorithm. The 44 m.
bandwidth was considered as an intermediate measure, furthermore comparable
with the DBSCAN algorithm.

In this stage of the research we did not consider applying a network-based
density estimation, as in the literature cited, that would probably allow more
refined results, as a route can be considered as a subset of space, in this case
belonging to a network space. However, we realized that given the thickness and
proximity of events along the route and the choice of a narrow bandwidth to high-
light hotspots, a standard, Euclidean kernel density estimation function would
have suited the analysis, particularly at the present, initial stage of our research.
Furthermore, our aim consisted of a direct comparison of the two algorithms as
the DBSCAN and KDE over a linear route, and therefore the searching function
should have been changed in both algorithms for a more precise comparison.

In Tab.1 are reported some summary results regarding the application of
DBSCAN on the route registered on September 1st 2010 and portraying a car
user travelling from home address to school. The total number of points are 1
059. As one can see there have been some slow-downs which form the six clusters
described below.
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Table 1. Route registered on September 1st 2010 (DBSCAN)

border clus. 1 clus. 2 clus. 3 clus. 4 clus. 5 clus. 6
seed 0 27 14 34 23 6 19
border 884 8 7 5 11 13 8
total 884 35 21 39 34 19 27

Fig. 2. Results from DBSCAN (right)and KDE (left)

5.3 The Results

The results obtained through DBSCAN are displayed in Fig. 2 (right) while
those obtained through the KDE algorithm are displayed in Fig. 2 (left).

The results from the DBSCAN are six clusters visible from the numbers. They
are represented with different colors: cluster 1 with red, cluster 2 green, cluster
3 blue, cluster 4 light blue, cluster 5 pink and cluster 6 yellow.

The results from the density analysis are visible as darker areas from light grey
to black in the map. Clusters here visible as hotspots can be seen as black areas,
while denser dark grey areas can be interpreted as slower segments of the journey.
In this sense the results from the KDE analysis can suggest twofold comments.

On one side we can draw a more direct comparison between the KDE hotspots
and the DBSCAN clusters. Fig. 2 portrays the results from the application of
both algorithms. Clusters are numbered from 1 to 6 starting from the north of the
map, with Cluster 1 being close to the starting point of the journey and 6 being
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Fig. 3. Cluster 1

located at the end of the journey. The journey follows approximately a North-east
heading in its first part, followed by a South-east one, this latter comprehending
some wide bends as deviations from the main bearing. The elongated Cluster 1
in DBSCAN (left) is visible as a double-peaked hotspot in KDE (right) using
the same searching radius. In the journey the area is located in proximity of
the main bus stop close to the Universityś main building and driven at a peak
hour time (before classes start) and therefore a stop and go can be justified
by the presence of people hoping off busses and crossing the road to reach the
Universityś buildings (Fig. 3).

Clusters 2, 3 and 4 are related to junctions between major roads and there-
fore areas where speed decreases because of the need to give way to other cars
travelling in other directions. As in Cluster 4, the shape in KDE is elongated as
a double junction is met and therefore a driver is forced to slow down twice in
crossing different routes. A minor hotspot is visible between Clusters 4 and 5,
not highlighted by DBSCAN, located at a minor junction where a car stop is
not always necessary but just a slowing down of the car. Clusters 5 and 6 are
located in the final part of the journey and to the stopping area. Therefore they
resemble slowing down when approaching the final junctions that lead to the
parking area (Fig. 4).

On the other side we can say something about non-peak areas deriving from
KDE analysis, as the dark grey areas along the journey. These can be interpreted
as slow parts of the journey when compared to the rest of it. In fact they can no-
ticed in close proximity of the hotspots, when speed is slower than in the normal
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Fig. 4. Clusters 5 and 6

journey, and also in other parts of the route, in urbanized areas (beginning and
ending of the journey) as well as in out of town road segments in correspondence
to major bends.

6 Conclusions

In this paper the attention is drawn on point datasets corresponding to GPS
traces driven along a same route in different days. Our aim here is to explore the
presence of clusters along the route, trying to understand the origins and mo-
tivations behind that in order to better understand the road network structure
in terms of ’dense’ spaces along the network, these representing road conges-
tion, rather than the presence of junctions or other factors affecting individ-
ual mobility. The attention is therefore focused on methods to highlight such
clusters and see their impact on the network structure. Spatial clustering algo-
rithms are examined (DBSCAN) and a comparison with other non-parametric
density based algorithm (Kernel Density Estimation) is performed. A test is per-
formed over the urban area of Trieste (Italy). The results from the application
of both the DBSCAN algorithm and the KDE one, using the same searching
radius,are comparable. They show the hotspots in the same places when the
speed is slower than in the normal journey, in urbanized areas (beginning and
ending of the journey) as well as in out of town road segments in correspondence
to major bends. This may encouraged in go on in this conjoint use of the two
approaches.
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7 Further Research Directions

This paper represents a first analysis on GPS-collected personal navigation data,
therefore focusing on activity dairy data and human behavior through space and
time. The database collected so far is quite huge and concerns personal move-
ments by car in a wealth of origins and destinations in an urban environment
and involving different individuals. The data collected span from same journeys
driven in different days and in same hours, to same journeys in different times
of a day and also different journeys in a same timeframe. Such variety of data
could allow, in our opinion, a wealth of analysis to be performed in order to
understand pattern of movements of a set of individuals in a same day, as well
as differences in ’city uses’ in different times of the day, and therefore highlight
a city’s ’variable geometry’ in time and space. Also, the presence of hotspots
replicated on different journeys can allow highlighting the different speeds in an
urban environment and also their directions, therefore allowing to understand
urban metrics and shapes in a different way than that usually allowed by more
simplified data sets. Such opportunities are just examples of the possibilities al-
lowed by a different availability of geographical data, ’unofficially’ collected but
based on real journeys and uses of a city. Point pattern analysis in its various
declinations, and particularly those based on network constraints of space, seem
to be logical evolutions of the research carried on so far. Therefore an application
of modified DBSCAN and KDE in a network environment represents the next
step that will be added to this line research, as well as the consideration of more
differentiated journeys in the urban area.
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Abstract. The paper explains a procedure to discover the coherence of the 
relationship between physical distance and real estate value variation.  

Many author consider (both in the past and in the recent time) the possibility 
that real estate value can depend on distance from some central point.  

Such convintion lead to the use of geostatistical approaches based on kriging 
techniques. In the same time literature teach that the market shows a higher 
value where several amenities are coexisting.  

But in those urban realities where the number of central points and the 
number of amenities is high, the complexity does not support the construction 
of models, and this complexity leads to a different concept of identity as 
synthesis of distance, borders and concentration.  

The use of fuzzy cluster can support the analysis. The paper gives a brief 
example about how this works in the case of New York core.  

Keywords: Metropolis, Real estate market, Fuzzy clustering, Urban Identity. 

1   Introduction 

Real estate appraisal has founded its main approach on multiple regression analysis 
for a long time. Any kind of parameter has been investigated in the main urban reality 
of the World.  

Furthermore, property value represents a major indicator of quality of life and 
services. In the Seventies, the concept of hedonic pricing has been pointed, to define 
the relationship between the presence of the so-called Amenities (environment, urban 
services, cultural heritage) and the level of housing estate prices [1]. 

In the recent years, anyway, a new rise on the fore of the relationship distance-
estate value, put the attention on kriging techniques to make real estate value varying 
by the distance [2]. 

Therefore, we can doubtless think that it is possible, and it is legitimized by 
scientific literature the search for a model based on distance and/or based on 
contiguity of settlements to some centrality. 

But some limits of such models are identifiable with the aspects that will be 
reminded as it follows. 

The first is that in urban, complex, realities, distance can be measured 
towards/from a number of reference points, all potentially affecting real estate value. 
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The second limitation regards the co-presence of many central amenities; that makes 
difficult to identify the contribution of each one of the same amenities to the variation of 
value. In simple words the social complexity affects the value with a non-linear rule.  

Respect this way of reasoning we can consider a good proof the metropolitan 
reality of New York City; its reality represents the conjunction between an the old  
metropolis of the Thirty’s and a the new one after 2001, the coexistence of Harlem 
with Chinatown and the cross road between the Fifth avenue and the Broadway so 
well described by Luis Mumford [3]. 

The less fascinating, but considerably relevant aspect is that the variability of the 
urban context in New York is surely not gradually changing.  

A sudden difference can arise between one avenue to another, in the high density, 
in the dynamic of buildings’ substitution, decay, restoring, in a high density tissue; 
some buildings, some public spaces denote the immediate boundary between different 
neighbours that have a trade-marked identity.  

If we refer to the models of above (based on spatial density of amenities and 
distance), the high density, in the same time, denotes high concentration of possible 
amenities affecting real estate value; and the existence of physical boundary put on 
evidence a criticism for the idea of a gradual variation of values. 

In other works we have already consider some criticism related with the 
assumption that given a unique segment of market, ceteris paribus, the only variable 
affecting the real estate value, is the position.  

In this paper we assume that it is possible to define with a fuzzy clustering a 
similarity function, in order to compare the districts inside the quarter of Manhattan, 
New York, and in order to give a validation/confutation of the toblerian relationship 
value-distance [4]. 

In the first part, after a brief description of the area of study, a resume of fuzzy 
clustering method is given, and more in detail, the FCM set by Bezdeck [5]. 

In the second part the FCM is utilised for a classification of similarity among the 
different considered districts, where the measure of dissimilarity/similarity derives 
from a peculiar definition of fuzzy distance [6]. 

The results will be discussed, in order to underline that in a complex space, as the 
way as Manhattan peninsula can be defined, the relationship value-distance is a 
controversial function, in a fuzzy environment [7]. 

2   Fuzzy Clustering Methods 

2.1   Measuring Values of Housing Property in New York 

2.1.1   General Data of the Case of Study 
New York City accounts more less 8.400.000 inhabitants. Population is spread in five 
different boroughs: Manhattan, Brooklyn, The Bronx, Queens and Staten Island. 

Manhattan and Bronx are divided from Brooklyn and Queens by the East River, 
crossed by some of the most famous urban bridges in the world.  

Despite to the physical continuity, the character of the city changes fast, especially 
when pedestrians pass from south Manhattan to Harlem along the Central Park, or 
from the Greenwich Village to the East side (Figures 1 and 2).  
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Fig. 1. New York Quarter of Harlem, nearby the north east corner of Central Park 

 

Fig. 2. The core area of Manhattan , nearby the south west corner of Central Park 

The city is facing with the greatest estate market crisis of the last two decades. 
Property prices are now at the same level of fifteen years ago [8].  

The refurbishment process shows some stops going around, and it is possible to 
discover some abandoned building also not so far from the seat of Wall Street. 

The high price of buildings even if degraded, is due not only to the fabric, but also 
to the land; it happens therefore that the process of substitution/renewal, is not 
immediately starting (Figure 3). 

 



 Estate Value in the Big Apple? Walking along Districts of Manhattan 469 

 

Fig. 3. Degraded buildings in the downtown of Manhattan 

All the city is divided in more less sixties administrative contexts, the so called 
Districts.  

Manhattan accounts 12 districts, Brooklyn 18, Queens 13 and Bronx 12. In 
addition to the previous Quartiers, should be taken into account the Staten Island, 
subdivided in three Districts that only with some approximation could be defined 
metropolitan. 

The investigation has been carried out by looking at a restricted group of Districts 
surrounding the core area of Manhattan, adjunct to the facing District of the same 
Peninsula (Figure 4).  

 

Fig. 4. New York metropolitan area subdivided by Districts (on the left), and the area of study 
(on the right) 



470 C.M. Torre 

Moving from the southern to the northern area of the Neighbour, all Districts 
belonging to the Eastern part of Manhattan have been considered, (in the paper 
identified by the acronyms: Mn3, Mn6, Mn8, Mn10, Mn11, Mn12).  

In addition, those district that represent the enclosure of the Manhattan: in the north 
side a piece of the Bronx’s Districts; in the South area Some District of Brooklyn.  

The Bronx’s Districts (in the paper identified by the acronyms: Bx1, Bx 2, Bx 4, 
Bx 5, Bx 8) represent a physical area of continuity with Columbia and Harlem.  

The considered Brooklyn’s Districts (in the paper identified by the acronyms: Bx1, 
Bx 2, Bx 4, Bx 5, Bx 8) are joining the Skyscrapers’ Peninsula by bridges.  

All the area of study is posed along a south-north axis, for around seven 
kilometres. 

Table 1 shows the main data regarding price values and rent values of Districts in 
the case  study.  

Note that some districts of Brooklyn show a median value of prices which is not 
dissimilar from the price of Manhattan area. 

Table 1. Sale price and monthly gross rent of Housing property. Median values for Districts 

 Bx 
1+2 

Bx 
4 

Bx 
5 

Bx 
8 

Bk 
1 

Bk 
2 

Bx 
6 

Mn 
3 

Mn 
6 

Mn 
8 

Mn 
10 

Mn 
11 

Mn 
12 

              
Price 343,7 153,1 419,2 318,4 662,5 656,1 941,6 611,7 698,8 1000 696 543,6 380,7 
              
Rent 654 870 890 1023 964 1063 1399 782 1746 1745 720 624 921 
 

Source: Elaboration from New York City Department of City Planning Survey, November 
2008 

2.2   The Use of Fuzzy Clustering 

Every economic condition is characterized by an information set composed by 
descriptive data, represented by financial metrics (e.g. in our case rent or prices) and 
geographic areas' that describe the way to uses the descriptive information for 
describing the spatial variation of estate market.  

The assumption that all character of richness of an area can be resumed by the rule 
high price = high social class or social-spatial identity does not fit with the real world. 
Since, generally real-world problems are not direct win-lose situations (simple 
games), but a certain degree of compromise is needed, two main cases can be 
distinguished [9]:  

1) broad commonality of attributes (i.e. the downtown correspond mostly with 
highest property value and rents)  

2) direct conflict of attributes (i.e. controversial between high rents and low 
incomes, or high prices and low quality of settlements).  
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The following main assumptions are made:  

1) only a set of well defined measures has to be taken into account;  
2) the areas are often aggregation of small geographic reference sub-areas too, but 

it is taken for grant that it is possible to represent their attributes independently from 
the way they are derived from the sub areas.  

On an axiomatic basis, cluster analysis can be distinguished in  
a) deterministic,  
b) stochastic and  
c) fuzzy.  
By taking into consideration the "clustering criteria", the following distinction 

exists  [5] [10]:  
i. hierarchical methods,  
ii. graph theoretic methods,  
iii. objective functional methods. 
The hierarchical clustering approach FCM, in particular, allows an evolutionary 

view of the aggregation process and can easily be dealt within fuzzy terms [munda 
rietveld nijkamp].  

Fuzzy c-means (FCM) is a method of clustering which considers possible that a 
number of data can belong to two or more clusters [ ] [ ]. The approach starts with the  
minimization of the objective function (1): 

∑∑
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where m is any real number greater than 1, uij is the degree of ownership of xi to the 
cluster j, xi is the ith of multi-dimensional measured data, cj is the multi-dimension 
center of the cluster, and the expression inside || || is any kind of rule forming the 
similarity between given data and the center. 

Lets’ given a controversial indicator, a fuzzy cluster algorithm can be used in order 
to have an idea of the spatial aggregation (minimizing such indicator) that are 
"possible".  

Whit this assumption it is possible to evaluate the similarity among areas when an 
assessment of their different geo-economic data is given.  

By using the semantic distance s described in paragraph 3 as distance indicator, a 
similarity matrix (achieved by means of the simple rule s=1/1+d) for all possible pairs 
of areas can be obtained, so that the following clustering procedure is meaningful.  

Fuzzy partitioning is carried out for a certain number of steps (let’s be k steps) 
through an iteration of the objective function (above), with the upgrade of 
membership uij and the cluster centers cj by: 
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This iteration will stop when: 

{ } ε<−+ )()1(max k
ij

k
ijij uu  (3)

where ε is a test criterion between 0 and 1.  
That is to say that after k iterations, if at the k +1 the difference of membership is 

sufficiently small (less than  ε), the process is completed and the value of uij 
converges to a local minimum or a saddle point of Jm.  

However, in a fuzzy spatial environment a relevant question still survives, i.e. the 
relation between the concepts of partition and equivalence class. 

In our case of study the equivalence class is represented by the number of range of 
variation of rents and prices, but partition consider the median value. 

In a crisp environment, the choice of treatment of data in terms of partitions or 
equivalence relations is a matter of convenience, since the two models are fully 
equivalent (philosophically and mathematically).  

The probabilistic approach in fact considers equivalent a given distribution (i.e. a 
symmetric and non-negative Gauss distribution) and its expected value (equal to the 
median in a Gauss distribution). 

On the contrary, fuzzy equivalence relations and partitions are philosophically 
similar, but their mathematical structures are not isomorphic. 

The semantic distance s, try to solve the question as explained in the next 
paragraph. 

2.3   Munda’s Semantic Distance Applied in FCM 

The utilized fuzzy similarity rule was set by Munda [5]: the difference of value 
between elements of a cluster is measured on the basis of semantic distance, [11] [12]. 

Relation 1 shows its formulation. 
Let’s give a j-th quantitative attribute of a set of two element X and Y; let’s suppose 

that fj(X) and gj (Y) represent the value functions of the fuzzy attribute for X and Y.  
The function fj and gj can be crisp numbers (this means that the function give a 

certain result), probabilistic values (this means that fj and gj represent expected 
values), or fuzzy numbers (this means that fj and gj represent ownership function).  

The function has been shaped by the use of data showed in Table 2. 
In this last case the “Semantic Distance”, is represented by the sum of two double 

integral: 
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In the clustering the Similarity index has been calculated. The index aggregates the 
group on the basis of two indicator: price value and rent value. 

Table 3 shows the matrix of similarity among all couples of districts. 
The dendrogram in figure 5 shows the relevant similarities. In the case of study 

some relevant clusters have been identified as significant of toblerian condition of 
contiguity of values: the couple of the 11th and 10th District of Manhattan represent a 
Grey area where Manhattan reality is melt with the Bronx in correspondence with the 
poorest part of Harlem (similarity equal to 0.89). 
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Table 2. Variation of Real Estate (Prices and rents) Values for Districts  

GROSS 
Monthly 
RENT ($) 

Bronx 
1+2

Bronx 
4 

Bronx 
5 

Bronx 
8 

Brook 
1

Brook 
2

Brook 
6

Manh 
3

Manh 
6

Manh 
8

Manh 
10

Manh 
11 

Manh 
12 

Less than 
200 

3083 827 1088 331 953 1019 541 2084 393 538 206 261 1059 

200 to 299 5661 2958 248 707 3047 2325 1263 6026 669 1022 4333 6149 2517 

300 to 499 6604 3114 2955 121 4275 2384 1368 7532 1181 1225 5799 6366 4204 

500 to 749 81 7185 5798 3724 6831 4706 2842 13684 2416 4356 10756 9314 10462 

750 to 999 8297 1512 13879 8047 6529 441 3371 8687 3624 506 8827 5541 18583 

1000 to 
1,499 

6701 12067 10923 11902 10619 6217 6459 9475 13348 14822 6912 574 19592 

1,500 or 
more 

1577 142 1731 3652 9169 10274 13455 1407 332 45629 4565 4515 6077 

Prices ($) Bronx 
1+2

Bronx 
4 

Bronx 
5 

Bronx 
8 

Brook 
1

Brook 
2

Brook 
6

Manh 
3

Manh 
6

Manh 
8

Manh 
10

Manh 
11 

Manh 
12 

Less than 
50.000 

164 533 144 1301 416 387 46 675 164 333 433 338 245 

50.000 to 
999.99 

66 402 84 499 202 402 50 229 66 270 148 44 113 

100.000 to 
149.999 

302 241 0 872 183 140 73 125 164 43 188 126 229 

150.000 to 
199.999 

191 169 29 1323 338 173 111 102 267 257 52 19 191 

200.000 to 
299.999 

552 205 115 2298 287 1451 555 665 910 1212 444 276 880 

300.000 to 
499.999 

1478 569 931 329 1485 3362 1999 174 5697 5455 854 736 2498 

500.000 to 
999.999 

420 267 379 2558 5598 5583 658 3581 1087 13387 2038 903 1563 

1.000.000 
or more 

31 0 0 1058 1391 4653 8136 1939 7937 22232 2113 815 237 

 
 

Source: Elaboration from New York City Department of City Planning Survey, November 
2008 

Table 3. Similarity matrix among Districts 

 Bx 
1+2 

Bx 
4 

Bx 
5 

Bx 
8 

Bk 
1 

Bk 
2 

Bx 
6 

Mn 
3 

Mn 
6 

Mn 
8 

Mn 
10 

Mn 
11 

Mn 
12 

Bx 
1+2 

1 .6790 .8123 .7731 .8061 .7687 .7279 .8061 .6752 .6439 .8683 .8683 .8123 

Bx 
4 

 1 .6993 .6968 .6630 .6611 .6000 .6630 .6416 .5731 .6505 .6505 .6993 

Bx 
5 

  1 .8591 .8591 .8496 .7789 .8591 .7789 .7176 .8068 .8068 .8695 

Bx 
8 

   1 .8522 .8683 .7882 .8522 .8286 .7450 .7410 .7410 .8618 

Bk 
1 

    1 .8683 .8286 .8800 .7882 .7554 .8187 .8187 .8618 

Bk 
2 

     1 .8435 .8714 .8435 .7943 .7477 .7477 .8547 

Bx 
6 

      1 .8299 .8105 .8540 .7230 .7230 .7796 

Mn 
3 

       1 .7882 .7554 .8187 .8187 .8618 
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Table 3. (continued) 

Mn 
6 

        1 .8307 .6789 .6789 .7796 

Mn 
8 

         1 .6639 .6639 .7172 

Mn 
10 

          1 .8919 .8078 

Mn 
11 

           1 .8078 

Mn 
12 

            1 

 
 
Another relevant group is represented by some district of Brooklin connected with 

the corresponding district of Manhattan from one side to another of the east river. 
These realities represent the richest part of the “skyscrapers area”. The districts are  
Bk1 and Bk2 of Brooklyn and the Mn3 of Manhattan (similarity 0.88). 

The richest part of Manhattan (District Mn8) is near of Guggenheim Museum, 
towards the east side, moving from the Fifth Avenue and Central Park.  

Other group look less spatially related. In front of such part we find the richest 
district of Brooklyn (District Bk6), that is shifted more towards south.  

The similarity decreases (0.85).  

 

Fig. 5. Dendrogram of similarity for New York Districts 
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3   Concluding Remarks 

The use of fuzzy cluster gives back a idea of relationship between values, and identity 
of quarters in the New York reality. The idea of contiguity, instead, appear more 
strongly than the concept of spatial correlation based on distance [13] [14].  

In fact the similarity identifies immediately some areas that are on the borderline of 
neighbors and that show a proper identity (as the case of the poorer Harlem, or the 
richer South-Est Side). 

It is possible to better consider at the local scale, inside each part of the neighbors 
the influence of distance.  

The reality of the city shows a step-up variation that is well identified with the 
physical/perceptual modern/historical barriers, that still sign the urban tissue.  

Even if these part of New York have changed their social character, and face a 
continuous dynamic substitution of some ethnic group with another, the structural and 
dimensional character of property seems to survive as evidence of a different 
economic status of residents in some area.  

Such estate values, in its negative and positive peaks, is often corresponding to a 
“status symbol”, while in the intermediate conditions maintains a character of 
fuzzyness. 

A proof  that anyway the toblerian rule (nearly condition are more similar than far 
ones), is that when distance make sense (i.e. bridges that joins Bronx and Manhattan 
represents a spatial continuity more than a barrier), the social status and the estate 
values decrease more sweetly. 

Finally the clustering appears useful to put on a better evidence the identicalness of 
some well characterized areas, evidence to the walker, assign of a social complex 
value [15]. In that case, and only for identity, distance loses its significance, and the 
urban history prevails making difference (Chinatown vs core Manhattan or Broadway, 
Harlem vs the fifth avenue nearby Central Park).    
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Abstract. In the great majority of urban models based on Cellular Automata 
(CA), the concept of proximity is assumed to reflect two fundamental sources 
of spatial interaction: (1) accessibility and (2) vicinity in Euclidean sense. 
While the geographical space defined by the latter clearly has an Euclidean 
representation, the former, based on the accessibility, does not admit such a 
regular representation. Very little operational efforts have been undertaken in 
CA-based urban modelling to investigate and provide a more coherent and 
cogent treatment of such irregular geometries, which indeed are a fundamental 
feature of any urban geography. In this paper, we suggest an operational 
approach – entirely based on cellular automata techniques – to model the 
complex topology of proximities arising from urban geography, and to entangle 
such proximity topology with a CA model of spatial interactions. 

Keywords: urban cellular automata, land-use dynamics, proximal space, 
irregular neighbourhood, informational signal propagation, informational field. 

1   Introduction 

The idea of spatial interaction in cellular automata (CA) models is strongly related to 
that of proximity. Indeed, a CA transition rule is always, by definition, a function 
describing the relation between a cell and its neighbouring, viz. proximal cells. And 
the nature of proximity depends fundamentally on the kind of geometry used to 
describe the underlying geographical space.  

When modelling urban dynamics based on spatial interactions, we are always 
implicitly or explicitly making assumptions about the nature of proximities within an 
urban geography, and are hence seeking for its suitable geometrical representation.  

In the great majority of CA urban models, the “proximities” considered relevant 
from the theoretical standpoint are related to two sources of spatial interaction: (1) 
accessibility and (2) vicinity. By latter we mean a regular spatial distance, most 
commonly Euclidean, or more generally a special case of the Minkowski distance.  

However, in the case of accessibility the situation is profoundly different. The 
accessibility refers here to a measure of how (how much, how easy, how quickly) 
places are mutually accessible (i.e. reachable) to human beings. Such accessibility 
may clearly be further subdivided by means of transportation (pedestrian, bicycle, 
automobile, heavy vehicle, railway, and so on) as they all give rise to different 
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accessibilities of places. Anyhow, in all these cases, the accessibility itself is deeply 
determined by the relevant underlying urban geography. The web of pedestrian, road, 
railway and underground transportation networks shape such geography, bringing 
about a highly irregular geometry of the accessibility-type proximity. This type of 
proximity manifestly does not admit a regular representation, let alone Euclidean. 
Indeed, an Euclidean representation of the geometry of the accessibility-type 
proximity would be to a large extent inappropriate, if not fundamentally flawed. 

Considering these what seem to us rather straightforward observations, it is quite 
surprising how little operational efforts (e.g. [1]) have been undertaken in CA-based 
urban modelling to investigate and provide a more consistent treatment of such 
irregular geometries, which indeed are an important feature of every urban geography. 

This lack of treatment can for instance be easily acknowledged in the two families 
of urban CA models which in derived, extended, specialised or inspired-by forms 
have often been proposed for CA-based urban simulation: the so called Constrained 
Cellular Automata (CCA) [2-4] and the CA models based on the SLEUTH approach 
[5-7]. In both these families of models, the CA does not employ a strictly local 
neighbourhoods, and therefore does indeed simulate spatial interactions over greater 
distances, but the distance is intended exclusively in the Euclidean sense. This same 
general approach is taken for granted in various attempts to comprehensively present 
and discuss the theory and applications of urban CA (see for example [8,9]). 

Such being the landscape of CA urban applications, to be fair there have been 
invitations from theoretical standpoints to develop a more appropriate understanding 
of the concept of nearness, to give it a deeper geographical meaning, in a way, to 
enrich it with a thicker geographical theory. This line of reasoning may, for instance, 
almost directly be derived from the notion of proximal space, developed within the 
research on ‘cellular geography’ [10] which set the basis for the so called geo-algebra 
approach proposed by Takeyama and Coucleis [11]. In that paper, the homogeneity of 
cells’ neighbourhoods has been questioned by Takeyama and Coucleis precisely on 
the ground that every cell may have a different neighbourhood, defined by its specific 
relations of “nearness” with other spatial entities, where “nearness” can means both 
topological relation or a more generic functional influence. 

In this paper, we take on the task to suggest an operational approach – entirely 
based on cellular automata techniques – to model the complex topology of 
proximities arising from urban geography, and to entangle such proximity topology 
with a CA model of spatial interactions. 

2   Proximal Spaces as Informational Fields 

The approach we follow to model the irregular geometry of proximities begins by 
having each cell emit informational signals propagating throughout the cellular space. 
However, depending on the signal type, its propagation is not uniform, but is 
conditioned by the “propagation medium” the signal encounters. This means that, 
starting from the emitting cell, the signal is diffused in all directions, but the decay of 
the signal’s intensity depends on the state (e.g. land use) of the cells crossed by the 
signal. As a consequence of such signal propagation, each cell generates an 
informational field around itself, whose shape and intensity at every cell of the 
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cellular space depends on the states of the cells along all the paths the signal 
propagated through. 

To see how these general concepts may relate and be applied to urban context, we 
can for example think of a model in which the above described signals propagate 
better (i.e. with a lower rate of decay) along the roads, and that they more easily spill 
over to the cells surrounding the roads. Another example could be a railway 
transportation network. Here, the signal would propagate smoothly along the railway, 
but by model design would not be allowed to spill over to the surrounding cells, 
except at cells representing railway stations. 

To sum up, the beforehand suggested method allows us to generate an irregular 
geography-based “informational fields” around each cell. In other words, seen from 
the opposite perspective, every cell receives a set of signals of different type and 
intensity from other (potentially all) cells. Once generated, the informational fields are 
used in the CA transition rules, stated in a way to combine the received signals as the 
input information. 

The suggested strategy of modelling proximities by mean of information signals 
propagating throughout cellular space is similar in spirit to the “at-a-distance 
interaction fields” proposed in [12]. The specific contribution of our proposal should 
therefore be seen in its attempt to apply and embed these concepts into specifically 
urban CAs, and to conceive a particular operational simulation approach for that 
purpose. 

3   An Application to a CA Model 

The experimental setting for demonstrating the above ideas is a bi-dimensional CA 
composed of square cells providing a raster representation of a geographical area. The 
state of every cell represents its land use, of one of the following seven types: 
residential, industrial, commercial, undeveloped land, road, railways, railway station. 
The latter three types are considered as static and thus cannot change nor be 
transformed endogenously during the simulation. Starting from a given initial 
configuration, the automaton evolves in discrete steps simulating the land-use 
dynamics of the area. 

At each simulation step, the execution of the CA model is divided into two distinct 
phases: (1) informational fields propagation phase and (2) land-use dynamics phase. 

3.1   Informational Fields Propagation Phase 

This phase serves to generate the informational fields around each cell. Each signal 
carries the following information: (1) the ID of the source cell, (2) the land use type 
of the source cell, (3) the propagation rule, and (4) the signal’s intensity. During the 
subsequent steps, every signal held by a cell is transmitted to its Moore-neighbouring 
cells, provided that the signal’s intensity is above a predefined threshold. 

In particular, at the first step of this phase, the cells having residential, industrial 
and commercial land use are made to emit two informational signals, to account for 
two relevant modes of spatial interaction discussed in the introduction (see section 1): 
(1) vicinity signal and (2) accessibility signal. 
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The vicinity signal propagates regularly, in the sense that the signal decay from cell 
to cell is uniform in all directions and does not depend on the land uses crossed by the 
signal. More specifically, each source cell emits a vicinity signal of an initial intensity 
of . This intensity is subject to a constant decay when passing from one cell to 
another. In our experimental setting,   and the decay constant is 100. 

The accessibility signal uses an irregular propagation, by which the signal decay 
from cell to cell depends on the land uses of the cells being crossed by the signal. 
Again, the source cell emits the signal with an initial intensity of , but the 
propagation rule, expressed in terms of decay of intensity on cell-to-cell basis, 
depends on the combination of land uses of both sender and receiver cell. This 
propagation rule is therefore based on a “sender-receiver land-use matrix”. In our 
experimental setting, we use  and in Table 1 we report the values used 
for the sender-receiver land-use matrix. The decay values in this table reflect the 
intuitions on the accessibility signal propagation exemplified above in section 2. 

Table 1. Sender-receiver land-use matrix used for propagation decay of accessibility 
information signal (N/A = "propagation not allowed") 

           Receiver cell → 
↓Sender cell 

R C I U Ro Rw RwS 

R (Residential) 100 (1) 100 (1) 100 (1) 100 (1) 50 (3) N/A (5) 5 (7) 
C (Commercial)  100 (1) 100 (1) 100 (1) 50 (3) N/A (5) 5 (7) 
I (Industrial)   100 (1) 100 (1) 50 (3) N/A (5) 5 (7) 
U (Undeveloped)    150 (2) 50 (3) N/A (5) 5 (7) 
Ro (Road)     20 (4) N/A (5) 5 (7) 
Rw (Railway)      5 (6) 5 (7) 
RwS (Railway station)       5 (7) 

The values in this table reflect some intuitions on the nature of the accessibility signal 
discussed above in subsection 2. The decay of intensity is rather high (=100) when the 
signal propagates from one to another of the three dynamic land uses (residential, 
commercial and industrial) (1). This is to account for the fact that in that case the 
effective accessibility among places is achieved using local low-speed/capacity road 
network (not explicitly represented on the map by road cells). The decay of the signal 
is even greater (=150) if propagating from one to another undeveloped cell (2), for we 
assume there to be even less road infrastructure. The propagation from dynamic land 
uses to road cells (3) are suffering somewhat minor decay (=50), while the decay 
along the road (4) is even smaller (=20), for obvious reasons. The railway station cells 
are used as access interfaces to railway transportation infrastructure. While the signal 
propagates with small decay (=5) along the railways (6), from there it cannot 
propagate directly to the cells surrounding the railways (5: = N/A) but needs to pass 
through a railway station (7: = 5) in order to be propagated further. 

For a visual comparison of the two types of signal and propagation modes, see Fig. 1. 
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Fig. 1. The propagation of the two types of signal originating from the same cell (industry cell 
in the middle). Above: accessibility signal, with lower decay rate along roads and railways. 
Below: vicinity signal with uniform decay in all direction. 

 
 
The phase of informational fields propagation ends when no signal needs to be 

further propagated throughout the CA. This condition is satisfied when every cell has 
already emitted all its signals and all the intensities of received signals are below a 
predefined propagation threshold. 

3.2   Land-Use Dynamics Phase 

At the end of an informational fields propagation phase, every cell has received a 
series of signals from other cells. This information is used as an input in the land-use 
dynamics phase. 

This phase is based on the computation of the so-called transition potentials 
expressing the propensity of the land to be transformed into possible land uses. In [2-
4], where the hereby employed concepts of transitional potentials have been 
developed, the cell neighbourhood is a circular region of a given radius around the 
cell. Therefore, we adapted the thereby presented rules to our circumstance of 
irregular neighbourhood patterns shaped by informational fields. Hopefully, we 
maintain the spirit of the spatial interaction principles inherent in the original rules. 

In the canonical constrained model (see [2]), the transition potential of a cell 
depends on three factors: physical (geological, orographical) suitability, zoning 
regulation and the so called neighbourhood effect. Only the neighbourhood effect is 
driven by intrinsically cellular-automata logic. The former two are, of course, 
essential for practical application of the constrained cellular automata model in 
specific urban contexts, for they may pose relevant constraints on the development of 
a specific urban area. However, given the scope of this paper to make a comparison of 
constrained models with and without taking proximal space into account, we assume 
isotropic space and no planning regulation, which make physical suitability and 
zoning regulation factors unnecessary. 

The neighbourhood effect  is the combination of all the relevant attractive 
and repulsive influences of the neighbouring cells on the land use j, which a cell may 
assume. In the present model, and critically different from [2-4], Nj is computed using 
all the informational signals received by the cell: 
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  (1) 

where: 

- T is the number of signal types; 
-  It is the number of signals of type t received by the cell; 
-  is the intensity of the single signal i of type t. 
- and  is a function yielding the component of the neighbourhood effect on the 

land use j due to a signal of type t;  
 
The function  may in principle be of various forms. For the sake of simplicity, 
we use the linear form: 

  (2) 

where  is the interaction factor, giving the direction (positive or negative) and the 
intensity of the influence of a signal of type i on the land use j. In Table 2 we report 
the values of interaction factors  used by our model and provide a brief rationale 
for those values in the table footnote. 

Table 2. Values of interaction factors (btj) among land uses used in the experiments 

Land use 
Signal type 

R C I 

R vicinity -0.3  (1) 0  (2) -1.5  (3) 
 accessibility 0  (4) 1  (5) 0.5  (6) 

C vicinity 0  (7) -0.3  (8) -1  (9) 
 accessibility 1 (10) 0 (11) 0.5 (12) 
I vicinity -1.5 (13) -1 (14) 0 (15) 
 accessibility 0.5 (16) 0.5 (17) 0.2 (18) 

We assume that, due to adversity for excessive local crowdedness, the vicinity 
among residential cells (1) has a small negative effect (b = -0.3) on residential 
potential. The mutual accessibility among residential cells (4) is assumed to have no 
direct influence (b=0). Residential potential is insensitive to the vicinity of 
commercial cells (2: b = 0), but is highly influenced by their accessibility (5: b = 1), 
due to commercial cells offering retail and services for residential areas as well as 
providing jobs. These relations between residential and commercial are symmetric  
(7, 10). The relations among industrial and residential uses are divergent: there is a 
strong mutual repulsive influence for vicinity (3, 13: b = -1.5) due to pollution, noise 
and other environmental incompatibilities among the two uses; however, their mutual 
accessibility (6, 16) does enforce each other’s potential (b = 0.5), because the 
residential cells provide industrial workforce. The effect of vicinity of industry on 
commercial potential (14) and vice versa (9) is negative due to environmental 
incompatibilities, somewhat less strong (b = -1) than in the case of residential-
industrial repulsion. Nonetheless, commercial potential gains (b=0.5) from greater 
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accessibility of industrial cells (17) and vice versa (12), for it is assumed that the 
goods manufactured by industries are transported to commercial areas for retail, as 
well as commercial areas providing services to industrial activities. Finally, there is a 
slight self-enforcing relation among industrial uses (18: b = 0.2), accounting for 
possible economies of agglomeration. 

It is important to note that, in spite of the simple linear form of functions , 
the combination of all contributions given by Eq. (1) can on the aggregate level 
reproduce a variety of spatial interaction patterns. An example is given in Fig. 2 
where we illustrate the effect of a single industrial cell (see Fig. 1 above for its 
information fields) on residential potential of all the cells on the map.  

 

 

Fig. 2. Residential potential due to an industrial cell (cfr. Fig. 1 above). Nota bene, the colour 
scale goes from -300 to 500, so white and the two brightest shades represent negative values; 
the predominant background shade is used for cells with potential 0. 

When all transition potential are computed, the following transition rule is applied 
to all cells of the automaton: 

Transition rule: a cell of the land use k is transformed into the land use j, iff  is 
the highest of all the cell’s transitions potentials, provided that , where 
Ik can be thought of as a kind of inertial of the current land use, a minimum difference 
threshold for a cell to be transformed into another land use. 

The rationale behind this transition rule is straightforward. A cell has a transition 
potential to be transformed into other dynamic land uses. Of all the possible land uses, 
it will transform into the one having the highest transition potential, provided that it is 
strong enough to “overturn” the current land-use k (therefore it must hold 

). This latter threshold (Ik) accounts therefore for the inherent inertia or 
sunk costs of urban transformations. 

4   Example Runs 

In this section we present few results of a simulation exercise, offering a qualitative 
comparison of two CA models: one applying concepts of proximal space as shaped by 
the effective accessibility of places, and the other using conventional neighbourhoods 
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with purely Euclidean distances. For brevity, we call the former the “wave model” 
and the latter the “classical model”. 

But beforehand, we want to emphasise that qualitative comparisons of this kind are 
not meant to, nor could they, deliver a conclusive argument in favour of one or other 
modelling approach. The primarily illustrative purpose of this exercise is therefore to 
discuss some implications, in terms of qualitative spatial patterns, of our modelling 
approach. A richer and more attentive to accessibility a description of the proximal 
space seems to us theoretically sound and a promising modelling innovation. That 
notwithstanding, eventually a more decisive case may arise only through a deeper and 
more rigorous exploration of its potential explicative power and possible empirical 
corroborations. This is something we are not able to do, here and yet. 

The comparative specification of the two models is reported in Table 3. 

Table 3. Specification of the two CA models used in experimental setting 

Parameters Wave model Classical model 
Signal intensity  at origin  
( ) 

1000 1000 

Cell-to-cell decay 
of vicinity signal 

100 100 

Cell-to-cell decay 
of accessibility signal 

As per Table 1 
(depends on land uses) 

30 
(independent on land uses) 

Dynamic land uses 
interaction (btj in Eq. (2) ) 

As per Table 2. As per Table 2. 

Direct influence of roads 
and railway stations on 
dynamic land-use 
potentials? 

No, the influence is 
indirect, because roads 
and railway stations are 
used only to propagate 
dynamic land-use signals 

Yes, the intensity of the signal from the 
most accessible road (if present) and the 
most accessible railway station (if 
present) are used in the computation of 
dynamic land-use potentials with 
following btj: 
               j=R     j=C    j=I 
t=Road               200     200     200 
t=Rw. station        50       50       50 

Residential inertia (Ik=res.) 60.000 120.000 
Commercial inertia (Ik=com.) 40.000  90.000 
Industrial inertia (Ik=ind.) 40.000  90.000 
Dynamic land uses added 
at each CA step 

40 residential 
40 commercial 
40 industrial 

40 residential 
40 commercial 
40 industrial 

As can be noted in Table 3., the distinctive generative logic of the two models 
resides in the differences between their respective ways to model accessibility, that is, 
to make use of the transportation network. In the case of the wave model, the only 
thing that counts for future transformation potential of cells is their proximity to the 
existing dynamic uses. Proximity is intended as an interplay of vicinity and 
accessibility, the latter being shaped in a nontrivial way by available transportation 
network. Being close to a road or a railway station is not in itself an independent 
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advantage, but rather a mean to access other cells. Therefore, the wave model uses 
transportation networks indirectly but, so to say, in a more natural way. 

Instead, in the classical model, the accessibility component of proximity of 
dynamic land uses is calculated simply as Euclidean distance. The closer in Euclidean 
sense, the more mutually accessible. When modelled in that way, the accessibility 
remains uninfluenced by the existing transportation networks. That is the reason why, 
to model the indisputable importance of transportation networks for urban 
development, the accessibility of transportation network is made to enter into the 
equation directly, but in a trivial and unnatural manner.  Indeed, in the classical 
model, being close to a road or a railway station cell is an indepentent advantage, no 
matter how close or far away that road or railway station cell is to other land uses, no 
matter even if the road connects to somewhere or it is just a road to nowhere.  

Cellular automata are complex systems, and their results may be highly variable 
even with small changes in initial parameters. Our two models are no different in that 
regard, and this has another important implication for the kind of comparison we are 
presenting here. We kept many parameters equal between the two models, and tried as 
much as possible to reconstruct the classical model in a way to make it more 
comparable to the wave model. Also, for a "fair comparison", we set the parameters 
of the classical model to have it produce spatial patterns similar to those generated by 
the wave model. Even had we undertaken and performed to perfection all the 
necessary steps to make the two models as comparable as possible (which we surely 
hadn't), the intrinsic underlying complexity is such to invite us to refrain from a 
"literal" comparison of spatial patterns. What seems to us a more productive attitude 
is to call attention to distinctive workings of different generative principles in 
observable patterns. Hopefully, this should shed some light on the modelling potential 
of our approach and foster some inspiration for further investigation. 

In Fig. 3 we present a side-by-side comparison of the two models starting from the 
simplest of all the test scenarios. A road connects two initial nuclei at both ends (1),  
each comprising two residential, two commercial and two industrial cells. After 5 
simulation steps, in the wave model the two nuclei have expanded (2), while in the 
classical model the expansion has already reached the middle point of the road (3). 
This difference, which may not seem too relevant, is however intuitively interpretable 
keeping in mind the distinct generative logic between the models. 

After 10 steps, the new developments in the wave model have reached the "centre" 
(4). We see the stabilisation of the observed patterns after 20 steps. In the wave 
model, the two initial areas of growth have maintained their dominance in size (5), 
which is a plausible result, considering that all the successive development was driven 
by new land use cells seeking to be accessible to what was already there. The three 
distinct and quite homogeneous industrial areas have arisen due to repulsive forces 
between industry on one side, and residential and commercial uses on other side, but 
also due to self-attractive forces among industry cells. The classical model has 
produced a different pattern. The two original nuclei have not developed much (7), 
and the majority of urban mass is clustered around the centre. The reason for this is 
that during the initial steps, when there were still little cells occupied, the vicinity to 
the road itself was a weighty factor for transformation potential. That is why, after 
few initial steps, all the cells around the road get occupied (3) much quicker that in 
the wave model. Once the cells surrounding the road were occupied, the centre played 
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Fig. 3 “Simple linear” 
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Fig. 4. “Linear with railways” 

a dominant attractive role because the cells there are on average closer to other 
occupied cells, and therefore progressively gained higher transformation potential. 

As in the previous Fig. 3, the initial scenario used in Fig. 4 have the same two 
original nuclei at both ends of the road. However, the centre is connected by a high-
speed railway (orange: railway station (1), red: railways (2)).  The two patterns after 
10 steps bear some resemblances, but the causes for them are different. In the wave 
model, the centre gets occupied soon because it is highly accessible to the two initial 
areas of growth. The latter two did not so much develop residential and commercial 
uses because the industrial developments at the two extremes of the road, formed up 
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in few early steps of the simulation starting from the two initial industry cells, exerted 
negative influence on local residential and commercial transformation potentials. On 
the other side, the occupation of the centre in the classical model is due to it being 
close to road and railway station which played important attractive role, especially 
during early steps with there being little land use cells to exercise strong enough 
attractive influence to anchor the future development around the original nuclei. 

For both models, we can notice the unfolding of more or less similar pattern trends 
until the step 20. One relevant observation to be made is that in the classical model 
from step 10 to 20 the development of the two original areas was nearly arrested, 
being them unable to withstanding the dominance, and hence attractive force, of the 
central urban mass. Also, note how in the wave model the industrial agglomerates are 
better separated from the mixed residential-commercial masses. This is due to their 
mutual accessibility, an equally favourable factor in both models, being accomplished 
differently than in the classical model. That was then conducive to a different 
"settlement" of the interplay between the repulsive effect of the vicinity and the 
attractive effect of the accessibility between industry and residential/commercial uses. 

In the scenario in Fig. 5, the connection to the centre is asymmetric, with western 
arm served by railway and eastern by road. Similar observations as for the fig. 4 can 
be made. In the wave model, the two original nuclei maintain their dominance, while 
in the classical model the eastern area remain completely undeveloped and the 
western nuclei stops growing after step 10. 
 
 

Wave model Classical model 
Step 0 

 
 

 

 

Step 10  

Step 20  

Fig. 5. “Linear asymmetric” 

Fig. 6 starts from a more articulated scenario, offering better possibility to 
appreciate the differences in spatial patterns between the two models. The initial 
situation is given by 4 residential, 4 commercial and 4 industrial cells located in the 
centre (1). The evolution of the wave model after 10 steps have produced a strong 
development in the centre, but also in the north (2). The industrial areas have  
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developed mainly at the margins of the central development (e.g. 3) but also in the 
eastern sector which is well connected to the centre by railway. At the same step 10, 
the classical model has evolved in a more concentric manner. The large 
residential/commercial areas in the centre (5) and in the east (6) are due to the fact 
that at both ends of the railway tracks there are both road and railway station cells, 
which exercised per se a strong attractive force in the early steps of the simulation.  

After 20 steps, we see that the classical model has evolved more or less along the 
same trends observable after 10 steps. On the other hand, the wave model has 
developed a new clearly distinguishable residential/commercial area at the southern 
end of the road (7), and a smaller one in the east (8), which has started to crowd out 
and push the large industrial area more towards the west. 

In the last scenario, shown in Fig. 7., we have drawn a set of concentric roads rings 
and one railway ring (1). The east-west symmetry is broken by the railway connection 
with the centre available only in the west. The initial land uses were assigned to 4 
residential and 4 commercial cells in the centre-north (2) and 4 industrial cells further 
to the north (3). After step 10, the wave model has developed a large industrial area 
(4) around the initial industrial zone, and have grown a residential/commercial area in 
the north-west (5) and an approximately specular area in the north-east. Note also that 
some development has begun in the west (6) and east near the railway stations, due to 
good accessibility of the main urban masses. The classical model evolved a 
significantly different and more compact spatial pattern. The developments around the 
railway stations along the railway ring were driven not as much by them being near 
the existing urban mass, but rather for the fact that railway stations and roads 
exercised an independent attractive force. This fact is recognisable by the 
approximately equal sizes of the developments around railway stations (7, 8, 9, and 
their symmetric counterparts) no matter the distance/accessibility from the main 
existing urban mass. At step 15, we notice in the classical model that the attractive 
force of the progressively growing predominant mass has arrested the developments 
around the far-away railway stations. In the wave model, we can notice the beginning 
of the break of east-west symmetry (10) due to the presence of the eastern railway 
connection to the centre. 

In spite of simplicity and abstractness of the test scenarios, the results of the above 
presented comparisons indicate that including an improved description of the 
proximities arising in an urban geography can lead to different, and possibly more 
realistic, urban patterns. 

5   Conclusions 

In this paper, our primary aim was to suggest a possible modelling of the notion of 
proximity and proximal space arising in urban geography, and to employ it in urban 
CA. The point of departure was the idea that the proximity usually held to be relevant 
for spatial interactions cannot be assumed to exist in and as a regular Euclidean space, 
since the “distortions” of urban geography bring about highly irregular and complex 
topology of proximities. To account for this complexity, we have thereafter suggested 
a description of the proximal space as a set of informational signals propagating 
through the space, hence generating informational fields around each cell. Every such 
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field exhibits different strength (intensity) at different points (cells) in space, since the 
irregularity of its geometry is inherently dependant on the different “propagation 
media” (road, railways, residential, commercial or any other area) crossed by the 
informational signals. 

A cell is then able to “know” its proximity to another cell by knowing the intensity 
of the signal – the “radiation”, so to say carrying on with the wave metaphor – it 
receives from that cell. Finally, the combination of all the received radiations is the 
information input to the CA transition rules through which to model the land-use 
dynamics.  

In the examples presented, our focus was not so much on the plausibility and 
theoretical foundation of the transition rules and of the proximity-based land-use 
urban dynamics. Rather, it was a quite expedient (and probably somewhat coarse) 
exemplification of how even existing models based on assumptions of spatial 
interaction may in a reasonably convenient manner be adapted to employ our more 
generalised, and more attentive to actual urban geography, notion and description of 
the proximal space. 
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Abstract. After the introduction of digital mapping techniques in the
1960s and then GIS shortly afterwards, researchers realized that error
and uncertainty in digital spatial data had the potential to cause prob-
lems that had not been experienced with paper maps [1]. Spatial data
quality is a very active domain in geographic information research. This
paper describes the significance of data quality and how is data quality
defined. Data conflation can help to increase the amount of suitable for
usage data. This paper analyzes results of spatial data conflation.

Keywords: data fusion, data conflation, spatial data quality, edge
matching, vector data, homogenization, heterogeneous spatial data, data
mining.

1 Introduction

With the introduction of digital mapping techniques in the 1960s and then GIS
shortly afterwards, researchers realized that error and uncertainty in digital spa-
tial data had the potential to cause problems that had not been experienced with
paper maps. An international trend started in the early-1980s to design and im-
plement data transfer standards which would include data quality information
that had disappeared from the margins of paper maps with the transformation
to digital data products. The standard that clearly led the way in document-
ing data quality was the U.S. Spatial Data Transfer Standard [1]. Spatial data
quality research results to international conventions and standards for the de-
scription of spatial data (e.g. ISO 19107, ISO 19111, ISO 19112, ISO 19115, ISO
19118, ISO 19119, ISO 19126).

Spatial data sets are used in different branches of industry or academic fields,
e.g. landscape planning, environmental protection, traffic, urbanism, economy,
tourism et cetera [2]. They can now be downloaded on the Internet (e.g. Open-
StreetMap). Geographical data are represented at various levels of abstraction
[3]. It could be vague, inaccurate or incomplete. These divergences between re-
ality and representation could be acceptable within the framework of certain
applications [4].

The main intention of this paper is to present the data conflation as one of
the options for improvement of spatial data quality.
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2 Problems of Data Quality

Many organizations create data for the best applicability for their own spe-
cial applications. Producers of spatial data have developed different methods
for data acquisition. This leads to the accruement of different data types, data
formats and different semantic information. The acquisition of spatial data for
the particular goals results in multiplicity of spatial data. However these spatial
data cannot be circulated and used multiply. Also, they can result in inefficient
solutions. For this reason the integration or conflation of spatial data is very
expedient. A conflation allows the use of already available spatial data and im-
provement of its quality.

Generating integrated and semantically accurate spatial dataset demands the
correction of the data. The input datasets have different accuracy, because they
are collected in different ways in different time-frames and independent of each
other. The data can also have large differences in topicality. Depending on the
size of the data correction, one can make the statement about the quality of the
data.

2.1 Indicators of Spatial Data Quality

In a number of fields, the approach to quality evolved into a definition based on
fitness-for-use [5]. ISO 8402 defines the quality as the ”‘totality of characteristics
of a product that bear on its ability to satisfy stated or implied needs”’. This
means that to define the quality two informations are needed: the information
on the data being used and on the users needs [6]. Spatial data is defined to be
fitness-for-use if it meets requirements of the target application [7].

Data quality is defined by one or more quality dimensions [5]. Quality dimen-
sions for geographic data are called spatial data quality elements. They include
completeness, logical consistency, positional accuracy, temporal accuracy (the ac-
curacy of reporting time associated with the data [1]) and thematical/semantical
or attribute accuracy [7]. Typically, metadata for spatial data include descrip-
tions of data quality and include information about these elements [8].

Spatial data are different in the data aquisitionacquisition methods. Depend-
ing on the data aquisitionacquisition method a spatial data will can be classified
into two groups: original data and derived data. The original spatial data will
beis collected by means of the direct aquisitionacquisition of the object. The
derivative or secondary data are arisedarises in a sources, which are as athe
result of already existent data with scale and theme [9].

2.2 Multiple Representations

In order to transmit the real world into the language understandable for the
computer, it should be modeled according to specific rules in a simplified form.
Such data models represent the objects of reality as points, lines or areas (poly-
gons). Each of these objects is are provided with the x -and y-coordinates and
contains an information on the spatial reference.
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Fig. 1. Spatial data formats of the same object created by different providers

In other words, the spatial reference is the description of a place or object.
This description may have a direct or an indirect form. The direct description of
the object is a coordinate or address. The indirect form describes the position
of an object relative to other objects [10].

The different producers of spatial data detected depict the same object of the
real world differently. There are no uniform rules for acquisition of spatial data.
According to this the different abstract representations of one and the same
object of the real world may arise [11]. Figure 2 shows an example of alternative
geometric representations of the same real world object. Each representation was
generated by different spatial data providers.
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(a) (b) (c)

Fig. 2. Multiple representations of the same real world object

Another example shows the differences of dataformats of the same object (see
Fig. 1). This fact makes the data conflation complex. As a result of this many
non-trivial problems arise that require a more complex integration process. It
makes the implementation of specific preprocessing necessary.

3 Improved Data Quality

During conflation process the following quality elements of spatial datasets should
be improved: completeness, logical consistency, positional/geometrical accuracy,
temporal accuracy, attribute accuracy. The difference between the quantity of
real world objects in a given area and the quantity of available objects in the
dataset is called the completeness of this dataset. In principle, the geometrical
and thematic accuracy together provides information about completeness of a
dataset.

During the conflation process information from the source input dataset (SDS )
and the target input dataset (TDS ) have to be assigned to each other. The SDS
is defined as the dataset from where the geospatial information is taken (e.g. the-
matic information) and the TDS is defined as the dataset to which the geospatial
information taken from the SDS is being transferred, i.e. the expanded dataset
[12].

After merge process of two or more datasets, the completeness of input data
is always increased. One condition must be fulfilled - one of the input datasets
must have more information than the other. Not all new geometrical object of
the end dataset include information about attributes. The completeness of the
end dataset can never be complete in terms of thematic information. Datasets
generated by conflation can be complete only in terms of geometrical informa-
tion. The following example illustrates this problem.

The figure 3 shows an example of two datasets. The first dataset (source
dataset) includes the information about 6 buildings. However in the real world
total number of buildings is 8, so two objects in this dataset are not provided. The
source dataset includes thematic information about type of use of these buildings.
The second dataset (target dataset) includes geometrical information about 5
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Fig. 3. An example for improvement of spatial data by means of data fusion

objects. The information about existence of the buildings number 6, 7 and 8 is
not available. Unlike source dataset, target data have information about quantity
of floors. This information in the first dataset is missing. The end dataset in the
figure 3 shows the complete dataset in terms of geometric information. The table
under it shows increment of attributes. Geometrical objects, which are available
in both input datasets, have 100% thematical completeness. The missing objects
have thematic information of only one input dataset. This applies to all data
types: polygons, lines, points.

Conflation approaches allow the improvement of positional and temporal ac-
curacy as well. Positional accuracy of a dataset can be increased with the infor-
mation given by another input dataset. If both datasets have the major variance
from real world, the arithmetic average of all input datasets can increase this
quality element. The temporal accuracy will be improved if metadata provide
information about actuality of spatial data.

The second section introduces the data conflation method for improvement of
road networks.

3.1 Methodology

The approach presented here improves the quality of spatial data. This method
illustrates how to increase the geometrical completeness of the road networks
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Fig. 5. Inserting missing roundabouts: (a) Edge tracing for the identification of
a roundabout, (b) search for roundabout access or exits in the second input
dataset (2)

data. In the source dataset available objects such roundabouts must be found in
the target dataset and assigned to the new amended dataset.

The problem is, that crossroads, which are roundabouts, in the dataset are
saved as simple crossroad. At first a position of all available crossroads in the
both datasets have to be found. A roundabout is find, if minimum three edges of
the road network have the same start- and endpoint (see figure 4). If there are
three edges, wich have the same node, regardless of that is start or end point of
each edge, then this intersection is a part of the roundabout. Whether it really
a roundabout is will be tested as follows. The edges subsequented to the edges a
and b have to come to a same point (see Figure 5 a)) and thus form a circle. If
they not meets, it is a normal crossroad. A roundabout consists of several access
and exits. At these points in the dataset, the tracing of the edge curve (starting
from the edges a and b) can assumes the wrong way. Therefore, each point must
be considered, whether it occurs only twice (Fig. 5 a)). If it occurs thrice (e.g.
EP (xd|yd) = EP (xe|ye) = AP (xf |yf )), so the further run of the curve is defined
with the calculation of the interior angle α 1
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α = arccos
(

d2
d + d2

e − dtmped

2

2 · dd · de

)
,

wobei

dd =
√

(EPxd − APxd)2 + (EPyd − APyd)2

de =
√

(APxe − EPxd)2 + (APye − EPyd)2

dtmped
=

√
(APxe − APxd)2 + (APye − APyd)2.

(1)

It will verifyed whether the distance de between the points AP (xe|ye) and
EP (xd|yd)

de =
√

(APxe − EPxd)2 + (APye − EPyd)2 (2)

larger than the maximum permissible distance dmax (this parameter is user-
defined)

de > dmax ist. (3)

In this case the angle β

β = 360◦ − α (4)

will be take for the following run of the curve. If the angle β fulfils the condition

βmin ≤ β ≤ 180◦, (5)

then the edge continues at the point EP (xd|yd) = EP (xe|ye) = AP (xf |yf ) the
right path. The process will be accomplished successively. If the current point is
again as the startpoint, so is the traffic node a crossroad.

In this way every crossroad of the dataset is verifyed. If a roundabout is
defined, than at the second step the adequate crossroad is surched in the second
dataset. Therefor the points are used, which are valid as traffic access or exits.

For example in the figure 5 a) it would be the points AP (xa|ya) and EP (xd|yd).
The points of traffic nodes in the second dataset will be searched in the circle with
the maximum Radius rmax (user-defined, dependending on data quality). There
the different cases are possible. They are illustrate in the figure 5 b). In case I the
point is find inside of specified circle. If any point will be found, so it is the case II
and the case IV. The case III is then positive, if two poins are found within cicle.
At the case II the algorithm will be run with the rest of the points.

All access or exits of roundabout are found in the first input dataset. The cor-
responding edges in the second input dataset are also found. Now the geometrical
information about new objects can be assigned. There are three possibilities. Ra-
dius of roundabout in the first input dataset will be defined. Only the polylines,
which form the circle are used. Polyline includes nodes. Two pair of nodes are
extracted. The first pair with minimum an maximum y-coordinate value and
the second pair with minimum and maximum x-coordinate value. The x-values
and analogical y-values of both pairs are not considered. With the help of these
points the average diameter d = (d1 + d2)/2 and the radius r of the circle are
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Fig. 6. Identification and transmission of the new roundabouts: (a) the calculation of
the radius r for the new roundabout, (b) transferring the center of the circle, (c) circle
as a polyline with the newly calculated traffic access and exit points. 1 - source-dataset,
2 - target-dataset

calculated (see fig. 6 a)). If the node of a crossroad in the target dataset is known,
then this node is a centre point of the new circle with the defined radius r. The
new circle is for the first time temporary saved in the separated file as a polyline.
Each segment of polyline corresponds chord s, which length dependents on the
size of radius

s = 2r · sin(
α

2
) (6)

(see Figure 6 c)).
After the accurate assignment of all source and target datasets among each

other the information about roundabout was transferred. This approach im-
proves spatial data quality of network data. The results are identical with the
results in section 3.

4 Summary and Concluding Remarks

This paper gives an overview of problems of spatial data quality. The data con-
flaton allows to increase the available datasets. In this paper only one method for
merging of data and improvement of data quality was presented. It shows that
the conflaton or fusion of different spatial datasets is the complex and not trivial
technique. Therefore it makes a generation of improved spatial data possible. In
future work the presented method of data fusion will be extended and proved
by analysing more complex application examples.
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Abstract. People establish connections with the territory that live in and the 
territory is modelled by their presence. The sedimentation of the places, by 
chance or planned, get inhabited people according to models and connections 
that are deeply linked to the individual and social experience. The digital 
territories as social-network seem to set up similar connections as the traditional 
social dynamics do with the physical territory. 

But how are they able to (re)produce significant experiences for the different 
social-tribes that in the territory interact and communicate? 

These questions are investigated by this study carried out on the field and 
focused on Milano-Bicocca district. 

The study consists of two parts: a qualitative/ hybrid research about the 
urban-island to understand the connections that the social groups establish with 
the space and between themselves. The second – design-oriented – proposes 
some models of representation and tools for planning web communication 
shaped on the social-tribes and their relational experience. 

Keywords: Digital networks, social tribes & territories, digital territories, 
design of social communities, interaction design based on social communities. 

1   Introduction 

The people that live and inhabit a place create with it a connection that drives its roots 
in the social and personal dimension of the places’ history. 

The places – in turn – are modelled by the historical sedimentation of their functional 
transformations and by the lived experience of peoples that inhabit them, that change 
them, that adapt them, beyond of their mere spatial functionality. The places are not just 
portions of space with a mainly urban function, but rather a set of cultural meanings, 
physical environments which are assigned symbolic and social meanings. 

The spaces as consequence represent the social or ethnics groups that inhabit them, 
returning an image of the constructions, of the trends and of the social relations of the 
groups. 

Historically this conception of the space – mainly the urban one – as an 
anthropomorphous system was used by different and opposite design and town-
planning approaches mainly in modern time.  
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After the fading of the utopia of the Italian Renaissance’s ideal towns and after the 
return to the past of the Neoclassicism, during the XIX century the town becomes 
place of the contrast between the planned and the lived experience. The artificial 
interventions that work out new plans for the large European capitals – like Plan 
Cerdà in Barcelona or the Haussmann’s boulevard in Paris according to an a priori 
model that considers the town as a scenographic stage for the self-portrait of the new 
society, of its power and of its rites – are evolving toward reflections more focused on 
the relationship between humankind and space. 

The new century opens the urban reflection proposing again ideal towns, collective 
tenement houses as far to the experimental districts of the modern Rationalism – 
Siedlung as Weißenhof in Stuttgart – a solution is tentatively proposed to give a reply 
– even if quantitative – to the phenomenon of the industrial urbanization, planning the 
urban district, planning the services and the individual residential units according to a 
model of social organisation and to architectural top-down approach that risk to 
transform the town as an alienating place for people that inhabit it, a machine pour 
habiter [1].   

Only in the 70’s with the so-called participated architecture the attention of 
architects and city-planners has been focussed mainly on people as active subject in 
defining the space, its physical function and its social meaning in living experience. 

The design process seems to give again more centrality to the symbolic, cultural 
and relational appearance in an attempt – perhaps utopian – to redefine the project 
according to a bottom-up approach. 

This attention for the resident or what we could define – according to the new 
theories of the user-centered design – the user seems be even more urgent as the 
urban landscape becomes, as at the present, more a stage for the representation than a 
place of the daily life. 

2   From Social Territories to Virtual Communities 

Starting from Egon Brunswik’s studies [2], the connection between people and 
environment takes again centrality also in psychology. Following a sort of inversion 
in the “connection between shape and background” the physical context is carried in 
front and is getting studied and conceptually defined with deeper detail than the 
individuals and the groups. 

The approaches to the subject are very different. Following the psychological 
perspective different interpretations of the connection environment-individual are 
proposed: the first one attributes to the environment the role of independent variable 
that – by means of the actual stimulations – produces effects on the individual 
behaviour; in a second perspective the persons are interpret of the environment 
according to the specific peculiarities; finally an hypothesis assumes that people and 
the environment due to the mutual interactions give rise to reciprocal influences. The 
first point of view – that finds application in the architectural psychology – proposes 
to individualize the features of the physical environment that obstruct or facilitate the 
behaviour of the persons taking into account physical and quantitative issues. The 
second one – applied in the field of research and studies of perception-environmental 
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knowledge, whose main item is the behavioral geography – focuses on the 
individuals, on its knowledge and its environment evaluations. 

The hypothesis that presupposes a context of interactions gives greater attention to 
the variable of socio-cultural nature following the lines of search proposed by Ittelson 
[3]. But the point is surely the work of Kevin Lynch [4]: at the end of the 60’s The 
city image and its elements has been published. A revolutionary outlook is proposed, 
suggesting to plan a town starting from the image that residents have of it. The model 
is widely accepted in the 60’s and has further extended by the work of Kaplan & 
Kaplan [5] based on the effective variables which influence the emotional evaluations 
of the places: coherence, complexity, legibility and mystery.  

Finally, the geographers have investigated some relation people-territory applying 
the discipline and the methods of the behaviorism and using projective test, 
completion, verbal association and expressive techniques, representation test –
producing maps of different areas from data recollected from memory is the method 
used extensively in this study – and expressive methodologies. 

2.1   Landscape as Social Representation 

Inside the contemporary culture it is born therefore – according to the definition of 
Michael Jacob – the omnipaysage:  “A landscape is, a landscape is, a landscape…” 
The concept that generates the question about the meaning of the contemporary 
landscape and the paradox of its representation. The landscape is a complex cultural 
construction: “The landscape is the artificial, not natural result, of a culture, that 
redefines perpetually its connection with the nature. […] The experience of the 
landscape is, in general and in the first place, an experience of the himself.” [6] 

According to Lynch, the public image is the mental framework that shared by the 
majority of a town population; the occurrence alone that the people live or enjoy of 
the same physical reality produces the possibility to share the same image of the town. 
It was supposed that the people that live in the same district and share a common 
culture have also a common image of the town and this can differ from the public 
image of other citizens. It seems indeed that “for every town it exists a public image 
that is the superimposition of a lot of individual images” [4]. These individual images 
are indispensable to be able to live in the actual environment and to collaborate with 
the other people. The feature of the urban landscape that produces the identification of 
these elements is the legibility: how easy is to recognize its parts and how they can be 
organized in a consistent system. A representable and readable environment facilitates 
the motion across the environment and avoids the anguish that the chaotic town 
produces and – even more important – gives the possibility to the observer to find out 
and to emphasize the useful and significant elements that operate as a system of 
reference. 

If the territory is representation – this means – social landscape of the daily 
experience of peoples who lives it, and if this experience is not limited to single 
individual, but also commonly shared inside the social groups – or paraphrasing 
Michel Maffesoli [7] – socio-urban tribes. 
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2.2   User Personas vs. Digital Communities 

In contemporary culture the dual relationship between group and territory – or rather 
between individual and real – have included a variety of digital tools based primarily 
on the Internet, which reflect and reproduce the dynamics of the relationship between 
individuals and individual-community-individual in a territory, translating into an 
area that could be defined generically as digital territory.  If the web is a universal 
interconnection system – now literally the most complete form of globalization – the 
people have shown a tendency to organize themselves – as happens in real social 
landscape – according to aggregation dynamic that assume a common interest as 
catalyst. We see – as regards the normal web design approach – a divergent 
phenomenon. Traditional methods – typically the user-centered design [8] – seek to 
prefigure homogeneous aggregations of potential users who share psycho-
demographic profile, computer skills, dynamic exploration, expectations and use of 
information – according to the methods of user personas and user scenario – but the 
web 2.0 requires – conversely – to organize information and user experience more 
according to a social logic. The design focus is on interaction between people instead 
between people and digital technologies. 

The classic web design methodology – that seeks to identify characteristics of 
individuals and generalized to users sharing specific answers in terms of experience, 
enjoyment – is based on the idea of homogeneous groups about practices. The 
emerging phenomenons – like the so-called Web 2.0 and specifically social networks 
– seem to largely ignore this dynamic challenging the previous paradigms. The digital 
social groups seem to reorganize themselves in terms of communities of interest in 
which the reason aggregator becomes the true focus of collective identity. Facebook 
fans of I love tiramisù fan-page or the Zynga-FarmVille neighbors who exchange 
daily favours, gifts and cooperation, do not share common demographic 
characteristics – like user personas presumes - but in the babel of their real or fake 
identities, their experiential and daily lives, are strongly interconnected by a common 
interest, although probably they don’t share any other characteristic or social 
demographics. In this case, the social group that in the aggregate and virtual 
community of interest go beyond a typical parameter that is the shared repertory. [9] 

3   An Hybrid Methodological Approach to Web Communities 
Design 

According to this evolution, the research project tries to explore the creation of 
communities both in physical and virtual environment – using the privileged 
relationship that people establish with a given territory real or/and virtual – to design 
their everyday social digital experience.  

The research tries to test methodologies and disciplinary approaches to implement 
a hybrid reproducible practice guidelines and directions for a social-centered design 
less abstract – world wide – and more g-local. This approach assumes the idea, and 
within the scope of this conjecture is checked for its validity, to analyse and translate 
the connection that people establish with their territory and between them, in the web-
world. The aim is to reintroduce the social dynamics and identification with the land 
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returning the core issues – real and symbolic – of its representation to create 
experiential privileged locations where – depending on the socio-urban tribe 
membership – users can identify themselves.  

The experimental research project proposes an interpretive and methodological 
model to support the design hypothesis relevant to web design – portals, blogs or 
social network – that have a strong connection with the territory (For further 
information about this issue please refer to the previous research & publication: 
Knowledge sharing and management for local community: logical and visual 
georeferenced information access) [10]. 

The current analytic and design hypothesis has been already tested during a 
precedent study on a micro-area scale (the University Campus of Milano-Biccoca in 
2007: the results have been recently published) [11].  The hypothesis is at the present 
tested on urban scale with the grant of a national research project PRIN 2007-09 
(Territorio e rappresentazione. Paesaggi urbani. Paesaggi sociali. Paesaggi digitali. 
Rimini e l’altro Mediterraneo. In press). 

The case study is focused on Milano-Bicocca district located in the extreme 
northeast suburbs of Milan at the boundary with the suburbs. The area is an ex-
dismissed industrial area that in the last 10 years has been recovered with a 
cooperative public-private project using the master plan of the italian architect 
Vittorio Gregotti. Different residential urban settlements, the second public University 
of Milano (one of the seven Milano Universities) and a cluster of buildings dedicated 
to tertiary & services and to high-tech activities. 

The district is limited on two sides from physical boundaries (an overpass to the 
district of Milano-Greco and the railroad) and on the other two boundaries 
respectively with two municipalities of the suburbs and is delimited from an urban 
high way and the work in progress of the fourth subway line. For its geographical 
conformation, for the peculiarity of its oversized architectures and for the missed 
connections with the surrounding urban settlements, during the study was defined as 
the urban island. 

3.1   Phase 1: Identifying Urban-Social Tribes 

The project is divided into two phases began with the exploration of the social texture 
through qualitative research methodologies in the field and a traditional user-centered 
approach. The analytical phase was conducted according to the following process/ 
methodologies: 

a. Others Identification of the physical space and parts of the territory through 
significant architectural reconnaissance survey. 

b. Identification and definition of urban-social tribes through a field research 
conducted with a mixed approach: qualitative interviews based on the model of 
story-telling and a search based on lifestyle approach, user personas & scenarios. 

c. Cognitive tests to verify the links with the territory, the mental model, and the 
similarities/differences between different tribes: task-based user test and 
expressive techniques (drawing from memory a map of the district). 
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d. Reconnaissance on the digital reality in web & social-network relate to the social-
subject divided into institutional sites, blogs and forums, Linden Second-Life, 
Web 2.0 social networking platforms (particularly Facebook). 

3.2   Phase 2: Designing the Social User Experience 

The second phase used collected data and interpretation to suggest the possible 
models of information architecture of a social online community linked to the district. 
From this last phase of the project ideas are born – developed in the course of Master 
Degree in Theory and Communication Technology – that illustrate this research. 

The planning phase has been divided into two main activities: 

a. Identification and reorganization of information architecture that could provide an 
adequate user-experience and for each tribe. 

b. Development of different concepts and interaction systems between the portal and 
users to create identification (social brand) and sense of belonging (community). 

c. Development of concepts prototypes based on different metaphors (time, space, 
3d, travel, interior space, etc.) for user-test scenario/task-based. 

4   Milano-Bicocca District: A Case Study 

During the research were identified four social-urban tribes that use the space 
according to day-time, routes and perceptions of the environment, different, but 
similar within the same social group. 
 
 

 

Fig. 1. Perspective of the University Campus and district map 

The identified social-urban tribes are: 

- Resident: usually young couples with children 
- Students: who once arrived in the district spend the day in the same building using 

services generally concentrated in the central square 
- Employees and workers: concentrated at the extreme boundary of the district, 

don’t have a significant link with it  
- City-users: use the district and services during the free time: gym, cinema and 

theatre, (Teatro degli Arcimboldi replaced during the renovation La Scala di 
Milano) 
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Fig. 2. The places of social-urban tribes: residents and city-users  [Student: Tommaso Rossi] 

   

Fig. 3. Maps sketched by: residents, students, workers (on the left the main street: Viale Sarca) 

Figures 2 and 3 show some of the research results: the division of spaces attended 
by the various tribes (phase 1) and the representation of some interviewed (phase 1.d). 
The analytical phase revealed significant guidelines for further conceptualization 
steps: the various tribes – even in the internal variability subjective – identify specific 
recurring area of the district by prevalent use. 

4.1   Residents: Socialise 

Residents recall and represent locations on the map of daily life such as supermarket, 
pharmacy, church, schools, the central square and the cherry-hill they represent the 
only gathering places, including urban morphology of the neighbourhood. 

The existing web-sites dedicated to this audience are very institutional - the local 
committee, etc. - and low popular, some even haven’t been updated until 2004! 
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The requirement that residents express is primarily to have real and virtual places 
to socialize. In a new urban, suburban living and the presence of very different 
functions on a relational social networking emerges as one of the important functions 
of the interconnection that social-network could provide. The requirement that 
emerges from interviews is twofold: a place of gathering and sharing information, 
often ignored by the residents themselves and the use the web as a knowledge-sharing 
and socialization channel.  

4.2   Students: Share 

For students, the time spent in Bicocca is a significant part of a day although the 
district doesn’t seem to encourage other forms of attraction or involvement of this 
tribe who spend their social time elsewhere. The web-sites are popular and 
represented the university buildings – in more detail depending on the Faculty – the 
food-services, concentrated in the central square underground and two university 
libraries. If transport – train and tram – are clearly identified, other places seem totally 
lacking in their experience. This is the case of the disproportionate presence of Teatro 
degli Arcimboldi that with its anomalous location compared to the rigid regularity of 
the grid construction completely disappears in the students’ drawings.  

Students are the tribe that mostly uses the Internet – many of them are already 
digital natives – so that their participation is particularly strong (students’ official 
forum, FaceBook groups & fan pages official or spontaneously created).  

The need is clearly to have structured and autonomous social sites that allow 
a/synchronous interaction very focused on the exchange, peers. The mood is micro-
blogging, conversation or chatting. 

4.3   Workers: Inform 

This tribe spends the day in the discritc and often remains – unlike students –using 
services both for residents and city-users. It is a tribe with blurred and multiform 
boundaries composed by employees and managers of multinational companies and 
workers of the shops and services. 

The spaces’ knowledge is superficial: they recognize the strong presences – 
university buildings, theatres – but they tend to attend only the central space of 
collective and multi-purpose square (Piazza Trivulziana). The web needs are 
informative or finalized the discovery of places and services. More difficult to use the 
social-network often blocked by corporate IT policies. 

4.4   City Users: Evaluate 

This cross-tribe have a limited and adulterated experience of the district – usually in 
the evening or during the week end – using artificial commerce-places and 
entertainment services. The vision of the whole place is almost poor. The 
neighbourhood is perceived as a place of transit to theatre, cinema or mall, rather than 
as a living place with its own specific identity. 

Conversely they are strong web-users to get information and to assess 
opportunities. Especially appreciated the chance to read and share comments and  
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ratings – typical user-generated content – on restaurants, exhibitions and movies. 
These are often influencing the decision whether or not to move to these places. 

5   Designing the Spatial and Social Metaphors 

According to this analysis were produced several concept design in phase 2. In 
particular from a two-dimensional matrix in which were placed the 4 tribes (vertical 
path) and macros informative areas/functions of the district was done to achieve a 
multifaceted content classification that can intercept both the need a specific tribes 
and content in the system. The exploration of this conceptual and experiential 
organization has produced several proposals in the following are the most interesting. 

A first model has focused its attention on the temporal overlap between the various 
tribes within the same urban area – work/free time - and has produced a structure 
interaction based on the presence synchronicity of users as a reason for aggregation. 
 

 

Fig. 4. The time metaphor [Students: Donetti, Lacarbonara & Ostuni] 

A second has instead used the concept of flow, by analogy with the navigation 
within a site, such as interpretative key.  
 

 

Fig. 5. The square metaphor [Students: Ciccarelli, Falcone & Montoli] 
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Fig. 6. Functions (in background) and social-urban tribes & interaction [Students: Merighi, 
Marcon & De Santis] 

The most interesting proposal takes – even against the flatness of existing social 
life – the spatial metaphor as a key three-dimensional interpretation and identification 
of the place/tribe (see Figure 6). The 3D map is a sedimentation of places and 
relationships that can be scanned vertically – within the tribe – within or across the 
functions – or a combination of both. According to the possible paths the architectural 
objects are illuminated or faded in function of the social pertinence – derived from the 
perceptual model delineated in the survey – of places. 

The system proposes a cognitive interface model to facilitate the use of the site or, 
to use Lynch’s conjecture, the perceived readability of public image of urban land. 

The information presented in pop-up instead comes from the interaction of users 
according to a bottom-up selection process. Are users, and considering voting for 
individual services to determine their presence in the first position, and therefore most 
clearly visible on the map. The community plays a role not only relational but also 
build collaborative & shared content. 

6   Conclusions 

The experience of the proposed research from a cultural, theoretical and 
methodological tools try to compose different disciplines and tries to articulated them 
in a hybrid approach for the design of Web 2.0. exceeded architectural hierarchical 
models, quantitative usability, the new Internet generation needs tools that are able to 
grasp the technology, communications, and above all relational. 

Although applied to a specific case study – but already tested on a lesser scale of 
intervention and now revived on a large and complex project – the research model 
and design process have the potential to become a methodological approach 
reproducible and applicable to similar contexts. 
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Abstract. The growing amount of various kinds of information triggers the 
need to develop efficient network computing systems, as single machines in 
many cases are not able to provide effective processing and analysis. One of the 
very promising approaches of distributed data analysis is combined 
classification, which could be relatively easily implemented in distributed 
computing systems. In this paper we address problem of decentralized 
distributed computing system for mentioned above classification method. We 
focus on the system fairness. The performance metric is defined as a maximum 
response time, i.e., the computing system should be designed to minimize the 
response time of each client using the system. We assume that the system is 
decentralized and each request is sent by the client directly to computing nodes 
without assistance of a central service. An ILP (Integer Linear Programming) 
model is formulated and applied to obtain optimal results provided by branch-
and-cut algorithm included in the CPLEX solver. Widespread simulations are 
performed to evaluate properties of the computing system in terms of several 
parameters describing the system. 

Keywords: distributed computing, grid computing, privacy-preserving 
combined classifiers, ILP modeling, optimization. 

1   Introduction 

Fast development of telecommunication and information technologies prompts to 
create distributed systems, which offer very large computational and processing 
capabilities that cannot be supported in traditional architectures. As the most popular 
examples of distributed systems we can list grids, public-resource computing systems 
(known also as global computing or peer-to-peer computing) and cloud computing. A 
wide range of applications have been adopted to be executed in distributed 
environments, e.g., collaborative visualization of large scientific databases, financial 
modeling, bioinformatics, experimental data acquisition, earthquake simulation, 
medical data analysis, climate/weather modeling, astrophysics and many others [1-8]. 

In recent years, progress in IT sector causes production and collecting of huge 
amounts of data. It has become necessary to start looking for new efficient data 
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analysis methods. One of the most promising directions of that research is data 
mining, which is widely used in computer security (e.g. designing IDS/IPS), medicine 
(e.g. patient diagnosis), finance (e.g. credit approval), or trade.  

For practical reasons, it is usually impossible to gather large amounts of data in a 
single dataset. Therefore, many institutions are gathering data in separated facilities. 
Considering the need of developing distributed data analysis tools seems inevitable, 
one of the great advantages is that data mining methods can be, pretty easily, 
implemented in distributed computing systems. On the other hand, one should 
consider that distributed data mining incurs some serious difficulties like a privacy 
preserving problem. One of the most popular issues of data mining are pattern 
recognition methods, which are usually used for important and confidential data 
which cannot be subject to the risk of disclosure. Therefore, research connected with 
Secure Multi-party Computation is a necessity.  

In this paper we focus on the application of distributed computing systems to 
combined classifiers, so-called Multiple Classifier Systems (MCSs), which are one of 
the most promising directions of pattern recognition. They group methods, which 
exploit strengths of an ensemble of individual classifiers and allow improving 
accuracy or response time of the simple recognition methods. This can be achieved if 
we assume diversity in the sense that the individual classifiers have to be different. 
The difference can be understood in the meaning of different datasets, for example 
learning on the partitions of the original dataset, or even using a different recognition 
method for each of the individual classifiers. The classifier ensemble is a group of N 
elementary classifiers and each of them makes a decision about object classification. 
The final decision of the combined classifier is made on the basis of the mentioned 
above decisions by a fusing algorithm. Besides the aforementioned advantages of 
MCSs, they are also – in comparison to many other recognition algorithms – much 
easier to be implemented in distributed environments. For that reason, they can be 
used for databases which are partitioned, e.g., for privacy reasons. 

The main contributions of the paper are as follows. (i) Detailed discussion on 
Multiple Classifier Systems in the context of privacy requirements. (ii) Architecture 
of a decentralized distributed computing system dedicated for destined privacy-
preserving combined classifiers. (iii) Formulation of an ILP model of the system. (iv) 
Extensive numerical experiments run to examine performance of the system in terms 
of several parameters describing the system. 

The remainder of the paper is organized in the following way. In the next section 
we present a review of recognition algorithms. Section 3 introduces the architecture of 
a distributed computing system and an ILP (Integer Linear Programming) model of 
the system. Section 4 reports results of numerical experiments. Finally, the last 
section concludes this work.  

2   Model of Combined Classification Task 

The pattern recognition groups together useful data analysis tools, which could be 
applied to several practical applications as computer network security, computer aided 
medical diagnosis or fraud detection to enumerate only a few. This approach tries to 
classify a given object to one of the predefined categories on the basis of selected 
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features. Usually mentioned above interconnection is trained on the basis of collected 
dataset or it is given by experienced experts in the form of a set of rules. There are 
numerous models of classifiers and methods how to train them [9]. In recent years the 
hybrid approaches like combined pattern recognition become more and more popular. 
One of the main reason why they are attractive from the practical point of view is that 
nowadays enterprises collect their data usually in distributed storages and combined 
classifiers are able to extract and use knowledge which is hidden is distributed 
databases [10, 11, 12]. 

Such an implementation of MCS seems incredibly tempting with its speed and 
computing capabilities, but it could be also very hazardous. In every distributed 
environment there is a big chance that the privacy of analyzed data can be 
compromised. During the last couple of years several researches have been made in 
the field of privacy-preserving data mining [13, 14]. Of course, also some specific 
studies are being made on secure multi-party computation [15]. 

2.1   Models of Multiple Classifier Systems 

The general idea of Multiple Classifier System is as follows. A simple classifier is 
replaced by a more sophisticated functional block, i.e., a single classifier is replaced 
by an ensemble of elementary classifiers and each of them is built on a separate 
dataset. The final decision of this ensemble is made by a fuser, which takes decisions 
made by simple classifiers into consideration. The idea of a Multiple Classifier 
System is depicted in Fig. 1. 

 

Fig. 1. Scheme of a Multiple Classifier System 

The main effort of Multiple Classifier Systems focuses on combining knowledge 
coming from the set of elementary classifiers. One of the greatest advantages of 
MCSs is that each individual classifier can be computed independently e.g., in a 
separated node of a computing network, which makes them very easy to be 
implemented in distributed computing environment. Another motivation to use MCSs 
is the possibility for improving classification accuracy or response time by using 
partitions of the original dataset for the individual classifiers. It is proven that using 
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combined classifiers can give smaller classification error than the best of the 
individual algorithms [10]. It also avoids choosing the worst classifier from the pool 
of available elementary classifiers. 

There are several methods of combining elementary classifiers. The first group 
consists of methods for classifier fusion at the level of their responses [16]. The 
second one, gathers classifier fusion methods based on discriminant analysis, 
especially the posterior probability estimators, associated with probabilistic models of 
a given pattern recognition task [17-18].  

In this paper we are going to focus on majority voting, which is a traditional 
representative for the group of algorithms making fusion of classifiers on the level of 
their discrete outputs - decisions. Majority voting is a simple yet effective method. It 
gives us also a possibility to easily extend the system with a weighted voting method in 
the future. However, as yet, researches have not shown much classification efficiency 
improvement coming from replacing majority voting by weighted voting [10]. 

There is also another group of methods, which make the classifier fusion at the 
level of their responses. In this group, the decision is formed by the classifier fusion 
on the level of their continuous outputs – support functions, the main form of which 
are the posterior probability estimators, referring to the probabilistic model of a 
pattern recognition task [18]. The aggregating methods, which do not require 
learning, perform fusion with the help of simple operators, such as the maximum, 
minimum, mean or product, but they are typically relevant in specific, clearly defined 
conditions [19]. However, we shall not turn our interest onto this group of methods 
for the reasons, which will be presented in the following subsection. 

2.2   Secure Multi-party Computation 

One of the most important issues in the field of distributed pattern recognition is the 
case of privacy preserving. There are many situations where many sides want to 
receive knowledge from the entire data set without compromising the privacy of the 
individual data sets within the different participants. 

According to [13], the key to the definition of privacy in the context of distributed 
data mining is that nothing is learned beyond what is inherent in the result. Basing on 
that, we can also assume that the less redundant information comes with the result the 
better.  

Let us consider a hypothetical distributed medical diagnosis environment 
comprised of V medical institutions. Each of them holds a computing node with one 
or more individual classifiers. The database is horizontally partitioned between all of 
the institutions. Each of the classifiers is connected with a database (there can be one 
per institution or more, e.g., a specific DB for each of the institutions units). 
Databases contain personal medical data, which obviously are confidential. The goal 
is to allow other fellow participants (medical institutions) to use knowledge gathered 
in databases for diagnosis of their own patients without compromising any specific 
data from it. After gathering answers from the computing nodes, client (one of the 
medical institutions) combines them using a chosen fuser. 

The selection of the combining algorithm is very relevant. We decided that simple 
majority voting will be a good choice. This is a good moment to present the reasons 
for such a selection, mentioned in the previous subsection. As it was also mentioned, 
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minimizing the amount of information given by the result to as little as necessary is 
crucial. Majority voting needs only a straight answer from the elementary classifiers 
stating: “this object belongs to class i”. For example, if we choose a mean combiner 
we would need an answer containing posterior probabilities of the fact that object x 
belongs to class i. Such an answer can give a lot more information about how our 
database is constructed to an untrusted adversary when he e.g. intensively queries our 
computing node. This solution should provide quite a high level of privacy, which can 
be also improved by using some cryptographic solutions in order to secure the data 
during transport through the network. 

3   Optimization Model 

In this section we present an Integer Programming formulation of an optimization 
problem related to a decentralized distributed computing system designed for privacy-
preserving combined classifiers. There are R computational projects indexed 
r = 1,2,…,R. Each project denotes a database used by elementary classifiers. Each 
project is divided into units of the same size including a particular number of 
individual training samples. Let nr denote the number of uniform units in project 
r = 1,2,…,R. We assume that the distributed computing system contains V computing 
nodes indexed v = 1,2,…,V. Nodes are connected by a computer network (e.g., 
Internet). Each computing node represents a single machine or a cluster located in the 
same physical location. There is a limit on the maximum number of units that each 
node can store denoted by cv, i.e., the number of units of all possible projects assigned 
to node v can not exceed cv. This limit includes capacity constraints of each 
computing node related to storage space, link capacity and others. For each node we 
are given processing rate pv given in units/millisecond. This limit denotes the number 
of project units that node v can process in one millisecond. To make the model more 
realistic, we assume that each project can be split to maximum S computing nodes, 
i.e., the number of computing nodes involved in a computational project cannot 
exceed S. 

In the network, there is a set of demands (clients) indexed d = 1,2,…,D. Each client 
generates requests related to one (or more) of computational projects r and wants to 
receive the decision as fast as possible. Constant brd is 1, if demand d generates 
requests related to project r and 0 otherwise. It is assumed that each demand d knows, 
which computing nodes are involved in project r, if brd = 1. Note that this information 
is provided by a special indexing service for each requesting demand. Moreover, the 
assignment of computing nodes to projects is relatively stable. When the system is 
redesigned, i.e., the allocation of projects to computing nodes is changed, this 
information is delivered to all interested clients (demands). The request of demand d 
related to a particular project r is sent to each computing node involved in project r. 
We are given network delays between for each computing node v and each client d 
denoted as tvd and given in milliseconds. This delay can be estimated by special 
networking techniques, e.g., using the ICMP protocol.  

The objective of the optimization is to minimize the response time of the 
computing system, which includes (i) the overall time required to send all requests 
and replies through the network and (ii) the processing time. The main decision 
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variable is xrv that denotes the number of project r units located in node v. 
Consequently, the processing time of project r in node v is xrv / pv. Moreover, we 
introduce an auxiliary binary variable yrv which is 1, if at least one unit of project r is 
located at node v; 0 otherwise.  

  

Fig. 2. Model of a distributed computing system 

The workflow of the system is shown in Fig. 2. We assume that 3 computing nodes 
are involved in the considered computing project. Step 1 (number of steps are shown 
on the figure in circles) is issued by the client of demand d, which sends a query to 
each computing node v related the considered project. The delay of this operation is 
tvd for each computing node v. Subsequently, each computing node processes the 
query (step 2) what takes xrv / pv  and returns to the client node the decision (step 3 
and delay tvd). When, the demand node collects all answers from computing nodes, it 
makes the final processing in a very small time which is a constant, so it is not 
considered in the model (step 4). Note that in our previous paper [20], we presented a 
similar model, however a central server processing all requests was assumed. In 
contrast, this work assumes that the computing system is decentralized and each client 
directly sends requests to computing nodes. 

Using variables xrv and yrv we can define zrvd = 2yrvtvd + xrv / pv  – the response time 
related to project r, computing node v and demand d. Notice that zrvd includes: (i) the 
network delay between the demand node d and computing node v (and in the opposite 
direction); (ii) processing time required in node v and project r. The overall decision 
time related to demand d and project r (considering requests to all computing nodes 
participated in project r) denoted as zrd is defined as the maximum value of zrvd over 
all nodes v = 1,2,…,V. This follows from the fact that the final decision can be made 
only when the client collects all responses. The objective is to minimize the maximum 
response time of the computing system – denoted as z. We take into account all 
projects and demands, i.e., we want to minimize the maximum value of zrd over all 
r = 1,2,…,R and d = 1,2,…,D. Note that in this work we do not address the problems 
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of tasks’ scheduling. We make an assumption that the computing system is 
dimensioned accordingly to the predicted load. More precisely, each arriving request 
is processed almost immediately without the need to queue the request. Thus, the 
system objective (maximum response time) does not include any queuing delay. This 
can be achieved by parallel processing of requests and overprovisioning of processing 
units at each computing node according to forecasted arrival rate of requests. 
However, resources related to storage capacity of each node are included in the 
model, since databases used in privacy-preserving combined classifiers methods in 
many cases are of large size. 

To formulate the ILP model we use notation as in [21]. 
 

Indices 
v = 1,2,…,V computing (processing) nodes  
d = 1,2,…,D demands (clients). 
r = 1,2,…,R projects 

Constants 
cv capacity of node v  
pv processing rate of node v - the number of units that v can process in 1 ms 
tvd network delay between computing node v and end node of demand d (ms) 
brd  =1, if demand d generates requests related to project r; 0, otherwise 
nr size of the project r (number of database units) 
S split, i.e., the maximum number of computing nodes involved in one project 
M large number 

Variables 
xrv the part of project r (number of units) located on node v (integer)  
yrv  =1, if the part of project r is located on node v; 0, otherwise (binary) 
zrvd overall response time related to project r, computing node v and demand d 
zrd decision time for project r and demand v 
z maximum response time of the system 

 
Objective 
It is to find allocation of computational projects to computing nodes satisfying the 
node capacity, split value and minimizing the maximum response time: 

F = z. (1) 

 
Constraints 
a)  All units of each project r = 1,2,…,R must be allocated for processing to 
computing nodes: 

∑v xrv = nr (2) 

for each r = 1,2,…,R. 
b)  The number of units assigned to computing node v cannot exceed the node 

capacity: 

∑r xrv ≤ cv (3) 

for each v = 1,2,…,V. 
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c)  Binary variable yrv (denoting if node v is used to process project r) is 1, only if 
at least one unit of project r is assigned to node v (xrv > 0) and 0 otherwise (xrv = 0): 

yrv ≤ xrv (4) 

xrv ≤ Myrv (5) 

for each r = 1,2,…,R, v = 1,2,…,V. 
d)  The number of computing nodes involved in every project r cannot exceed the 

split S: 

∑v yrv ≤ S (6) 

for each r = 1,2,…,R. 
e)  Definition of zrvd denoting the response time related to project r, computing 

node v and demand d in the case when demand d participates in project r (brd = 1) 

zrvd = 2yrvtvd + xrv / pv (7) 

for each r = 1,2,…,R, v = 1,2,…,V, d = 1,2,…,D, brd = 1. 
f)  If demand d does not participate in project r (brd = 0), then zrvd must be 0: 

zrvd = 0 (8) 

for each r = 1,2,…,R, v = 1,2,…,V, d = 1,2,…,D, brd = 0. 
g)  Definition of zrd denoting the overall response time related to project r, and 

demand d: 

zrvd ≤ zrd    (9) 

for each r = 1,2,…,R, v = 1,2,…,V, d = 1,2,…,D. 
h)  Definition of z denoting the overall maximum response time: 

zrd ≤ z (10) 

for each r = 1,2,…,R, d = 1,2,…,D. 
The presented model (1)-(10) is strongly NP-hard problems since it is equivalent to 

the Multidimensional Knapsack Problem [22]. Note that the problem (1)-(10) is 
constructed in the context of Multiple Classifier Systems, however it can be applied to 
model a wide range of computational tasks that can be processed in a distributed 
manner.  

4   Results 

In this section we report results of numerical experiments. Since the optimization 
model formulated in the previous section belongs to a class of ILPs (Integer Linear 
Programs), we applied branch-and-cut algorithm included in CPLEX 11.0 solver [23]. 
All results reported below are optimal. Note that to obtain these optimal results, in 
reasonable time, relatively small problem instances were examined.  

The first goal of experiments was to evaluate influence of the split S. Recall that 
the split value denotes the maximum number of computing nodes involved in one 
project. The value of the split should be a tradeoff between two requirements: 
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minimization of the maximum response time and management issues. Notice that if 
the split has a relatively small value, each project can be split to few computing nodes 
what increases the response time. However, management of such projects is simpler. 
In a case when the split is increased, the response time should be lowered, but the 
management of the project becomes more challenging. To make numerical 
experiments several sets of input data were randomly generated. The computing 
system includes 10 nodes and is described by randomly selected parameters: cv 
denoting the capacity of node v (in range 200-400) and pv denoting the processing rate 
of node v (in range 0.2-0.5). Each project set contains 10 computational projects – the 
project size (parameter nr) was chosen at random in range 100-300. Finally, each 
demand set includes 100 demands (clients) with the following parameters selected at 
random. Parameter tvd denoting network delay between computing node v and end 
node of demand d is in range 10-200. There are two scenarios related to parameter brd, 
i.e., in scenario A each demand is connected to only one project, in scenario B each 
demand is assigned on average to 25% existing projects. 

Figs 3 and 4 show the maximum response time as a function of the split value for 
scenarios A and B, respectively. Each figure includes three curves showing 
performance of three selected tests. The results are in harmony with our intuition, i.e., 
increasing of the split leads to reduction of the maximum response time. However, the 
largest gain is between S = 1 and S = 2. Starting from S = 6, the reduction is declining.  
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Fig. 3. Maximum response time as a function of split – scenario A 

Fig. 5 reports the average execution time of CPLEX (MIP solver) required to solve 
the model in optimal way. All experiments were made on a PC with Intel Dual Core 
Processor T7500, 2.2 GHz, 3GB RAM, Windows Vista. Each presented curve relates 
to one of considered simulation scenarios. We can easily notice that the in the case of 
S = 2 the execution time is the smallest (about 22 seconds). For larger values of the 
split, the solution time grows, however the detailed performance depends on  
the scenario. This can be explained by the fact that increasing of the split increases the 
solution space and consequently the branch-and-cut method implemented in the 
CPLEX solver becomes less efficient.  
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Fig. 4. Maximum response time as a function of split – scenario B 
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Fig. 5. CPLEX average execution time as a function of split 

In the second experiment we examined how the objective function (maximum 
response time) depends on the number of computing nodes available in the computing 
system. The project set contains 10 projects (parameter nr denoting the size is in the 
range 100-300). The demand set includes 30 clients and each client is assigned on 
average to 25% existing projects. Moreover, in tests we used 10 various computing 
systems including from 6 to 15 nodes with parameters randomly selected in the same 
ranges as in the previous case. In Fig. 6 we present six curves related to different 
values of the split parameter. Note that S = max means that for a given computing 
system (axis x), we select the maximum possible split, e.g., in the case of 15 nodes, 
S = 15. The main lesson learned from Fig. 6 is that, whatever the split value is, the 
response time decreases with the size of the computing system (number of nodes). 
However, the largest gain is observed in cases of S = 1 and S = max. In the former 
case the difference between a system including 6 nodes and a system with 15 nodes is 
12.23%. In the latter case (S = max) the corresponding value is 14.20%. For other 
values of the split, the difference between 6 and 15 nodes is always below 7%. 
Consequently, we can conclude that the performance of the considered computing 
system defined as the maximum response time does significantly depend on the 
computing system size.  
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Fig. 6. Maximum response time as a function of number of nodes and split 

The next goal of simulations was to verify if the system capacity influences the 
considered performance metric. The system capacity is defined as ∑v cv (sum of nodes’ 
capacity). We examine the system capacity in relation to overall project demand defined 
as ∑r nr (sum of all projects’ size). As in previous cases, we generated at random 
computing systems including 6 nodes, project sets containing 6 projects and a demand set 
including 30 clients connected to a one randomly selected project. In the first experiment, 
we fixed the overall project demand and tested 10 sets of nodes with different values of 
the system capacity. The ratio (system capacity)/(overall project size) was in range 
100%-103%. Fig. 7 reports the maximum response time as a function of this ratio. We 
present three curves representing various values of the split.  
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Fig. 7. Maximum response time as a function of (system capacity)/(overall project size) ratio 
and split 

In the next experiment (Fig. 8) we considered a reversed situation, i.e., the system 
capacity was fixed and we changed the overall project size. In this case the (overall 
project size)/(system capacity) ratio was in range 95%-100%. The general trend 
observable on both figures is that the maximum response time of the system is not 
sensitive to the system capacity, i.e., increasing of the system capacity to enable more 
flexible allocation of projects to computing nodes does not have a strong influence on 
the maximum response time. 
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Fig. 8. Maximum response time as a function of (overall project size)/(system capacity) ratio 
and split. 

In the last experiment, we focused on the parameter brd, which denotes if demand d 
generates requests to project r. We tested computing systems with 8 nodes, 8 projects 
and 50 demands (with randomly selected values of parameters using the same ranges 
as above). Values of brd parameter were selected to obtain the demand/project ratio in 
range 10%-100%. Notice that demand/project ratio equals to 10% means that on 
average each demand is assigned to 10% of existing projects. In Fig. 9 we report the 
maximum response time as a function of demand/project ratio and split. We can 
observe that with the increase of the demand/project ratio, the maximum response 
time slowly grows when S > 8. However, the difference between 10% and 100% is 
only about 6%.  
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Fig. 9. Maximum response time as a function of demands/projects ratio and split 

5   Concluding Remarks 

In this paper we focused on the decentralized distributed computing system modeling. 
We introduced a simple and intuitive solution for preserving privacy in a Multiple 
Classifier System. It guarantees that the analyzed data are stored and computed in 
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secure isolation from the untrusted adversaries, which can only obtain knowledge 
about the result of the computation, and not about the shape of the database. Since the 
proposed distributed system is aimed to be applied in the context of combined 
classifiers, the objective was defined as the maximum response time. We have 
formulated an ILP model of the system, which was next used to obtain optimal results 
provided by the CPLEX solver. The properties of the computing system were 
extensively evaluated in terms of several parameters, including split, system size 
(number of computing nodes), system capacity, project size, demand/project ratio. 
The reported results show that the largest impact on the system performance (i.e., 
maximum response time) has the split factor. Other examined parameters (system 
size, system capacity, project size, demand/project ratio) do not significantly 
influence the maximum response time.  

In future work we would like to develop effective heuristic algorithms for the 
presented ILP model to obtain results for larger problem instances. Moreover, we plan 
to consider distributed computing systems with augmented reliability requirements, 
when the system is designed to protected operation against selected kinds of failures 
(e.g., computing node failure or network failure). 
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Abstract. This paper proposes an innovative combinational algorithm to 
improve the performance of multiclass problems. Because the more accurate 
classifier the better performance of classification, so researchers have been 
tended to improve the accuracies of classifiers. Although obtaining the more 
accurate classifier is often targeted, there is an alternative way to reach for it. 
Indeed one can use many inaccurate classifiers each of which is specialized for 
a few dataitems in the problem space and then s/he can consider their consensus 
vote as the classification. This paper proposes a new ensembles methodology 
that uses ensemble of classifiers as elements of ensemble. These ensembles of 
classifiers jointly work using majority weighted voting. The results of these 
ensembles are in weighted manner combined to decide the final vote of the 
classification. In empirical result, these weights in final classifier are 
determined with using a series of genetic algorithms. We evaluate the proposed 
framework on a very large scale Persian digit handwritten dataset and the 
results show effectiveness of the algorithm.  

Keywords: Genetic Algorithm, Optical Character Recognition, Pairwise 
Classifier, Multiclass Classification. 

1   Introduction 

In practice, there may be problems that one single classifier can not deliver a 
satisfactory performance [13]. In such situations, employing ensemble of classifying 
learners instead of single classifier can lead to a better learning [11]. Although 
obtaining the more accurate classifier is often targeted, there is an alternative way to 
obtain it. Indeed one can use many inaccurate classifiers each of which is specialized 
for a few dataitems in the problem space and then employ their consensus vote as the 
classification. This can lead to better performance due to reinforcement of the 
classifier in error-prone problem spaces.  

In General, it is ever-true sentence that "combining the diverse classifiers which 
are better than random results in a better classification performance" [5], [11] and 
[15]. Diversity is always considered as a very important concept in classifier 
ensemble methodology. It refers to being as much different as possible for a typical 
ensemble. Assume an example dataset with two classes. Indeed the diversity concept 
for an ensemble of two classifiers refers to the probability that they produce dissimilar 
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results for an arbitrary input sample. The diversity concept for an ensemble of three 
classifiers refers to the probability that one of them produces dissimilar result from 
the two others for an arbitrary input sample. It is worthy to mention that the diversity 
can converge to 0.5 and 0.66 in the ensembles of two and three classifiers 
respectively. Although reaching the more diverse ensemble of classifiers is generally 
handful, it is harmful in boundary limit. It is very important dilemma in classifier 
ensemble field: the ensemble of accurate-diverse classifiers can be the best. It means 
that although the more diverse classifiers, the better ensemble, it is provided that the 
classifiers are better than random.  

Evolutionary computations are considered universal optimizers or problem solvers. 
It is common to take it as an optimizer in large fields of science. The most well-
known of them is considered to be Genetic Algorithm (GA). John Holland first 
introduced GA [6]. 

GA like other machine learning algorithms is based loosely on mechanism of 
biological evolution. It is applied in the wide problem spaces [11] in two ways: their 
direct usage as classifiers [8], and their usage as optimizing tools for determining 
parameters of classifiers. In [2], the GA is used to find decision boundaries in feature 
space. Another application of the GA is optimization of parameters in classification 
process. Many researchers also use GA in feature subset selection [1], [4], [10], [14] 
and [16]. Combination of classifiers is another field that GA has a hand as an 
optimization tool. Indeed, GA has also been used for feature selection in classifier 
ensemble [9] and [12].  

An Artificial Neural Network (ANN) is a model which is to be configured to be 
able to produce the desired set of outputs, given an arbitrary set of inputs. An ANN 
generally composed of two basic elements: (a) neurons and (b) connections. Indeed 
each ANN is a set of neurons with some connections between them. From another 
perspective an ANN contains two distinct views: (a) topology and (b) learning. The 
topology of an ANN is about the existence or nonexistence of a connection. The 
learning in an ANN is to determine the strengths of the topology connections. One of 
the most representatives of ANNs is MultiLayer Perceptron. Various methods of 
setting the strength of connections in an MLP exist. One way is to set the weights 
explicitly, using a prior knowledge. Another way is to 'train' the MLP, feeding it by 
teaching patterns and then letting it change its weights according to some learning 
rule. In this paper the MLP is used as one of the base classifiers. 

Decision Tree (DT) is considered as one of the most versatile classifiers in the 
machine learning field. DT is considered as one of unstable classifiers. It means that it 
can converge to different solutions in successive trainings on same dataset with same 
initializations. It uses a tree-like graph or model of decisions. The kind of its 
knowledge representation is appropriate for experts to understand what it does [17]. 

Its intrinsic instability can be employed as a source of the diversity which is needed 
in classifier ensemble. The ensemble of a number of DTs is a well-known algorithm 
called Random Forest (RF) which is considered as one of the most powerful ensemble 
algorithms. The algorithm of RF was first developed by Breiman [3]. 

This paper proposes a framework to develop combinational classifiers. In this new 
paradigm, a multiclass classifier in addition to a few pairwise classifiers creates a 
classifier ensemble. At last, to produce final consensus vote, different votes (or 
outputs) are gathered, after that the weighted majority voting algorithm is employed 
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to aggregate them. The weights are determined by universal optimizer problem 
solvers like genetic algorithm. 

This paper focuses on Persian handwritten digit recognition (PHDR), especially 
Hoda dataset [7]. Although there are well works on PHDR, it is not rational to 
compare them with each other, because there was no standard dataset in the PHDR 
field until 2006 [7]. The contribution is only compared with those used the same 
dataset used in this paper, i.e. Hoda dataset. 

 

 

Fig. 1. The first training phase of the proposed method  

2   Proposed Algorithm 

The main idea behind the proposed method is to use a number of pairwise classifiers 
to reinforce the main classifier in error-prone regions of problem space. Figure 1 
depicts the training phase of the proposed method schematically. 

In the proposed algorithm, a multiclass classifier is first trained. Its duty is to 
obtain confusion matrix over validation set. Note that this classifier is trained over the 
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total train set. At next step, the pair-classes which are mostly confused with each 
other and are also mostly error-prone are detected. After that, a number of pairwise 
classifiers are employed to reinforce the drawbacks of the main classifier in those 
error-prone regions. A set of distinct classifiers is used for each class as an ensemble 
which is to learn that class. Considering the outputs of the main multiclass classifier 
and ones of the pairwise classifiers totally as a new space, GA is finally used to 
determine the weight of each classifier to vote in the ensemble. So, GA is run as many 
as the number of classes. It means GA is utilized as an aggregator in an ensemble 
detecting a class. Assume that the number of classes is denoted by c. So GA is run c 
times, each of them is denoted by GA1, GA2, ..., GAc. GAi means the running of GA 
to detect i-th class or equivalently (i-1)-th digit. 

2.1   Determining Erroneous Pair-Classes 

At the first step, a multiclass classifier is trained on all train data. Then, using results 
of this classifier on the evaluation data, confusion matrix is obtained. This matrix 
contains important information about the functionalities of classifiers in the dataset 
localities. The close and Error-Prone Pair-Classes (EPPS) can be detected using this 
matrix. Indeed, confusion matrix determines the between-class error distributions. 
Assume that this matrix is denoted by a. Item aij of this matrix determines how many 
instances of class cj have been misclassified as class ci.  

Table 1 shows the confusion matrix obtained from the base multiclass classifier. 
As you can see, digit 5 (or equivalently class 6) is incorrectly recognized as digit 0 
fifteen times (or equivalently class 1), and also digit 0 is incorrectly recognized as 
digit 5 fourteen times. It means 29 misclassifications have totally occurred in 
recognition of these two digits (classes). The mostly erroneous pair-classes are 
respectively (2, 3), (0, 5), (3, 4), (1, 4), (6, 9) and so on according to this matrix. 
Assume that the i-th mostly EPPC is denoted by EPPCi. So EPPC1 will be (2, 3). Also 
assume that the number of selected EPPC is denoted by k. 

2.2   Training of Pairwise Classifiers 

After determining the mostly erroneous pair-classes, or EPPCs, a set of m binary 
classifiers is to be trained to jointly, as an ensemble of binary classifiers, reinforce the 
main multiclass classifier in the region of each EPPC. So as it can be inferred, it is 
necessary to train k ensembles of m binary classifiers. Assume that the ensemble 
which is to reinforce the main multiclass classifier in the region of EPPCi is denoted 
by PWCi. Each binary classifier contained in PWCi, is trained over a bag of train data 
like RF. The bags of train data contain only b percept of the randomly selected of 
train data. It is worthy to be mentioned that pairwise classifiers which are to 
participate in PWCi are trained only on those instances which belongs to EPPCi. 
Assume that the j-th classifier binary classifier of PWCi is denoted by PWCi,j. 
Because there exists m classifiers in each of PWCi and also there exists k EPPC, so 
there will be k*m binary classifiers totally. For example in the Table 1 the EPPC  
(2, 3) can be considered as an erroneous pair-class. So a classifier is necessary to be 
trained for that EPPC using those dataitems of train data that belongs to class 2 or 
class 3. As mentioned before, this method is flexible, so we can add arbitrary number 
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of PWCi to the base primary classifiers. It is expected that the performance of the 
proposed framework outperforms the primary base classifier.  

It is worthy to note that the accuracies of PWCi,j can easily be approximated using 
the train set. Because PWCi,j is trained only on b percept of the train set with labels 
belong to EPPCi, provided that b is very small rate, then the accuracy of PWCi,j on the 
train set with labels belong to EPPCi can be considered as its approximated accuracy. 
Assume that the mentioned approximated accuracy of PWCi,j is denoted by Pi,j. 

It is important to note that each of PWCi acts as a binary classifier. As it mentioned 
each PWCi contains m binary classifiers with an accuracy vector, Pi. It means of these 
binary ensemble can take a decision with weighed sum algorithm illustrated in [9]. So 
we can combine their results according to weighs computed by the below equation. 
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where wi,j is the accuracy of j-th classifier in the i-th binary ensemble. It is proved that 
the weights obtained according to the equation 1 are optimal weights in theory. Now 
the two outputs of each PWCi are computed as equation2. 
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where x is a test data. 

2.3   Fusion of Pairwise Classifiers 

The last step of the proposed framework is to combine the results of the main 
multiclass classifier and those of PWCi. It is worthy to note that there are 2*k outputs 
from the binary ensembles plus c outputs of the main multiclass classifier. So the 
problem is to map a 2*k+c intermediate space to a c space each of which corresponds 
to a class. The results of all these classifiers are fed as inputs for the aggregators. Note 
that there are c aggregators, one per each class. The Output of aggregator i is the final 
joint output for class i. Here, the aggregation is done using a special weighting 
method. The problem here is how one can optimally determine these weights. In this 
paper, GA is employed to find these weights. 

Because of the capability of the GA in passing local optimums, it is expected that the 
accuracy of this method outperforms a simple MLP or unweighted ensemble. Figure 1 
along with Figure 2 and Figure 3 depicts the structure of the ensemble framework. 

As it is shown in Figure 2, in the proposed framework, the number of times that 
GA is invoked is equal to c, which is the number of digits (classes). This GA-based 
algorithm is overall illustrated by Figure 2. 

In fact, each GA creates an ensemble to detect one digit (class), by considering the 
2*k+c intermediate space obtained by the multiclass classifier plus the binary 
classifier ensembles as new feature space. Each GA uses one hyper-line in this new 
intermediate feature space, by assigning a weight to each dimension. The 
chromosome representation of GAi is a vector of real numbers. The function of GAi is 
calculated as equation 3. 
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Fig. 2. The second training phase of the proposed method based on GA  
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and ValSet in equation 4 is validation set. In the equation 4, BinOuts is the weighted 
sum of the outputs of the binary ensembles, given an input sample x, which is 
computed as equation 6, and MultiOuts is the weighted sum of the outputs of the main 
multiclass classifier, given an input sample x.  
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where s is computed as equation 7. 
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and MultiOuts is also computed as equation 8: 
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Indeed GAi try to better discriminate the class i from other classes. Finally, the most 
voted class is selected as final decision of the framework as depicted in the Figure3. 
This is simply done using a max function as it is obvious from the Figure 3. It means 
that the final decision is taken by equation 9. 

),(maxarg)( i
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3   Experimental Results 

This section evaluates the results of applying the proposed framework on a Persian 
handwritten digit dataset named Hoda [7]. This dataset contains 102,364 instances of 
digits 0-9. Dataset is divided into 3 parts: train, evaluation and test sets. Train set 
contains 60,000 instances. Evaluation and test datasets are contained 20,000 and 
22,364 instances. The 106 features from each of them have been extracted which are 
described in [7]. Some instances of this dataset are depicted in Figure 4. 

3.1   Parameter Setting 

In this paper, MLP and DT are used as base primary classifier. We use an MLPs with 
2 hidden layers including respectively 10 and 5 neurons in the hidden layer 1 and 2, as 
the base Multiclass classifier. Confusion matrix is obtained from its output. Also DT’s 
measure of decision is taken as Gini measure. The classifiers’ parameters are kept 
fixed during all of their experiments. It is important to take a note that all classifiers in 
the algorithm are kept unchanged. It means that all classifiers are considered as MLP 
in the first experiments. After that the same experiments are taken by substituting all 
MLPs whit DTs. 

The parameter k is set to 11. So, the number of pairwise ensembles of binary 
classifiers added equals to 11 in the experiments. The parameter m is also set to 9. So, 
the number of binary classifiers per each EPPC equals to 9 in the experiments. It 
means that 99 binary classifiers are trained for the pair-classes that have considerable 
error rates. Assume that the error number of each pair-class is available. For choosing 
the most erroneous pair-classes, it is sufficient to sort error numbers of pair-classes. 
Then we can select an arbitrary number of them. This arbitrary number can be 
determined by try and error which it is set to 11 in the experiments.  
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Fig. 3. Test phase of the proposed method based on GA  

 

Fig. 4. Some instances of Persian OCR data set, with different qualities 
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As mentioned 9*11=110 pairwise classifiers are added to main multiclass 
classifier. As the parameter b is selected 20, so each of these classifiers is trained on 
only b precepts of corresponding train data. It means each of them is trained over 20 
percept of the train set with the corresponding classes. The cardinality of this set is 
calculated by equation 10. 

240010/2.0*2*60000/*2* === cbtrainCar  (10) 

It means that each binary classifier is trained on 2400 datapoints with 2 class labels. 

Table 1.  Unsoft confusion matrix pertaining to the Persian handwritten OCR using an MLP  

 0 1 2 3 4 5 6 7 8 9 

0 969 0 0 4 1 14 2 0 0 1 

1 4 992 1 0 2 4 1 1 1 15 

2 1 1 974 18 9 1 4 4 0 1 

3 0 0 13 957 12 0 3 2 0 1 

4 5 0 3 17 973 3 2 2 0 3 

5 15 0 0 0 0 977 1 0 0 0 

6 2 6 2 1 3 0 974 5 1 3 

7 3 0 3 1 0 1 1 986 0 0 

8 0 1 0 1 0 0 2 0 995 0 

9 1 0 4 1 0 0 10 0 3 976 

 
 

The results of primary multiclass classifier and those of pairwise binary classifier 
ensembles are given to 10 GAs as inputs. Therefore, each chromosome contains 32 
(22 for outputs of pairwise classifiers ensemble and a more 10 for outputs of the 
primary multiclass classifier) genes per each class. The number of GAs equals to the 
number of labels. Gaussian and Scattered operators are respectively used for mutation 
and recombination. Also, population size is 500. Pmut is set to 0.01 and the mutation is 
considered bitwise. Pcrossover is set to 0.8.  

Termination condition is passing of 200 generations. Fitness function for GA is as 
mentioned in equation 3. The output of each GA is certainty of GA to select its 
corresponding class. Max function selects the most certain decision as final joint 
decision. Table 2 shows the accuracies of the different methods. 

Table 2.  Accuracies of different settings of the proposed framework 

Methods Ensemble of DTs Ensemble of MLPs 
A simple multiclass classifier 96.57 97.83 

Weighed fusion with GA 98.99 99.04 
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4   Conclusion 

In this paper, a new method is proposed to improve the performance of multiclass 
classification system. An arbitrary number of binary classifiers are added to main 
classifier to increase its accuracy. Then results of all these classifier are given to a set 
of GAs. The final results can competently obtain by certain weighting approach. 

Usage of confusion matrix make proposed method a flexible one. The number of 
all possible pairwise classifiers is c*(c-1)/2 that it is O(c^2). Using this method 
without giving up a considerable accuracy, we decrease its order to O(1). This feature 
of our proposed method makes it applicable for problems with a large number of 
classes. The experiments show the effectiveness of this method. Also we reached to 
very good results in Persian handwritten digit recognition. 
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Abstract. Today, as the scale of network grows up, a standalone NIDS
with only one intrusion detection node is not enough to inspect all traffic.
One of the most widely considered solutions to address this problem is
to configure parallel NIDS in which multiple intrusion detection nodes
work together. A load balancing mechanism enables this configuration
by distributing traffic load to several nodes. In the frequently chang-
ing environment of today’s network, it is an important issue for load
balancing mechanism to distributing traffic equally to each node. Mean-
while, several studies have been made on the load balancing scheme, but
they do not satisfy the requirements of load balancing for parallel NIDS.
Thus we proposed HLPN (Hash-based Load balancing scheme suitable
for Parallel NIDS) which satisfies these requirements. As a result of the
performance evaluation, HLPN represented 58% better performance in
terms of the fairness of the traffic distribution than static hash-based
scheme, and gave almost equal, or rather better, performance to that of
DHFV.

Keywords: NIDS; Load Balancing; Hash-based Load balancing.

1 Introduction

Over the past years, information technology has been developed rapidly. So
national or industrial major facilities increasingly rely on computing systems
to produce, process, and preserve information. But side effects such as threats
against secret information and stability of information processing systems also
have been increased. This situation has become remarkably worse since comput-
ing systems have been connected each other through network.

A Network Intrusion Detection System (NIDS) is a system for preventing net-
work of limited size from various threats. The researches for NIDS have been
progressed since 1990s, and this system has been one of the most important
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equipment for providing security when organizing local network in one’s com-
pany. An NIDS detects attacks arising from inside, as well as outside of network
by monitoring and analysing network traffic.

Recently, the advance in computing performance of network equipments,
transfer rate of transmission media network and so on, enabled high-speed
and large-scale data transmission. So several studies have been made on de-
sign of NIDS in future network environment, and they include NetSTAT[6],
EMERALD[7], Prelude[8]. In large-scale network, a standalone NIDS with only
one detecting node is not enough to inspect all traffic for detecting attack. One
of the most widely considered schemes to solve this problem is to configure par-
allel NIDS in which multiple detecting nodes work together. In parallel NIDS,
incoming traffic should be divided into manageable size and distributed to mul-
tiple network intrusion detection nodes through load balancing mechanism. Fur-
thermore, because all major NIDSs keep significant per-flow state to facilitate
reassembling TCP byte streams, it is necessary for load balancing in parallel
NIDS to preserve flows to each detecting node.

Flow based load balancing scheme is one of the load balancing scheme. In
this scheme, the flow groups to be forwarded toward each node are determined,
and traffics are distributed based on these groups. One of the most powerful
schemes for flow based load balancing is hash based load balancing. SPANIDS[1],
DHFV[2] are such hash based schemes which are our primary concern. They
are efficient method for general distributed system in network, but have some
problems to be implemented in parallel NIDS system. In this paper, we present
HLPN which solves these problems and show performance evaluation of our
proposed system.

This paper is organized as follows. The chapter 2 introduces hash based load
balancing scheme and related researches, and describe about the problems of
the proposed schemes. In this chapter, we also describe about characteristics of
network traffic which have been used for our scheme. The chapter 3 presents
essential mechanism of HLPN. The chapter 4 shows performance evaluation of
HLPN. Finally, we conclude this paper in the chapter 4.

2 Related Work

2.1 Hash Based Load Balancing Scheme

As mentioned in previous chapter, hash based load balancing is powerful scheme
for flow based load balancing. In this scheme, a load balancer has a lookup table
in which each entry has mapping information between hash bin value and node
ID number. For an incoming packet, a flow is identified by IP address pair and
port number pair of source and destination. A hash bin value is generated by
hashing this flow identification information. A node ID number indicates the
NIDS node to which the flow identified by a hash bin value will be delivered.
Hash based approach for load balancing is appropriate for flow based distribution
because of two reasons. One is that a hash bin identifies a group of flows, and
the other one is that hash value for arbitrary input is almost equally distributed.
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Fig. 1. Static hash based load balancing scheme

Fig. 1 introduces how hash based load balancing works. There are two kind of
hash based load balancing which are static and dynamic hash based scheme. In
static scheme, if lookup table entries are once generated, they are never changed.
So breaking flow streams never occurs, but also, controlling flow is never avail-
able. However in dynamic scheme, the values inside of lookup table entries can be
changed so that mapping between hash bin values and NIDS nodes to be altered.
It means that if traffic loads are unbalanced between nodes, the dynamic scheme
can control the traffics to be balanced in some measure. We will call the changing
the mapping between hash bin values and NIDS nodes as rearrangement[1].

2.2 Related Studies of Dynamic Hash Based Load Balancing
Scheme

SPANIDS is an architecture for parallel NIDS designed in 2005. SPANIDS uses
a dynamic hash-based packet distribution scheme to address the challenges of a
high-speed distributed NIDS. The rearrangement of lookup table occurs when
an NIDS node issues flow control message to the load balancer when the input
buffer of the node reaches a certain threshold. The hash table size scales in
powers of two, proportional to the number of nodes[1].

Dynamic hashing with flow volume (DHFV) is one of the dynamic hash based
load balancing scheme that uses flow volume for rearrangement. Flow volume of
each flow is calculated by sum up the size of incoming packet which is available
to get from the packet header[2].

Fig. 2 describes how the DHFV algorithm works. In the DHFV scheme, hash
table size is set to be large enough to identify each active flow by unique bin
value. Load balancing system observes outgoing buffer of each sublinks to node
at every fixed period and check if there are buffers reached to a certain threshold.
When overloaded buffers are found, it sorts the flows by volume size and get a
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Fig. 2. Load balancing algorithm of DHFV

flow which has largest volume. Then reassigns the chosen flow to the node that
shows minimum occupancy rate of buffer.

2.3 Problems of Existing Load Balancing Schemes When Applied
in Parallel NIDS

Distributing packets using the schemes we’ve introduced has some problems
when applied in parallel NIDS. Static hash based scheme is the best choice if
we consider only accuracy in intrusion detection with unbroken flow. However,
it cannot address load fluctuation at all. SPANIDS and DHFV perform rear-
rangement in lookup table to manage the situation when traffics are poorly
distributed. However, their rearranging algorithm cannot prevent breaking flow
streams. SPANIDS has so few number of hash bins, therefore a hash bin indi-
cates so many flows. Thus if a rearrangement occurs, the direction of lots of flow
streams are changed. In DHFV algorithm, the flow of largest volume is reas-
signed to other node when the outgoing buffer to a node reached to a certain
threshold. Because the possibility of sustaining its flow stream grows when the
flow volume size gets larger, It could be said that DHFV algorithm also changes
the direction of flow streams.

In this paper, we present the system which provides the mechanism to rear-
range the mapping table without breaking flow maintenance. In our proposed
scheme, packets are distributed by preceded calculation that considers various
aspects of network traffic and each node.
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2.4 The Properties of Network Traffic Considerable for Load
Balancing in NIDS

In 2001, the principle properties of network traffic was organized by Carey
Williamson[3]. He analyzed Internet traffic and deduced some general properties
of network traffic. Of course, it has been nearly 10 years since his study was
published, but the result still be applicable because the main protocols used in
communication in network are not changed at all. The properties of network
traffic considerable for load balancing in NIDS are as follows:

1. Packet sizes are bimodally distributed. Approximately 50% of packets in
network traffic have the size of Maximum Transmission Unit (MTU). On
the other hand, nearly 40% them have the Minimum size, because TCP
acknowledgment packets are frequently generated and transmitted.

2. Packet traffic is non-uniformly distributed. The source and destination ad-
dresses in packets are highly non-uniformly distributed. It means that the
communicating frequency of each host in the Internet is greatly different
each other.

3. Network traffic exhibits ”locality” properties. In a short period, packets be-
longs to a flow tend to be sustainedly flowed if the volume of them is near
to the size of MTU.

3 Proposed Load Balancing Scheme

In this chapter, we present our proposed load balancing system. First of all,
we will introduce overall structure of load balancing system, and then describe
principle mechanism. We will also show an example scenario at the last of this
chapter.

Fig. 3 shows the overall structure of our proposed load balancing system. The
structure was designed based on Gero Dittman’s load balancer, adding table
rearrangement unit which performs calculations for rearrangement at every fixed
period[4].

Traffic distribution unit extracts flow identification information from incoming
packet and get a hash value of it. Then the node to which the packet should be
forwarded is decided by searching the lookup table.

Table rearrangement unit operates as a independent unit, seperated from the
traffic distribution unit. It receives packet size, flow identification information
and its hash value as input from the traffic distribution unit. With these values,
it performs calculation that we will describe in detail later and updates lookup
table at each fixed period.

As shown in Fig. 4 below, there are three types of period for our proposed
scheme. Period for observation is only for simulation, in which the traffic volume
for each NIDS node is calculated and shown as simulation result. In every period
for rearrangement, table rearrangement unit performs calculation for learning
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Fig. 3. The structure of load balancer

Fig. 4. Three types of period for proposed scheme

exact amount of traffic forwarded to each NIDS node during this period. Pe-
riod for calculating likelihood of flow sustenance means the period in which the
possibility of each flow’s maintenance is judged by its volume size.

Table 1 shows terminologies and variables used for explaining operating mech-
anism of the table rearrangement unit. The table rearrangement unit get each
flow fi ’s volume by adding packet size indicated in IP header, for two different
periods. One is si, that is the flow volume measured during comparatively short
period Ps, and it is used for considering temporal locality of a flow. The other
is li, that is the flow volume measured during comparatively long period Pl (=
t · Ps) and it is used for sum up the amount of data forwarded to each node
during fixed period.
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Table 1. Terms and Variables

Term/Variable Description

N The number of NIDS nodes
m The range of hash values (The hash values are distributed

from 0 to m − 1)
fi Flow i

nodei Node i
Pob Observation period
Ps Short period (Period for calculating likelihood of flow sustenance)
Pl Long period (Rearrangement period)
t Pl is an integer multiple of Ps (Pl = t · Ps)
li Long period flow volume of fi

lnode(i) Sum of all flows belong to nodei

lall Sum of all lnode0 ∼ lnode(N−1)

si Short period flow volume of fi

Wnode(i) Weight value that represents the relative performance of nodei

Tnode(i) Weight value that represents the relative amount of traffic
forwarded to nodei

W Sum of all Wnode0 ∼ Wnode(N−1) or Sum of all Tnode0 ∼ Tnode(N−1)

Table update occurs at the end of every period Pl, and just before that, the
calculation proceeds as follows. First of all, get lnode(j) by adding up all the li
s of each node. Then the traffic proportion Tnode(i) of each node is calculated
using lnode0 ∼ lnode(N−1) and lall. For each node, Tnode(i) is compared Wnode(i)

and if Tnode(i) is greater than Wnode(i), suitable amount of flows mapped to the
node are rearranged to the node in which Tnode(i) is smaller than Wnode(i). Each
flow’s si is used for deciding what flows should be rearranged.

As mentioned in earlier chapter, Internet traffic has some temporal locality.
Thus, if the period is short enough, as the flow volume measured in one period
is longer, the possibility of maintaining the flow with similar size is higher. It
means that, to accomplish flow based distribution, it is better to rearrange the
flows that have shorter flow volume if a rearrangement is necessary. Therefore
in our scheme, all flows in each node are sorted by si and the flows that have
minimum si are decided to be rearranged.

Finally, the mapping between each flow and node is completely decided by
some calculation that using li of each flow to be rearranged and difference be-
tween Wnode(i), Tnode(i) of each node. The overall rearrangement algorithm which
should be implemented at the end of every period Pl is described below in detail.

Fig. 5 shows an example scenario of operation implemented in table rear-
rangement unit. In this example, we suppose that the number of NIDS nodes N
is 4, the entire weight value for the system performance W is 20, and Wnode0,
Wnode1 for the node0, node1 are same as 5.
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Rearrangement Algorithm

for i = 0 to m - 1
l_all += l[i]

unit_w = round(l_all/w)

for i = 0 to N - 1
for all flow j s in node i

l_node[i] += l[j]
T_node[i] = round(l_node[i]/unit_w)
if T_node[i] - W_node[i] > 1

E_node[i] = 0, l_sum = 0, j = 0
sort flows in node i with s[] by ascending order and

insert them into fsorted[]
while l_sum < ( l_node[i] - W_node[i] * unit_w)

l_sum += l[fsorted[j]]
insert fsorted[j] into queue
j++

else if T_node[i] - W_node[i] < -1
E_node[i] = W_node[i] * unit_w - l_node[i]

else E_node[i] = 0

while queue is empty
dequeue flow j from queue
for i = 0 to N - 1

if E_node[i] > l[j]
rearrange flow j to node i
E_node[i] -= l[j]

On the upper side in Fig. 5, there exists li and si values for each flow calculated
during certain period. We suppose that lnode0 is 550, lnode1 is 200 and lall is
1600. Then the system can learn that the proportion of traffic forwarded to
node0 is higher than the value of Wnode0/W and to node1 is lower than the
value of Wnode0/W . Therefore the flows belong to node0 are sorted by si value
and rearrangement occurs. The lower side in Fig. 5 shows the mapping status of
the flows and nodes after the rearrangement is done.

4 Performance Evaluation

In this chapter, we present performance evaluation of our proposed scheme.
The simulation was focused on distribution of traffic sizes forwarded to each
node at every observation period. We generated 1,000,000 packets, and the same
sequence of packets is used for simulating packet distribution with the schemes
which are static hash based scheme, DHFV and HLPN. We assume that there
are 4 NIDS nodes in parallel NIDS system, and each node has the same capacity
for performing intrusion detection.
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Fig. 5. Before & After rearrangement in certain period
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Fig. 6. Distribution of traffic loads by static hash-based scheme

Fig. 7. Distribution of traffic loads by DHFV scheme
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Fig. 8. Distribution of traffic loads by HLPN scheme

Fig. 9. Standard deviation of traffic loads for each node
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Fig. 6 - 8 illustrate the distribution of traffic loads for each node at every
observation period when implementing static hash-based scheme, DHFV and
HLPN. The simulation result shows that DHFV and HLPN distribute traffic
much more evenly than static hash-based scheme. It also says that HLPN has
similar performance to DHFV in terms of evenness of traffic distribution.

For the three schemes, we also calculated σ (standard deviation) value of
traffic volume for each node to numerically evaluate the fairness of the traffic
distribution, as shown in Fig. 9. In static hash-based scheme, the maximum σ
value was 1,098 and the minimum was 466. In DHFV and HLPN, the maximum
σ value was 611 and 633, and the minimum was 90 and 180, respectively. The
mean of σ was 791.79, 349.97 and 333.04 for hash-based scheme, DHFV and
HLPN respectively. This result states that HLPN gives significant improvement
of about 58% in terms of fairness of the traffic distribution, relative to the case
of implementing static hash based scheme. Meanwhile HLPN gives performance
almost equal to, or rather better than, that of DHFV in terms of fairness of the
traffic distribution.

5 Conclusion

In this paper, we proposed the load balancing system in which packets are dis-
tributed by preceded calculation that consider various aspects of network traffic
and each node’s performance. HLPN provides the mechanism to rearrange the
lookup table without breaking flow sustenance. Therefore, it is much more suit-
able for implementing in parallel NIDS than any other hash-based load balancing
methods. Moreover, as shown in performance evaluation, HLPN also gives 58%
better performance in terms of the fairness of the traffic distribution than static
hash-based scheme, and gives almost equal, or rather better, performance to that
of DHFV.

In the future work, we will perform various experiments on HLPN scheme
changing the number of NIDS nodes, the range of hash bin value, Ps, Pl, and
so on. From that, we will find appropriate values for variables mentioned above
in HLPN. After all, we expect that the HLPN would become more realistic and
sophisticated load balancing scheme suitable for parallel NIDS.
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Abstract. Very often symbolic regression, as addressed in Genetic Pro-
gramming (GP), is equivalent to approximate interpolation. This means
that, in general, GP algorithms try to fit the sample as better as pos-
sible but no notion of generalization error is considered. As a conse-
quence, overfitting, code-bloat and noisy data are problems which are
not satisfactorily solved under this approach. Motivated by this situa-
tion we review the problem of Symbolic Regression under the perspective
of Machine Learning, a well founded mathematical toolbox for predictive
learning. We perform empirical comparisons between classical statistical
methods (AIC and BIC) and methods based on Vapnik-Chrevonenkis
(VC) theory for regression problems under genetic training. Empirical
comparisons of the different methods suggest practical advantages of VC-
based model selection. We conclude that VC theory provides method-
ological framework for complexity control in Genetic Programming even
when its technical results seems not be directly applicable. As main prac-
tical advantage, precise penalty functions founded on the notion of gen-
eralization error are proposed for evolving GP-trees.

Keywords: Genetic Programming, Symbolic Regression, Inductive
Learning, Regression Model selection, genetic programming, symbolic
regression.

1 Introduction

In the last years Genetic Programming (GP) has been applied to a range of
complex learning problems, including that of symbolic regression in a variety
of fields like quantum computing, electronic design, sorting, searching, game
playing, etc. For dealing with these problems GP evolves a population composed
by symbolic expressions built from a set of functionals F = {f1, . . . , fk} and a set
of terminals T = {x1, . . . , c1, . . . , ct} (including the variables and the constants).
Once the functionals and the terminals have been selected, the regression task
can be thought as a supervised learning problem where the hypothesis class H
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is the tree structured search space described from the set of leaves T and the
set of nodes F . Analogously, the GP algorithm evolving symbolic expressions
representing the concepts of class H can be regarded as a supervised learning
algorithm that selects the best model inside the class H.

Regarding this consideration of GP as a supervised learning task, we use tools
from Statistical Learning Theory (SLT) ([10]) with the purpose of model selec-
tion in Genetic Programming. This point of view has been previously proposed
in [9] (see also [2]). In that works the core of Vapnik-Chervonenkys theory is
translated into the GP domain with the aim of addressing the code-bloat prob-
lem. A further development of this point of view, including some experimental
discussion, can be found in [7].

In the present paper we focus our attention on problems presenting noisy data.
We try to identify the shape of good penalty terms in order to minimize the error
of generalization, that is, the error over unseen points. Usually, analytic model
selection criteria like AIC (Akaike Information Criterium) and BIC (Bayesian
Information Criterium) estimate the generalization error as a function of the
empirical error with a penalization term related with some measure of model
complexity. Then this function is minimized in the class of concepts H. Since
most model selection criteria, in particular analytic model selection and Struc-
tural Risk Minimization based on VC theory, are based on certain assumptions,
mainly linearity and exact computation of the classification capacity of the class
of concepts H, it is important to perform empirical comparisons in order to un-
derstand their practical usefulness in settings when these assumptions may not
hold, which is the case of Genetic Programming.

The paper is organized as follows. Section 2 is devoted to present some useful
tools from statistical learning theory. Section 3 describes classical model selection
criteria (AIC and BIC) and the structural risk minimization approach with a
new measure of model complexity founded in VC analysis of GP. Section 4
describes the experimental setting and results. Finally, Section 5 contains some
conclusions.

2 Statistical Learning Theory

In the seventies the work by Vapnik and Chervonenkis ([12], [10], [11]) provided a
remarkable family of bounds relating the performance of a learning machine. The
Vapnik- Chervonenkis dimension (VC-dimension) is a measure of the capacity
of a family of functions (or learning machines) f ∈ H as classifiers.

In a binary classification problem, an instance x is classified by a label y ∈
{−1, 1}. Given a vector of n instances, (x1, . . . , xn), there are 2n possible clas-
sification tuples (y1, . . . , yn), with yi ∈ {−1, 1}. If for each classification tuple
(y1, . . . , yn) there is a classifier f ∈ H with f(xi) = yi, for 1 ≤ i ≤ n, we say
that (x1, . . . , xn) is shattered by the class H. The VC dimension of a class H is
defined as the maximum number of points that can be shattered by H. If VD
dimension is h this means that there exists at least some set of h points which
can be shattered. For instance, VC dimension of lines in the plane is 3, more
generally, VC dimension of hyperplanes in R

n is n + 1.
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In general, the error, ε(f), of a learning machine or classifier f is written as

ε(f) =
∫

Q(x, f ; y)dμ, (1)

where Q measures some notion of loss between f(x) and y, and μ is the distribu-
tion from which examples (x, y) are drawn to the learner, usually x is called the
instance and y the label. For example, for classification problems, the error of
misclassification is given taking Q(x, f ; y) = |y − f(x)|. Similarly, for regression
tasks one takes Q(x, f ; y) = (y−f(x))2 (mean square error). Many of the classic
applications of learning machines can be explained inside this formalism. The
starting point of statistical learning theory is that we might not know μ. At this
point one replace theoretical error ε(f) by empirical error that is estimated from
a finite sample {xi, yi)}n

i=1 as:

εn(f) =
1
n

n∑
i=1

Q(xi, f ; yi)). (2)

Now, the results by Vapnik state that the error ε(f) can be estimated indepen-
dent of the distribution of μ(x, y) due to the following formula.

ε(f) ≤ εn(f) +

√
h(log(2n/h) + 1) − log(η/4)

n
, (3)

where η is the probability that bound is violated and h is the VC dimension of
the family of classifiers H from which function f is selected. The second term
of the right hand side is called the VC confidence (as example, for h = 200,
n = 100000 and η = 0.95 the VC confidence is 0.12. While the existence of the
bounds in Equation 3 is impressive, very often these bounds remain meaningless.
For instance, V C dimension of the family of Support Vector Machines embedded
in m dimensions with polynomial kernels is infinite, however if we also bound the
degree of the polynomials, then VC dimension is finite and depends of dimension
m and degree d, indeed, it is bounded by (4ed)m. Note that this quantity grows
very quickly which again makes the bound in Equation 3 useless.

2.1 VC Dimension of GP

The VC dimension h depends on the class of classifiers, equivalently on a fully
specified learning machine. Hence, it does not make sense to calculate VC dimen-
sion for GP in general, however it makes sense if we choose a particular class of
computer programs as classifiers (i.e. a particular genotype). For the simplified
genotype that only uses algebraic analytic operators of bounded degree (poly-
nomials, square roots and, in general, power series with fractional exponents),
some chosen computer program structure and a bound on the non-scalar height
of the program, VC dimension remains polynomial in the non-scalar height of
the program and in the number of parameters of the learning machine.

To make clear the notion of non-scalar height it is enough to define the notion
of non-scalar (or non-linear) node. We say that a node of a GP -tree is non-scalar
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if it is not a linear combination of its sons. With this notion we can estate the
following general result whose proof is a refinement of the techniques introduced
in [6], but having into account that degree only increases at non-scalar nodes.

Theorem 1. Let Ck,n be the concept class whose elements are GP-trees Tk,n

having k +n terminals ( k constants and n real variables) and non-scalar height
h = h(k, n) . Assume that the GP-tree Tk,n has at most q analytic algebraic
nodes of degree bounded by D ≥ 2 and number of sons bounded by β. Then, the
VC dimension of Ck,n is in the class

O((log2D + log2 max{β, 2}) k(n + k + βq)2h2).

Hence, GP approach with analytic algebraic functionals, and ”short” pro-
grams (of height polynomial in the dimension of the space of events) has small
VC dimension. For a class of models H with finite complexity (for instance –in
the case of GP– trees with bounded size or height), the model can be chosen
minimizing the empirical error:

εn(f) =
1
n

n∑
i=1

Q(xi, f, yi) (4)

The problem of model selection –also called complexity control– arises when a
class of models consists of models of varying complexity (for instance –in the case
of Genetic Programming– trees with varying size or height). Then the problem
of regression estimation requires optimal selection of model complexity (i.e., the
size or the height) in addition to model estimation via minimization of empirical
risk as defined in Equation 4.

3 Penalty Functions

In general, analytical estimates of error (Equation 1) as a function of empirical
error (Equation 4) take one of the following forms:

ε(f) = εn(f).pen(h, n) (5)

ε(f) = εn(f) + pen(h/n, σ2), (6)

where f is the model, pen is called the penalization factor, h is the model com-
plexity, n is the size of the training set and σ, when used, is the standard deviation
of the additive noise (Equation 6).

The first two analytical estimates of error that we shall use in this work are
the following well known representative statistical methods:

– Akaike Information Criterium (AIC) which is as follows (see [1]):

ε(f) = εn(f) +
2h

n
σ2 (7)
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– Bayesian Information Criterium (BIC) (see [3]):

ε(f) = εn(f) + (ln n)
h

n
σ2 (8)

As it is described in [4], when using a linear estimator with parameters, one
first estimates the noise variance from the training data (xi, yi) as:

σ2 =
n

n − h

1
n

∑
1≤i≤n

(yi − ŷi)2 (9)

ŷi is the estimation of value yi by model f , i.e. ŷi = f(xi). Then one can use
Equation 9 in conjunction with AIC or BIC for each (fixed) model complexity.
The estimation of the model complexity h for both methods is the number of
free parameters of the model f.

The third model selection method used in this paper is based on the Structural
Risk Minimization (SRM) (see [10])

ε(f) = εn(f).

(
1 −

√
p − p ln p +

ln n

2n

)−1

, (10)

where p = h
n , and h stands for the Vapnik-Chervonenkis (VC) dimension as a

measure of model complexity. Note that under SRM approach, it is not neces-
sary to estimate noise variance. However an estimation of the VC dimension is
required.

3.1 The Genetic Programming Approach

The above model selection criteria are used in the framework of linear estimators
and the model complexity h, in this case, is the number of free parameters of
the model (for instance, in the familiar case where the models are polynomials,
h is the degree of the polynomial).

In our attempt to carry the above methods to GP, we will use GP-trees as the
evolving structures that represent symbolic expressions or models. The internal
nodes of every GP-tree are labeled by functionals from a set F = {f1, . . . , fk} and
the leaves of the GP-tree are labeled by terminals from T = {x1, . . . , c1, . . . , ct}.
As a GP-tree represents some symbolic expression f, we will use the equations
7, 8 and 10 as the different fitness functions for f in our study. For our GP
version of AIC and BIC we will maintain as model complexity the number of
free parameters of the model f represented by the tree. On the other hand, in
the case of SRM we will introduce a new estimator for the VC dimension of
GP-trees. This estimator consists in the number of non-scalar nodes of the tree,
that is, nodes which are not labeled with {+,−} operators. This is a measure
of the non-linearity of the considered model and can be seen as a generalization
of the notion of degree to the case of GP-trees. This notion is related with
the VC dimension of the set of models given by GP-trees using a bounded
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number of non-scalar operators. The exact relationship between non-scalar size
of a GP-tree (more generally, a computer program) and its VC dimension is
showed in Theorem 1 stated in Section 2. The recombination operators used are
the well known standard crossover and mutation operators for trees in Genetic
Programming (see [5]). Then an extensive experimentation has been done in
order to compare the performance of these three model selection criteria in the
Genetic Programming framework.

4 Experimentation

4.1 Experimental Settings

We consider instances of symbolic regression problem for our experimentation.
We have executed the algorithms over two groups of target functions. The
first group includes the following three functions that also were used in [4] for
experimentation:

Discontinuous piecewise polynomial function:

g1(x) = 4(x2(3 − 4x) x ∈ [0, 0.5]
g1(x) = (4/3)x(4x2 − 10x + 7) − 3/2 x ∈ (0.5, 0.75]
g1(x) = (16/3)x(x − 1)2 x ∈ (0.75, 1]]

(11)

Sine-square function:

g2(x) = sin2(2πx), x ∈ [0, 1] (12)

Two-dimensional sin function:

g3(x) =
sin

√
x2

1 + x2
2

x2
1 + x2

2

, x1, x2 ∈ [−5, 5] (13)

The second group of functions is constituted by five functions of several
classes: trigonometric functions, polynomial functions and one exponential func-
tion. These functions are the following:

f1(x) = x4 + x3 + x2 + x x ∈ [−5, 5]
f2(x) = e−sin 3x+2x x ∈ [−π

2 , π
2 ]

f3(x) = e x2 + π x x ∈ [−π, π]
f4(x) = cos(2x) x ∈ [−π, π]
f5(x) = min{ 2

x , sin(x) + 1} x ∈ [0, 15]

(14)

For the first group of target functions we use the following set of functionals
F = {+,−, ∗, //}, incremented with the sign operator for the target function
g1. In the above set F, ”//” indicates the protected division, i.e. x//y returns
x/y if y 	= 0 and 1 otherwise. The terminal set T consists of the variables of the
corresponding function and includes the set of constants {0, 1}.

For the second group of functions, the basic set of operations F is incremented
with other operators. This aspect for each function is showed in table 1.
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Table 1. Function set for the second group of target functions

Function Function set

f1 F ∪ {sqrt}
f2 F ∪ {sqrt, sin, cos, exp}
f3 F ∪ {sin, cos}
f4 F ∪ {sqrt, sin}
f5 F ∪ {sin, cos}

We use GP-trees with height bounded by 8. As it was mentioned above, the
model complexity h is measured by the number of non-scalar nodes of the tree
for the SRM method (fitness equation 10) and by the number of free parameters
of the model f represented by the tree, for AIC and BIC methods (fitness equa-
tions 7 and 8 respectively). The rest of the parameters for the genetic training
process are the following: population size M = 100; maximum number of gener-
ations G = 1000; probability of crossover pc = 0, 9 and probability of mutation
pm = 0, 1. Tournament selection and the standard operators of crossover and
mutation for tree-like structures are used. For all the executions, the genetic
training process finishes after 107 operations have been computed. Observe that
the number of computed operations equals the internal nodes of the trees that
are visited during the process. Training sets of n = 30 examples are generated
where the x- values follow from uniform distribution in the input domain. For
the computation of the y-values, the equation ?? is used in order to corrupt the
values with noise. The noise variance σ was fixed to 0.2.

The experimentation scheme is as follows: For each model selection criterium
(AIC, BIC, SRM) and each target function, we use a simple competitive co-
evolution strategy where 10 populations of 100 individuals evolve independently,
considering same training set. Then, we select the model proposed by the best
of these 10 executions. The above process completes one experiment. We have
performed 100 experiments and for each one a different random realization of
30 training samples was considered. Hence for each target function, we have
executed each algorithm 1000 times and finally 100 models have been selected.
These models are the best ones of each group of 10 populations related to same
training set.

4.2 Experimental Results

When the competitive genetic training process finishes, the best individual is
selected as the proposed model for the corresponding target function. In order
to measure the quality of the selected model, it makes sense to consider a new
set of points generated without noise from the target function. This new set
of examples is known as the test set or validation set. So, let (xi, yi)1≤i≤ntest

a validation set for the target function g(x) (i.e. yi = g(xi)) and let f(x) be
the model estimated from the training data. Then the prediction risk εntest is
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defined by the mean square error (MSE) between the values of f and the true
values of the target function g over the validation set:

εntest =
1

ntest

ntest∑
i=1

(f(xi) − yi)2 (15)

Frequently, when different Genetic Programming strategies solving symbolic
regression instances are compared, the quality of the selected model is evaluated
by means of its corresponding fitness value over the training set. But with this
quality measure, a fitness value close to zero does not necessary imply a good
model for the target function. It is not possible to distinguish between good
executions and overfiting executions. In fact when the training set is corrupted
with noise (which is our case), final selected models with very low fitness values
are probably not so good models as they seem.

Figures 1 and 2 show comparison results for AIC, BIC and SRM, after that
the 100 experiments were completed. The empirical distribution of the prediction
risk for each model selection is displayed using standard box plot notation with
marks at 25%, 50% and 75% of that empirical distribution. The first and last
mark in each case, stands for the prediction risk of the best and the worst selected
model respectively. In all cases the size ntest of the validation set is 200. Note
that the scaling is different for each function.

A first analysis of the figures concludes that SRM model selection performs
clearly better than AIC and BIC. Note that for all of the studied target functions,
the SRM strategy obtains prediction risk values for the best execution that
are lower than those obtained by AIC and BIC strategies. This situation also
happens for the most part of the target functions, if we consider the 25%, 50%
or 75% of the selected models from the empirical distribution. On the other
hand, AIC and BIC perform quite similar. This could be because both fitness
functions (equations 7 and 8) take the same structure (equation 6) with very
similar additive penalization terms.

In table 2 the best prediction risk value for each target function and model
selection criterium is displayed and tables 3 and 4 show, respectively, the mean
of the prediction risk values considering the 5 and the 25 best experiments.

Table 2. Prediction risk values of the best obtained model for each target function

Function AIC BIC SRM

f1 2.44E-07 2.40E-07 2.13E-07
f2 3.47E+00 1.33E+00 8.29E-02
f3 1.26E+00 1.26E+00 6.71E-01
f4 4.44E-01 4.44E-01 3.87E-01
f5 3.84E-01 2.15E-01 2.64E-02
g1 2.94E-02 3.07E-02 1.33E-02
g2 1.26E-01 1.15E-01 1.04E-01
g3 3.21E-02 3.21E-02 1.85E-02
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Fig. 1. Empirical distribution of the prediction risk εntest for target functions f1 to f5,
over 100 experiments
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Fig. 2. Empirical distribution of the prediction risk for target functions g1 to g3, over
100 experiments
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Table 3. Mean prediction risk of the best 5%

Function AIC BIC SRM

f1 3.01E-07 2.74E-07 2.42E-07
f2 4.57E+00 3.48E+00 5.06E-01
f3 1.31E+00 1.31E+00 6.91E-01
f4 4.50E-01 4.50E-01 4.36E-01
f5 4.05E-01 3.34E-01 3.84E-02
g1 3.13E-02 3.33E-02 2.30E-02
g2 1.33E-01 1.55E-01 1.12E-01
g3 4.24E-02 4.24E-02 3.67E-02

Table 4. Mean prediction risk of the best 25% of the models, for each target function

Function AIC BIC SRM

f1 1.74E+01 3.24E+01 2.89E-07
f2 6.37E+00 9.76E+00 8.27E-01
f3 1.42E+00 1.43E+00 1.04E+00
f4 4.66E-01 4.66E-01 4.64E-01
f5 4.24E-01 4.10E-01 7.47E-02
g1 3.67E-02 4.00E-02 3.35E-02
g2 1.71E-01 1.81E-01 1.18E-01
g3 5.64E-02 5.64E-02 5.82E-02

Table 5. Mean prediction risk of the 100 executions for each pair strategy-target
function

Function AIC BIC SRM

f1 1.62E+03 1.57E+03 3.58E-07
f2 1.93E+01 2.11E+01 2.63E+00
f3 1.62E+00 1.62E+00 1.50E+00
f4 5.00E-01 5.00E-01 5.03E-01
f5 4.60E-01 4.55E-01 1.66E-01
g1 1.23E-01 1.79E-01 4.61E-02
g2 2.03E-01 2.05E-01 1.36E-01
g3 1.25E-01 1.25E-01 1.33E-01

Results showed in table 2 confirm that SRM produces the best obtained model
for all target functions. This is more clear for the functions f2, f3 and f5. From
the results displayed in table 3 and table 4 it can be deduced that considering
a reasonable set of executions of the studied model selection strategies for each
target function, the mean quality of the strategy SRM is the best one.

Finally, in table 5 we present the mean prediction risk, considering all the
performed executions. Cause we have 10 executions for each experiment and 100
experiments were completed, each result presented in this table corresponds to
a mean value over 1000 runs.
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The results in table 5 confirm again that SRM presents the best results for
the most part of the target functions. There is a remarkable difference in terms
of performance for the polynomial function f1, that can be also seen in table 4.

Taking into account the above experimentation we can conclude that Struc-
tural Risk Minimization method (based on VC-theory) as a model selection cri-
terium when using genetic training from noisy data, combined with our model
complexity measure that counts the number of non-scalar nodes of the tree,
clearly outperforms classical statistical methods as AIC or BIC. In general, SRM
obtains better solutions than AIC or BIC in almost all studied cases.

5 Conclusions

In this paper we have presented an empirical comparative study of three model
selection criteria for learning problems with GP-trees. The first two methods
(AIC and BIC) are classical statistical methods and the third one (SRM) is a
selection criterium based on VC-theory with a new model complexity measure.
The strategy used for the selection of the model was a genetic training method
over a finite set of noisy examples. For measuring the quality of the selected
model after the training process, a validation set of noise free examples was
generated and a mean square error fitness of the model over the validation set
was computed. An extensive experimentation over several symbolic regression
problem instances, suggests that SRM selection criterium performs better than
the other two considered methods. However AIC and BIC methods, that usually
are employed in combination with least-squares fitting techniques, also perform
quite well when using genetic training.

As final remark we note that it is impossible to draw any conclusions based
on empirical comparisons unless one is sure that model selection criteria use
accurate estimates of model complexity. There exist experimental methods for
measuring the VC-dimension of an estimator ([13], [8]); however they are difficult
to apply for general practitioners. In this paper we have used a new complexity
measure for GP-trees. Essentially, under this approach we combine the known
analytical form of a model selection criterium, with appropriately tuned measure
of model complexity taken as a function of (some) complexity parameter (i.e.
the value h that measures the non-linearity of the considered tree). This alterna-
tive practical approach is essentially to come up with empirical ’common-sense’
estimates of model complexity to be used in model selection criteria.
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Abstract. In this paper, a procedure of decomposition of nonlinearly fil-
tered sequences in primary characteristic sequences has been introduced.
Such a procedure allows one to analyze structural properties of the fil-
tered sequences e.g. period and linear complexity, which are essential fea-
tures for their possible application in cryptography. As a consequence of
the previous decomposition, a simple constructive method that enlarges
the number of known filtered sequences with guaranteed cryptographic
parameters has been developed. The procedure here introduced does not
impose any constraint on the characteristics of the nonlinear filter.
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1 Introduction

Pseudorandom binary sequences are typically used in a wide range of appli-
cations such as: spread spectrum communication systems, multiterminal system
identification, global positioning systems, software testing, error-correcting codes
and cryptography. This work deals specifically with this last application.

In fact, confidentiality in sensitive information is a crucial feature in such types
of systems. This quality makes use of an encryption function currently called ci-
pher that converts the original message (plaintext) into the ciphered message
(ciphertext). Symmetric cryptography or secret-key cryptography is split into
two large classes [20]: block ciphers and stream ciphers depending on whether
the encryption function is applied to a bit block or to each individual bit, re-
spectively.

At the present moment, stream ciphers are the fastest among the encryption
procedures so they are implemented in many technological applications e.g. algo-
rithms A5 in GSM communications [13], the encryption function E0 in Bluetooth
specifications [2] or the stream cipher RC4 for encrypting Internet traffic [18].
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Stream ciphers are designed to generate from a short seed, the key, a long se-
quence of pseudorandom bits, the keystream sequence. Such a sequence is XORed
with the plaintext (in emission) in order to obtain the ciphertext or with the
ciphertext (in reception) in order to recover the plaintext. Security of a stream
cipher resides in the characteristics of the keystream sequence:

– Long period
– Good statistical properties, (see [5] and [17])
– High linear complexity related to the amount of known sequence necessary

to recover the whole sequence, (see [7] and [10]).

All of them are necessary conditions that every keystream sequence must satis-
fied. The central requirement for the keystream bits should be that they appear
like a random sequence to an attacker as proposed in [6] and [19].

Traditionally, keystream generators make use of maximal-length Linear Feed-
back Shift Registers (LFSRs) [12] whose output sequences (the PN -sequences)
are combined in a nonlinear way in order to produce the desired keystream se-
quences, see as well known examples of keystream generators [4], [11], [14], [22]
and [23]. One of the most popular pseudorandom sequence generators is the
nonlinear filter of PN -sequences, which is a very common procedure to gener-
ate keystream sequences in stream ciphers [1]. Generally speaking, sequences
obtained in this way are supposed to satisfy the above mentioned character-
istics. In [9], it is proved that the probability of choosing a nonlinear filter of
PN -sequences with optimal properties tends asymptotically to 1 as far as the
LFSR length increases. However, there are only a few design principles for such
filters [21]. The present paper tackles this problem and introduces a simple de-
sign strategy for nonlinear filters with cryptographic application. The method is
based on the decomposition of the output sequence of a nonlinear filter, the fil-
tered sequence, in primary characteristic sequences what allows us to analyze the
cryptographic properties (period and linear complexity) of the filtered sequence.
As a natural consequence of this decomposition, an easy method of generating
keystream sequences with application in cryptography is developed.

The paper is organized as follows. In Section 2, some basic concepts and def-
initions are introduced. The decomposition of the filtered sequence in primary
characteristic sequences is given in section 3. The study of cryptographic pa-
rameters in terms of the previous decomposition is considered in Section 4. The
strategy of generation of new filtered sequences is defined and analyzed in Section
5. Finally, conclusions in Section 6 end the paper.

2 Basic Concepts and Definitions

Specific notation and different basic concepts are introduced as follows:

Let {an} be the binary sequence generated by a maximal-length LFSR of L
stages [20] and [21]. That is to say, a LFSR whose feedback polynomial [12] is
primitive of degree L and whose output sequence is a PN -sequence of period
2L − 1. In the sequel and without loss of generality we assume that {an} is in
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its characteristic phase: it means that the initial state has been chosen in such
a way that the generic element an can be written as:

an = αn + α2n + . . . + α2L−1n, (1)

α ∈ GF (2L) being a root of the LFSR characteristic polynomial and L the
length of the LFSR.

F : GF (2)L −→ GF (2) denotes a m-th order nonlinear filter applied to the L
stages of the previous LFSR. That is, F includes at least a term product of m
distinct elements of the sequence {an} of the form an+t1 an+t2 . . . an+tm , where
the concatenation of variables denotes the logic function AND and the indexes
tj (j = 1, 2, . . . , m) are integers satisfying the inequalities:

0 ≤ t1 < t2, < . . . < tm < 2L − 1.

The binary sequence {zn} is the sequence obtained at the output of the non-
linear filter F , that is the filtered sequence.

Let Z2L−1 denote the set of integers [1, 2, . . . , 2L−1]. We consider the following
equivalence relation R defined on its elements: q1 R q2 with q1, q2 ∈ Z2L−1 if
there exists a j, 0 ≤ j ≤ L − 1, such that:

2j · q1 = q2 mod 2L − 1. (2)

The resultant equivalence classes into which Z2L−1 is partitioned are called
[16] the cyclotomic cosets module 2L − 1. All the elements qi of a cyclotomic
coset have the same Hamming weight, that is, the same number of 1’s in their
binary representation.

The element leader, E, of every cyclotomic coset E, is the smallest integer
in such an equivalence class. If L is a prime number, then the cardinal of every
cyclotomic coset is L (except for coset 0 whose cardinal is always 1). If L is a
composite number, then the cardinal of a cyclotomic coset E may be L or a
proper divisor of L.

For a maximal-length LFSR, we can give the following definitions:

Definition 1. The characteristic polynomial of a cyclotomic coset E is a poly-
nomial PE(x) defined by:

PE(x) = (x + αE) · (x + α2E) · . . . · (x + α2(r−1)E), (3)

where the degree r (r ≤ L) of PE(x) equals the cardinal of the cyclotomic
coset E.

Definition 2. The primary characteristic sequence of a cyclotomic coset E is a
binary sequence, denoted by {SE

n }, that satisfies the expression:

{SE
n } = {αEn + α2En + . . . + α2(r−1)En}, n ≥ 0. (4)

Recall that the sequence {SE
n } is in its characteristic phase and satisfies the

linear recurrence relation given by PE(x). Moreover, according to [7], {SE
n } is

a decimation of {an} made out from such a sequence by taking one out of E
terms.
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Primary characteristic sequences of cyclotomic cosets will be the fundamental
tools used in this paper.

If coset E is a proper coset [12], then PE(x) is a primitive polynomial of
degree L and its characteristic sequence {SE

n } is a PN -sequence. If coset E is
an improper coset [12], then PE(x) is either a primitive of degree r < L or an
irreducible polynomial of degree L, consequently the period of its characteristic
sequence, notated T ({SE

n }), will be a proper divisor of 2L − 1. For more details
concerning the cyclotomic cosets the interested reader is referred to [[12], chapter
4] and [3].

In brief, every cyclotomic coset E can be characterized by its leader element
E or its characteristic polynomial PE(x) or its characteristic sequence {SE

n }.

3 Decomposition of Filtered Sequences in Primary
Characteristic Sequences

According to equation (1), the generic element zn of the filtered sequence {zn}
can be written as:

zn = F (an, an+1, . . . , an+L−1) =
C1α

E1n + (C1α
E1n)2 + . . . + (C1α

E1n)2
(r1−1)

+
C2α

E2n + (C2α
E2n)2 + . . . + (C2α

E2n)2
(r2−1)

+
...

Ciα
Ein + (Ciα

Ein)2 + . . . + (Ciα
Ein)2

(ri−1)
+

...

CNmαENmn + (CNmαENmn)2 + . . . + (CNmαENmn)2
(rNm

−1)
(5)

ri being the cardinal of coset Ei with 1 ≤ i ≤ Nm, (Nm being the number of
cosets Ei with binary weight ≤ m) and Ci constant coefficients in GF (2L).

If L is prime (which is the most common case in stream ciphers), ri = L ∀i
and Nm is:

Nm = 1/L ·
m∑

i=1

(
L

i

)
. (6)

At this point, different features can be pointed out:

– Recall that every row in (5) corresponds to the n-th element of the character-
istic sequence {Ciα

Ein+ . . .+(Ciα
Ein)2

(ri−1)}. The coefficient Ci determines
the starting point of such a sequence. If Ci = 1, then the above sequence
is in its characteristic phase and equals the generic characteristic sequence
{SE

n } described in equation (4).
– It can be proved [15] that every coefficient Ci ∈ GF (2ri), so that as long as

Ci ranges in its corresponding subfield we move along the sequence {SEi
n }.



Generation of Pseudorandom Binary Sequences 567

– If Ci = 0, then {SEi
n } would not contribute to the filtered sequence {zn}. In

that case the cyclotomic coset Ei would be degenerate. On the other hand,
if Ci 	= 0, then {SEi

n } would contribute to the filtered sequence {zn} and the
cyclotomic coset Ei would be nondegenerate.

Now equation (5) can be rewritten in a more compact way as:

{zn} = {F (an, an+1, . . . , an+L−1)} =
∑
Ei

CEi{SEi
n }, (7)

where CEi{SEi
n } denotes the primary characteristic sequence

{CEiα
Ein + . . . + (CEiα

Ein)2
(rEi

−1)

}

and the sum is extended to the leaders Ei of the cosets of weight ≤ m.
Thus, the output sequence of an arbitrary m-th order nonlinear filter can

be decomposed as the term-wise sum of the primary characteristic sequences
associated with the cyclotomic cosets of weight less or equal than m. Such a
decomposition is called the decomposition in primary characteristic sequences.
According to this representation, different cryptographic parameters can be an-
alyzed and computed:

– The number of different m-th order nonlinear filters that is related to the
range of possible values for the coefficients CEi . In fact, there is a one-to-one
correspondence between every Nm-tuple of coefficients (CE1 , CE2 , . . . , CENm

)
and every m-th order nonlinear filter.

– The possible periods of the filtered sequences that are related to the periods
of the characteristic sequences {SEi

n } as the period of the filtered sequence
is the l.c.m.(T ({SEi

n })).
– The possible linear complexities of the filtered sequences that are related to

the number of coefficients CEi different from zero as the contribution to the
linear complexity of any nondegenerate coset equals the cardinal of such a
coset.

Now, let us see a simple example in order to clarify the previous concepts.

Example 1. For the pair (L, m) = (4, 2), that is a nonlinear filter of second
order applied to the stages of a LFSR of length 4, we have three different cosets
of binary weight less or equal than 2: coset 1= {1, 2, 4, 8}, coset 3 = {3, 6, 12, 9}
and coset 5 = {5, 10}. In this case:

{zn} = {F (an, an+1, an+2, an+3)}
= {C1α

n + (C1)2α2n + (C1)4α4n + (C1)8α8n+
C3α

3n + (C3)2α6n + (C3)4α12n + (C3)8α9n+
C5α

5n + (C5)2α10n}
= C1{S1

n} + C3{S3
n} + C5{S5

n} .

with C1, C3 ∈ GF (24) and C5 ∈ GF (22).



568 A. Fúster-Sabater

Thus {zn} can be decomposed as the term-wise sum of three primary charac-
teristic sequences {S1

n}, {S3
n}, {S5

n}.
Every second order nonlinear filter F determines a possible choice of the triplet

(C1, C3, C5) as well as every coefficient Ci determines the starting point of the
corresponding characteristic sequence {SEi

n }. In addition, as F is a second order
nonlinear filter, at least one of the coefficient C3 or C5 corresponding to the
cosets of weight 2 must be different from zero.

4 Analysis of Cryptographic Parameters in Terms of the
Primary Characteristic Sequences

According to the decomposition in primary characteristic sequences, every m-
th order nonlinear filter F (an, an+1, . . . , an+L−1) applied to the L stages of a
maximal-length LFSR can be uniquely characterized by a Nm-tuple of coeffi-
cients (CE1 , CE2 , . . . , CENm

), in brief (CEi) with (1 ≤ i ≤ Nm). In the sequel,
both characterizations will be used indistinctly.

Let A be the set of the m-th order nonlinear filters. We can group all the
elements of A that produce the same filtered sequence {zn} or a shifted version
notated {zn}∗. From equation (5), it is easy to see that if CEi is substituted by
CEi · αEi ∀i, then the sequence {zn+1} is obtained. In general,

CEi → CEi · αjEi ∀i ⇒ {zn} → {zn+j} . (8)

This fact enables us to define a new equivalence relation, notated ∼, on the
set A in such a way that: F1 ∼ F2 with F1, F2 ∈ A if

{F1(an, an+1, . . . , an+L−1)} = {F2(an, an+1, . . . , an+L−1)}∗ . (9)

Therefore, two different nonlinear filters of the same order F1, F2 in the same
equivalence class will produce shifted versions of the same filtered sequence.
In addition, it is easy to see that the relation above defined is an equivalence
relation and that the coefficients associated with F1, F2, notated (C1

Ei
), (C2

Ei
)

respectively, verify:
C2

Ei
= C1

Ei
· αjEi . (10)

Clearly, the number of elements in every equivalence class equals the period
of the filtered sequence, notated T , so that in equation (10) the index j ranges
in the interval [1, . . . , T − 1].

According to the previous expressions, we can summarize the study of the
cryptographic parameters for the m-th order nonlinear filters such as follows:

Remark 1: The number of m-th order nonlinear filters (cardinal of A) is:

Cardinal(A) = (2(L
m) − 1) · 2( L

m−1) · 2( L
m−2) . . . 2(L

1) . (11)

Remark 2: The period T of the filtered sequence {zn} obtained from a m-th
order nonlinear filter is the l.c.m.(T {SEi

n }), that is the least common multiple
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of the periods of the characteristic sequences {SEi
n } that appear in the decom-

position of primary characteristic sequences as {zn} is the term-wise sum of
sequences with different periods.

Remark 3: The linear complexity LC of the filtered sequence {zn} obtained
from a m-th order nonlinear filter is:

LC =
∑
Ei

rEi , (12)

where rEi is the cardinal of coset Ei as the contribution of a nondegenerate coset
to the linear complexity of {zn} equals its cardinal.

Let us see an illustrative example of the above remarks.

Example 2. For the pair (L, m) = (4, 2) and the LFSR of length 4 whose
characteristic polynomial is P (x) = x4 + x + 1, we have:

{zn} = C1{S1
n} + C3{S3

n} + C5{S5
n} .

If C1 = 1, C3 = α3 and C5 = α10, then

{zn} = 1{S1
n} + α3{S3

n} + α10{S5
n}

= {0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 1, 1, 1, 1, . . . }
+ {1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, . . . }
+ {1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1, . . . }

where the first sequence is in its characteristic phase, the second is shifted one
position regarding the characteristic sequence {S3

n} and the last sequence ap-
pears shifted two positions regarding {S5

n}. Different features of {zn} are:

– T ({zn}) = l.c.m.(15, 15, 3) = 15
– LC({zn}) =

∑
Ei

rEi = 4 + 4 + 2 = 10

– The minimal polynomial of {zn} is:

P (x) = P1(x) · P3(x) · P5(x) =
x10 + x8 + x5 + x4 + x2 + x + 1 .

– The second order nonlinear that generates {zn} is:

F (an, an+1, . . . , an+L−1) =
anan+2 + anan+3 + an+1an+2 + an+2an+3 + an+2 .

When C1, C3 range in GF (24) and C5 in GF (22), we have (24−1)(24−1)(22−1) =
675 different second order nonlinear filters generating sequences with the same
period, linear complexity and minimal polynomial as those of {zn}.

5 A Practical Method of Constructing Nonlinear Filters
with Controllable Cryptographic Parameters

In this section, a practical method of constructing good cryptographic nonlinear
filters for stream cipher is given. In fact, we start from a nonlinear filter f whose
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number of coset nondegenerate is known to be large, see [8]. In addition, f is
the m-th order function applied to the stages of a LFSR of length L, that is:

f = an+t1 · an+t2 · . . . · an+tm ,

and f ′ is a different nonlinear filter related to f in the sense that:

f ′ = an+t′1 · an+t′2 · . . . · an+t′m

with

t′i = 2k · ti mod 2L − 1 ∀i, k ∈ N .

According to the decomposition in primary characteristic sequences, the se-
quence {zn} generated by the filter f can be written as:

{zn} = {
m∏

i=1

(
L−1∑
j=0

α2jti · α2jn) } =
Nm∑
i=1

Ci {SEi
n } , (13)

where Nm is defined as before, Ci ∈ GF (2L) is a constant coefficient and {SEi
n }

is the characteristic sequence of coset Ei.
By analogy, the sequence {z′n} generated by the filter f ′ can be represented

as:

{z′n} = {
m∏

i=1

(
L−1∑
j=0

α2j ti · α2jn) } =
Nm∑
i=1

C′
i{SE

n } , (14)

where the coefficients Ci and C′
i in (13) and (14) are related through the

expression:
C′

i = (Ci)2
k

∀i , (15)

since in GF (2L) and ∀k the following expression is verified:

(αa·2k

+ . . . + αp·2k

) = (αa + . . . + αp)2
k

. (16)

Consequently, if some Ci is zero in equation (13), then the corresponding C′
i

in (14) will also be zero and viceversa. Therefore, both filters have the same
number of nondegenerate cosets, e.g. the same linear complexity.

In addition, the period of both filters is the same since they contain the same
characteristic sequences except for a phase shift.

Finally, this results is valid for all maximal-length LFSR since equation (16) is
independent of GF (2L). Thus, the constructing method can be stated as follows:

Step 1: Start from a nonlinear filter whose number of coset nondegenerate is
known to be large (e.g. a unique maximum order term with equidistant
phases [8]).

Step 2: From f determine the corresponding filter f ′ with phases separated a
distance of value 2k.

Step 3: Repeat step 2 for different values of k with k ∈ N .
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In this way, we get a family of nonlinear filters to be applied at a LFSR of
length L preserving the same period and linear complexity as those of the initial
filter. The procedure is general and can be applied to the generation of nonlinear
filters in the range of cryptographic application.

6 Conclusions

According to the decomposition of filtered sequences in primary characteristic
sequences, an equivalence relation has been defined on the set of m-th order
nonlinear filters. Such nonlinear filters can be classified according to their pe-
riod, linear complexity and characteristic polynomial of the generated sequences.
Thanks to this decomposition, the structural properties of the filtered sequences
can be easily analyzed. In particular, their cryptographic parameters.

The work concludes with a constructive method, based on the design of new
filters from a given one, that allows us to generate filtered sequences having
maximum period and a guaranteed large linear complexity. Consequently, they
can be used for cryptographic purposes.
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Abstract. In this paper we propose high throughput low collision, mobility 
adaptive and energy efficient medium access protocol (MAC) called Mobility 
Adaptive (MA-CSMA/CA) for wireless sensor networks. MA-CSMA/CA 
ensures that transmissions incur less collision, and allows nodes to undergo 
sleep mode whenever they are not transmitting or receiving. It uses contention 
based as well as contention free period efficiently together to minimise the 
number of collisions cause by the mobile node entering and leaving the clusters. 
It also allows nodes to determine when they can switch to sleep mode during 
operation. MA-CSMA/CA for mobile nodes provides fast association between 
the mobile node and the cluster coordinator. The performance of MA-
CSMA/CA is evaluated through extensive simulation, analysis and compared 
with the existing IEEE 802.15.4 industrial standard. The results show that MA-
CSMA/CA outperforms significantly the existing CSMA/CA protocol 
including throughput, latency and energy consumption. 

Keywords: Mobile CSMA/CA, Mobile MAC, WSN. 

1   Introduction 

Recent improvements in affordable and efficient integrated electronic devices have a 
considerable impact on advancing the state of the art of wireless sensor networks 
(WSNs). It constitutes a platform of a broad range of applications related to security, 
surveillance, military, health care, environmental monitoring, inventory tracking and 
industrial controls [1,2]. Handling such a diverse range of application will hardly be 
possible with any single realization of a WSN. 

The IEEE 802.15.4 wireless personal area network (WPAN) [3], which has been 
designed to have low data rate, short transmission distance and low power 
consumption is a strong candidate for WSN.    

The medium access control (MAC) protocol plays major role in determining the 
throughput, latency, bandwidth utilization and energy consumption of the network. 
Therefore it is of a paramount importance to design and choose the MAC protocol to 
provide the required quality of service QoS for a given application. There are several 
MAC protocols available for multihop wireless networks [4-9] which can be topology 
dependent or independent [10-13]. These protocols are broadly classified as schedule 
and contention based MAC.  
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In [14] IEEE 802.15.4 industrial standard CSMA/CA MAC protocol is presented. 
CSMA/CA uses random backoff values as collision resolution algorithm. Since WSN 
is resource constrained therefore the entire backoff phenomenon is performed blindly 
without the knowledge of the channel condition, this factor contributes in high number 
of collision especially when the number of active nodes are high. CSMA/CA is also 
used in mobile applications however the QoS is very poor. The protocol incurs high 
latency over the mobile node as it requires long association process for the node 
leaving from one cluster to another cluster. If the node miss the beacon from the new 
cluster head consecutively for four times then the node will go in orphan realignment 
process hence inducing more delays. In order for the node to join the new cluster and 
not to miss the beacon from the new cluster head it tends to wake up for long duration 
which in turns significantly increases the energy consumption of the individual node. 
Moreover as the mobile node succeeds in migrating from one cluster to another it has 
to compete with the already available active nodes in the cluster which contributes in 
significant number of collision and packet drop, resulting in overall degradation of 
network QoS.   

In [15] MOB-MAC is presented which uses an adaptive frame size predictor to 
significantly reduce the energy consumption. A smaller frame size is predicted when 
the signal characteristics becomes poor. However the protocol incurs heavy delays due 
to the variable size in the frame and is not suitable for mobile real time applications. 
AM-MAC is presented in [16]; it is the modification of S-MAC to make it more useful 
in mobile applications. In AM-MAC as the mobile node reaches the border node of the 
second cluster copies and hold the schedule of the approaching virtual cluster as well 
as the current virtual cluster. By adopting this phenomenon the protocol provides fast 
connection for the mobile node moving from one cluster and entering the other. The 
main drawback however is the node has to wakeup according to both the schedule but 
cannot transmit neither receive data packet during the wakeup schedule other than the 
current cluster. This contributes to significant delay and loss of energy due to idle 
wakeup. In [17] another variation of S-MAC is presented by the name of MS-MAC. It 
uses signal strength mechanism to facilitate fast connection between the mobile node 
and new cluster. If the node experience change in received signal strength then it 
assumes that the transmitting node is mobile. In this case the sender node not only 
sends the schedule but also the mobility information in the synchronous message. This 
information is used by the neighboring node to form an active zone around the mobile 
node so that whenever the node reaches this active zone it may be able to update the 
schedule according to the new cluster. The down side of this protocol is idle listening 
and loss of energy. Moreover nodes in the so called active zone spend most of the time 
receiving synchronous messages rather than actual data packets thus resulting in low 
throughput and increase latency. In [18] another real time mobile sensor protocol DS-
MAC is presented. In this protocol according to the energy consumption and latency 
requirement the duty cycle is doubled or half. If the value of energy consumption is 
lower the threshold value (Te) than the protocol double its wakeup duty cycle to 
transfer more data, thus increasing the throughput and decreasing the latency of the 
network. However the protocol requires overheads and during the process of doubling 
of wakeup duty cycle if the value crosses Te the protocol continues to transmit data 
using double duty cycle resulting in loss of energy. MD-MAC is proposed in [19] 
which is the extension of DS-MAC and MS-MAC. The protocol enforces Te value and 
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during any time if the value of energy consumption is doubled then it halves the duty 
cycle. Moreover the mobile node only undergoes neighborhood discovery rather than 
other neighboring node which forms an active zone as in the case of MS-MAC. MD-
MAC is complex and requires high overheads. 

In this paper we fundamentally address the above mentioned limitations by 
employing MA-CSMA/CA. The protocol enables existing CSMA/CA wireless 
standard used in WSN to be used in mobile applications efficiently. The proposed 
MAC is energy efficient while maintaining high goodput, low latency and fairness 
among the nodes compared to the existing mobile sensor standard and protocol. The 
energy efficiency is achieved by (i) minimizing the number of collisions and by (ii) 
transmitting the sleep schedule every time so that the node does not waste unnecessary 
energy to perform backoff and sensing of the channel as the channel is being occupied 
by some other contending nodes. High goodput and fairness among the nodes is 
achieved by reallocating the GTS slots to the nodes according to their priorities as well 
as data transmission frequency ensuring that every node will be able to access the 
shared communication link on fair bases.  

Once the node joins the network it contend normally as per CSMA/CA standard for 
the transmission of data, however in case of the mobile node leaving one cluster and 
joining another cluster, the new cluster head allocates a GTS slot for the incoming 
node. This in turns minimizes the collisions in the new cluster because of the entrance 
of the new node and also by pre-allocating GTS slot to the mobile node the protocol 
save valuable association and re-association time for the nodes which in turns 
improves the latency of the network and save valuable energy of the mobile unlike to 
the current CSMA/CA standard.  

The basic design principle of the proposed protocol is given in section 2. In section 3 
working principle of MA-CSMA/CA protocol is presented. Section 4 presents the 
analytical performance analysis of MA-CSMA/CA protocol. Section 5 presents 
extensive simulation results and comparisons. Section 6 gives the conclusions and 
future work. 

2   Proposed MA-CSMA/CA Protocol Design 

In wireless sensor networks majority of the contention based protocols use random 
backoff mechanism to avoid collision. The main drawback of using such protocols is 
that they rely on allocating random backoff delays in order to resolve the collisions 
but as the number of nodes increases the probability of nodes selecting the same 
backoff increases thus resulting in access collision. In case of mobile sensor network 
this problem become more serious, as the mobile node enter from one cluster to 
another and try to utilise the available resources which are already limited for the 
nodes in the cluster. This creates congestion, high latency and low throughput in the 
network. In this paper we are presenting a novel MA-CSMA/CA MAC which enables 
the existing IEEE 802.15.4 CSMA/CA industrial standard to work in mobile scenario 
while maintaining an acceptable quality of service. The protocol minimises effect of 
collision and topology change due to mobile node. Furthermore MA-CSMA/CA 
decreases the association time for the nodes which are moving from one cluster to 
another considerably without incurring energy losses and computational complexities. 
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This results in solving one of the key issues of mobile sensor MAC protocols as well 
as significant improvement in throughput as well as reduction in energy due to the 
significant reduction in the number of retransmissions. 

2.1   Network Model for MA/CSMA/CA 

The standard supports three types of topology: 1) star; 2) peer to peer and; 3) cluster tree 
topology. Each WPAN has one coordinator function as the central controller to organize 
the WPAN and coordinate the other components of WPAN [7]. There are two different 
types of devices in an IEEE 802.15.4 network; a full function device (FFD) and a reduce 
function device (RFD). The FFD can operate in three modes serving as personal area 
network (PAN) coordinator, a coordinator or a device. An FFD can communicate to RFD 
and other FFD; however an RFD can only communicate to FFD. RFD is intended to 
simple applications like sensing. The coordinator in any kind of network topology serves 
the role of sink. The MA-CSMA/CA network is in beacon enable mode, in this mode 
constant beacon are transmitted from the coordinator towards the node before the start of 
the data transmission frame. Due to the beacon enable mode the nodes are synchronized 
with the coordinator. Fig. 1 shows the network model for MA-CSMA/CA.  It can be seen 
from the figure that the network topology is multi-cluster topology. There is one central 
PAN coordinator and the information is relayed to it by other intermediate nodes. These 
intermediate nodes sometimes becomes coordinator to other WPAN, referred to as bridges 
[8].The PAN coordinator may instruct a FFD to become the coordinator of the new 
cluster, this new coordinator will serve as bridge node to the main central coordinator. The 
two coordinators of different clusters being the FFD can communicate directly and share 
the information of each other cluster especially when the mobile node is moving from one 
cluster to another, these cluster heads (coordinators) communicate the information and 
gives the new delay value to the mobile node as it enters new cluster. The advantage of 
multi-cluster topology is increased coverage area.    

 
Fig. 1. Network Topology for MA-CSMA/CA 

PAN Coordinator

Bridge Node (PAN 
Coordinator)
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2.2   Transmission Stages of MA-CSMA/CA 

The transmission of each successful frame in MA-CSMA/CA MAC undergoes five 
main stages:   

• Stage1: The contending node acquires backoff delay as per standard CSMA/CA 
protocol. In case of mobile node moving from one cluster to another, it has highest 
priority. The node constantly monitors the beacon strength received from different 
coordinator apart from the parent coordinator. At any stage if the beacon strength 
from one particular coordinator increases, the node assumes that it is moving 
towards the new coordinator and sends the request to the current cluster 
coordinator to allocate a guaranteed time slot (GTS) in the cluster towards which 
the node is moving. In order to maintain fairness among the nodes the GTS 
resources are reserved once for the mobile node as they are about to enter the new 
cluster. After the first transaction the node has to compete in the cluster like the 
other nodes. This GTS allocation before entering the new cluster significantly 
reduces the association time for the new which in normal circumstances any node 
using the standard CSMA/CA protocol undergoes. Moreover as the node enters the 
new cluster since it is pre-allocated with GTS slot then any ongoing transmission 
within the cluster will not be interrupted. This in turns made MA-CSMA/CA more 
suitable for mobile scenario. 

• Stage2: Nodes having data packet in the buffer undergoes backoff delay before the 
transmission of packet. 

• Stage3: Nodes performs clear channel access (CCA). IF the channel is busy then 
increment the backoff value. 

• Stage4: If the channel is available after the second CCA then the node transmit the 
data towards the intended receiver.  

• Stage5: If the node is mobile and enters in the new cluster then after the first 
transmission GTS is de-allocated in order to maintain fairness in the cluster. 

 
MA-CSMA/CA protocol is illustrated in Fig.2 for two nodes A and B. Node A is 
mobile therefore it will continue to receive beacon from other nearby coordinators. As 
the signal strength of a particular coordinator increases in consistent manner then  
the node assumes that it is moving in the direction of that coordinator and requests the 
current coordinator to send request for GTS allocation in the adjacent cluster for the 
mobile node. The coordinator upon receiving the request establishes the link with  
the adjacent cluster coordinator and request for GTS for the mobile node. 

In this way the time of association is reduce considerably and the node will be able 
to transmit and receive the data packets normally. It is assumed that all the nodes A 
and B have data packets in their buffers. Therefore according to the allocated delays 
these nodes will perform the backoff. After the backoff period, node A performs 
CCA. After the two successful CCA the node A sends data towards coordinator 1, in 
the mean time Node B also start performing CCA. As the channel was preoccupied by 
node A; node B increases its backoff value, and repeats the whole procedure again 
until it transmit the buffered data packet. 
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Fig. 2. Illustration of MA-CSMA/CA MAC protocol 

3   Working Principle of MA-CSMA/CA  

The working of the proposed protocol is shown in Fig. 3. As the node joins the cluster 
it receives beacon from the potential cluster heads. The node decides on the basis of 
the signal strength and chose the cluster head having the strongest signal. In case of 
mobile node since it is constantly on the move the proposed protocol uses the measure 
of signal strength from different cluster head to its advantage. The node monitors the 
beacon signal strength from different cluster heads, as it reaches to point where the 
energy level of received beacon from the cluster head keeps on increasing 
consistently the node assumes that it is moving towards the direction of this particular 
cluster head. The protocol allows the node to send a request to gain GTS in the 
upcoming cluster head before even joining the new cluster through its parent cluster 
head. Upon receiving the request of the mobile node the current cluster head 
establishes the link with the potential new cluster head for the mobile node and 
receive the GTS for the node. This whole process is not in the conventional 
CSMA/CA WSN standard. Once the node leaves the cluster it performs the 
association process, the process takes long time and if the nodes misses beacon frame 
from the new coordinator four times then it would go in orphan alignment process. 
This whole process of association going into new cluster increases latency of the 
system. Moreover after association process the new incoming node has to compete 
with the other nodes previously available in the cluster which increase the probability 
of collisions, low throughput, high latency and overall degradation of quality of 
service of the network. 

By allocating the GTS to the node before even it enters the new cluster via the old 
cluster head, MA-CSMA/CA significantly reduces the association time for the mobile 
node, moreover due to GTS the node will be able to successfully transmit the data in 
the new cluster without competing with the local nodes and not contributing to the 
number of collisions of the new cluster. In order to maintain fairness among the node 
the GTS is only allocated once for every mobile node entering the cluster after that 
the node has to contend and perform the same procedure which other nodes follow in 
order to transmit the data towards destination  
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Fig. 3. Block diagram representation of MA-CSMA/CA protocol  

4   Performance Analysis  

Latency, Goodput and Energy performance of MA-CSMA/CA protocol are analysed 
in this section. We assume that the channel is error free and the frame arrival rate of 
each node follow a Poisson distribution. The probability P(i,t) that exactly i number 
of frames arrive at a node during the time interval t is given by , ! , 0,1,2,3, … .∞. (1)

Where t is the unit backoff period and r is the data payload arrival rate. Hence the 
total traffic load (L) of the network that consist of (N) number of nodes will be 
L=N.r.ℓ where ℓ is the mean length of data payload. Therefore the probability that no 
frames arrive at the network within the time interval t is given by 0,  (2)
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Each successful transmission in the contention access period for proposed protocol 
protocol constitutes three states: 1) Delay Backoff (DB) state, 2) Data transmission 
state (DTx), and 3) ACK state. For the jth successful data frame transmission in the kth 
superframe these states are denoted as ,  ,  , respectively. The value 
of   depends upon the network load and the frame size. Hence the total 

successful transmission   time for the jth data frame in the kth superframe is 
given as    (3)

The values of   and   majorly contribute towards the value of . 

The value of   depends upon the number of active nodes present in the network 
as well as the priority of the node itself.   is the summation of all the time 
required for the successful as well as the unsuccessful transmission of data over the 
shared communication link. Hence the total time period for data transmission is given 
by   (4)

Where  and   are the successful and failed data transmission times 
respectively, which depends on the number of retransmission (RT) and setup time 
(SP) for the retransmission. 

If the number of active nodes changes from one superframe to another then the 
network traffic rate during the particular superframe will also be changed, hence the 
traffic arrival rate on variable active number of nodes in a superframe can be 
computed as 

, , !  (5)

Where  is the number of active nodes in any particular superframe. Let  be the 
total time taken to perform two clear channel accesses (CCA). Each CCA requires 
one unit backoff period. Upon the completion of the backoff procedure the node 
activates the receiver and performs channel sensing. Any node will be aware if the 
channel is busy due to the ongoing transmission from a neighbouring node or any 
node within its radio range also known as non hidden node only if the node starts the 
transmission in the period 1 ahead of the end of its carrier 
sensing. Let  be the probability that the channel is available for transmission 
then we have 0, 1 . 1  (6)

Where  is the total number of active nodes desired to transmit in a particular 
subperiod or slot of the respective superframe. In order to calculate the goodput (G) of 
the proposed scheme let  be the total number of data frames that are transmitted 
during the contention access period of kth superframe.  depends on three major 
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factors, the time length of contention access period, total time of each successful 
transmission and the number of active nodes in a specific superframe. Hence the 
goodput can be defined as the ratio of the total number of data transmission over the 
time period and can be calculated from the following  

 
(7)

Where L is the length of data payload, X is the total number of superframes, UBP is 
the unit backoff period and SD is the superframe duration. 

5   Simulation Results 

Matlab is used as the simulation platform for the implementation of the new MA-
CSMA/CA and the existing WSN industrial standard CSMA/CA. It is assumed that 
there are no retransmissions. Multi-hop network is considered and all nodes can send 
maximum of 1K of data which is divided into a number of packets having maximum 
of 143 data bits per packet. As slotted CSMA/CA is considered therefore the size of 
beacon interval (BI) and super frame duration (SD) is calculated as follows:  

 
(9)

 
(10)

In Eq. (9) and (10), BI and SD are dependent on two parameters beacon order (BO) 
and super frame order (SO). The aBaseSuperframeDuration denotes the minimum 
duration of super frame, corresponding to SO = 0. This duration is fixed to 960 
symbols where every symbol corresponds to four bits and the total duration of the 
frame equals to 15.36 msec, assuming 250kbps in the 2.4GHz frequency band, hence 
each time slot has duration of 0.96 msec. In the simulation analysis the above 
mentioned conditions are considered and performance analysis are carried out by 
assigning same values to SO and BO. Moreover in order to support mobility Random 
Waypoint model [20] is used. Rest of the simulation parameters are presented in 
Table1. 

The major performance matrices are simulated and the results of the proposed MA-
CSMA/CA and existing CSMA/CA MAC protocol are compared in the following 
sections. 

5.1   Setup Time 

Setup time can also be referred to as response time. It is the time required by any node 
in the network when the packet arrives in its buffer to the time the node about to 
transmit the packet. The setup time is mainly dependent on the MAC layer and its 
performance. The more efficient MAC protocol is the less setup time will be required 
by the contending node to access the shared communication link. The setup time is  
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Table 1. Simulation Parameters 

 

 
dependent on many parameters including; control signal time , backoff 
exponential time in case of CSMA/CA, association time  for MA-
CSMA/CA, radio turnaround time . The average setup time  for MA-
CSMA/CA and CSMA/CA can be calculated from Eq (11) and (12) as follows: 

 

(11)

 

(12)

The value of aforementioned backoff exponent time is given by: 

 
(13)

 
(14)

Where is the symbol time, is total number of control bits and  is total 
number of bits per symbol.  

 
(15)

Where  is total number of symbols for which timer is activated.  

ABaseSlotDuration 60symbol 
AMaxSIFSFrameSize 18 octets 
ANumSuperframeSlots 16 
AUnitBackoffPeriod 20symbol 
MacMinSIFSPeriod 12symbol 
CW 2 
MacMinBE 0 to 3 
MaxCSMABackoff 5 
Radio Turnaround Time 12symbol 
CCA detection time  8symbol 

 0.0100224mJ 
 0.0113472mJ 
 0.0113472mJ 
 0.000056736mJ 
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Fig. 4 shows the simulation results of average setup time for different number of 
active nodes N and traffic generated per node. The simulation results are obtained by 
choosing the values of backoff exponent (BE) equals to 3 and 2 respectively for 
CSMA/CA. In case of CSMA/CA for (BE=3) the setup time is much higher, this is 
due to the reason that the node before starting to send the packet undergoes a backoff 
delay, after the backoff delay it performs channel sensing, if the node fond that the 
channel is busy than it undergoes a random delay. Due to this reason the latency 
increases. In case of (BE=2) the value of setup time is less than (BE=3) but still 
considerably greater than the other techniques. In case of mobile nodes CSMA/CA 
apart from initial backoff delay exhibit more delays due to initialization and orphan 
process. In case of CSMA/CA if the node goes out of the range of the coordinator 
than it starts the process of association. During this process any packets send towards 
the node are dropped. If the node gets acknowledgement during association process 
then it waits for the beacon from the corresponding coordinator. In case the 
association process fails than the node can go in orphan realignment procedure or 
perform the association procedure again. This whole procedure contributes to the 
latency of the network. The MA-CSMA/CA incurs low delays. The mechanism of 
requesting the GTS slot from the coordinator of other cluster before being 
disconnected from the parent coordinator saves considerable amount of time which in 
the aforementioned protocols is wasted due to association process. Under variable and 
different number of active nodes conditions the proposed protocol shows significant 
reduction in latency as compared to other protocols which can be seen from the 
results. 

 

Fig. 4. Comparison of setup time for MA-CSMA/CA and CSMA/CA 

5.2   Idle Channel Time 

Idle channel time is one of the key factors in determining the efficiency of the MAC 
protocol. In WSNs the resources especially the bandwidth is also scarce and hence the 
efficient utilization of the bandwidth becomes priority for any MAC protocol. Fig. 5 
shows the comparison of the existing industrial standard MAC protocol and the 
proposed protocol which supports mobility. In case of CSMA/CA it is clear from the  
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Fig. 5. Comparison of Idle Channel time for MA-CSMA/CA and CSMA/CA 

results that the protocol shows worst bandwidth utilization. This is due to the fact that 
as the nodes collide or senses any activity over the channel they backoff randomly 
and this random backoff increases exponentially thus increasing the delay and 
decreasing the bandwidth utilization. It is because of this nature of CSMA/CA 
protocol the nodes undergo long delays before transmission of data. In case of 
proposed MA- CSMA/CA MAC nodes undergoes initial backoff values which is 
according to the standard, moreover before the start of transmission a feedback is 
provided to all the potential contending nodes about the duration of the current 
transmission. Therefore the node freezes their backoff values and goes to sleep mode, 
as they wake up the nodes start the remaining backoff count and access the channel. 
Hence instead of providing a long random backoff delay which results in excessive 
wait state with the probability that the channel may have been available during all the 
excessive random backoff duration, the proposed protocol provides initial backoff 
values along with the feedback of transmission so that nodes will know exactly when 
the channel is available for the transmission of data. It can be seen clearly from the 
results that the proposed MAC protocol significantly improves the channel utilization 
as compared IEEE 802.15.4 industrial standard CSMA/CA in mobile application 
scenario. 

5.3   Goodput 

Goodput is the total number of bits received correctly at the destination without 
retransmissions and control signals. Fig.6 shows the comparison of the goodput of the 
proposed protocol and CSMA/CA in mobile application. The result shows significant 
degradation of goodput in case of CSMA/CA. There are several factors behind the 
degradation of the goodput for the CSMA/CA. As from the previous section it is clear 
that the channel utilization is very poor and the latency in terms of setup time is very 
high. The other influencing factor is the presence of random backoff and problem of 
collision. As the number of nodes in the network increases it also increases the 
number of potential contending nodes which causes higher collision more random 
backoff and more retransmission of data. Hence more and more packets are collided  
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Fig. 6. Comparison of Goodput for MA-CSMA/CA and CSMA/CA 

and the overall quality of service falls drastically. It can be seen that at lower value of 
(BE) the goodput of the network is decreased. This is due to the fact that more number 
of nodes will be ready to transmit the data with lower backoff delay causing 
considerable rise in collision and thus contributing to lower goodput results. In case of 
MA-CSMA/CA collision is minimized by allocating GTS slot for the mobile node 
entering the new cluster. Moreover the average setup time for the proposed protocol is 
very low and the channel utilization is also on the high side. Hence the goodput of the 
proposed scheme increases not only under increase number of active nodes but also 
on variable data traffic. 

5.4   Energy 

Energy is also one of the key factors in wireless sensor networks. Since sensors are 
tiny devices they are required to save energy. Fig. 7 shows the comparison of energy 
for MA-CSMA/CA and CSMA/CA. It can be seen from the result that as the number 
of nodes increases the energy consumption of CSMA/CA increases. The reason 
behind this is that CSMA/CA suffers heavily from collisions due to hidden nodes as 
well as contention collisions. As the packets of the nodes are collided they have to be 
retransmitted. This retransmission of data packet along with the normal transmission 
of the packets over the network results in more collisions which can be referred to as 
collision chain reaction. Due to retransmission and performing additional carrier 
sensing, nodes waste considerable amount of energy. Since the proposed protocol 
minimizes collision and all the nodes receive feedback from the coordinator about the 
ongoing transmission over the link, thus the nodes dose not waste unnecessary time 
for the channel to become idle and goes to sleep mode. Moreover due to the 
introduction of mechanism by virtue of which mobile node can request slot to 
transmit the data in upcoming cluster before even joining the cluster saves significant 
time required for association, thus saving considerable amount of energy as compared 
to the conventional standards.  
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Fig. 7. Comparison of Energy for MA-CSMA/CA and CSMA/CA 

6   Conclusion 

In this paper a novel MA-CSMA/CA MAC protocol which is to the best of author’s 
knowledge the first of its type is presented. The proposed MAC provides a contention 
based collision minimize transmission by employing mechanism of GTS allocation to 
the mobile nodes joining the new cluster which resolves the major issue of control 
message collisions as well. MA-CSMA/CA MAC solves the major problem of 
association for mobile node by introducing the request mechanism before entering a 
new cluster. Thus in this way the association time is almost negligible. MA-
CSMA/CA works well for both static and mobile scenario without compromising the 
performance requirements. The proposed MAC is extensively compared with the 
current state of the art industrial standard CSMA/CA for IEEE 802.15.4. The results 
clearly show that it outperforms the existing industrial standard of CSMA/CA 
protocol in all the performance aspects. There is considerable gain in the reduction of 
latency of about 5 times and the channel utilization is about 6 times better. A 
significant improvement of about 70% to 80% in goodput and consumption of energy 
is reduced by 2 folds. The results also show the superiority of the proposed protocol 
MA-CSMA/CA not only at low traffic load but at high network load. As number of 
active and mobile nodes in the network increases the proposed protocol accomplishes 
far better performance than the existing IEEE 802.15.4 standard.  
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Abstract. This paper illustrates using Rough set theory as a data mining method 
for modeling Alert systems. A data-driven approach is applied to design a 
reliable alert system for prediction of different situations and setting off of the 
alerts for various critical parts of human industry sections. In this system 
preprocessing and reduction of data with data mining methods is performed. 
Rough set learning method is used to attain the regular and reduced knowledge 
from the system behaviors. Finally, using the produced and reduced rules 
extracted from rough set reduction algorithms, the obtained knowledge is 
applied to reach this purpose. This method, as demonstrated with successful 
realistic applications, makes the present approach effective in handling real 
world problems. Our experiments indicate that the proposed model can handle 
different groups of uncertainties and impreciseness accuracy and get a suitable 
predictive performance when we have several certain features set for 
representing the knowledge. 

Keywords: Data Mining, Rough Sets, Data-Driven Modeling, Solar Activities, 
Alert Systems. 

1   Introduction 

Studying the features of the solar activities is of prime importance, not only for its 
effect on the climatological parameters, but also for practical needs such as 
telecommunications, power lines, geophysical exploration, long-range planning of 
satellite orbital trajectories and space missions planned by space organizations. The 
Sun has an obvious, direct and perceptible impact on the Earth's environment and life. 
The thermal influence of the solar energy on the earth environment is modulated on 
easily identified daily and seasonal time scales. These are essentially Sun-as-a-star 
global effects, in which solar variability does not play any role. In fact, solar activity 
comprises of all transient phenomena occurring in the solar atmosphere, such as 
sunspots, active regions, prominences, flares and coronal mass ejections.  
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Space weather forecast service must be available in real-time to moderate the 
effects for the users. The service must also be useful and understandable to the user. 
Space weather deals with real-world problems, i.e. conditions and processes that most 
often are described as nonlinear and chaotic. Since real-world data are noisy and 
huge, there is a need to utilize suitable and efficient methods of using them in alert 
and prediction systems. Traditionally Artificial Intelligence (AI) represented the 
symbolic approach to knowledge processing and coding. Recently, however AI (the 
new AI) also includes soft computing methods, a consortium of methodologies that 
works synergistically and provides, in one form or another, flexible information 
processing capability for handling real life ambiguous situations, is used. Soft 
computing methodologies include fuzzy sets, neural networks, genetic algorithms, 
rough sets, and their hybridizations, have recently been used to solve data mining 
problems. Neurocomputing techniques have been successful in modeling and 
forecasting space weather conditions and effects, simply because they can describe 
non-linear chaotic dynamic systems. They are also robust and still work despite data 
problems [1].  

Moreover, expert systems, genetic algorithms, and hybrid systems such as 
neurofuzzy systems and combinations of neural networks [2], [3], [4], [5], [6], [7] 
have been used. Many similar studies of the solar activities and prediction over 
indices such as: SSA methods in [8], [9], prediction of solar activity with BELBIC in 
[10], [11], Hybrid Predictor method in [12], Alert System Based on Knowledge 
management [13], Integrated methods such as Knowledge-Based Neurocomputing 
[14], are also used. 

Current studies aim at modeling and predicting space weather using the 
knowledge-based Rough set method for alerting regarding the different situation in 
space weather. Different alert  systems and models are presented for predicting and 
alerting to communication and satellite system which support specific aims and use 
different approaches and ways such as: MHD [17], WINDM [18], MSFM [19] and 
LSWM[20], [21]. These models choose different indices as inputs and description of 
conclusion is used for prediction and setting off alerts.  

The rest of this paper is organized as follows: Section 2 discusses the basics of 
rough set theory. Section 3 describes a Data-Driven Modeling Approach for the 
designed system. Section 4 describes the research case study. Section 5  concludes the 
paper and proposes further works. 

2   Rough Set Methods 

During twenty years of following Pawlak’s [22] rough set theory and its applications 
it has reached a certain degree of maturity. In recent years, a rapid growth of interest 
in rough set theory and its application is seen worldwide. The theory has attracted 
attention of many researchers and practitioners all over the world who contributed 
fundamentally to its development and applications. From logical point of view rough 
set theory is a new approach to uncertainties. From practical point of view rough set 
theory seems to be of fundamental significance to AI and cognitive sciences, 
especially to machine learning, knowledge discovery, decision analysis, inductive 
reasoning and pattern recognition. It seems also important to decision support systems 
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and data mining. In fact it is a new mathematical approach to data analysis. Rough set 
theory is based on sound mathematical foundation [23], [24]. 

Data reduction consists of eliminating of superfluous data from the information 
system in such a way that basic approximation properties of the system remain intact. 
Finally certain and possible decision rules are defined, which form a logical language 
to describe the lower and the upper approximation. Later, decision rules are used to 
describe patterns in the data. The main advantage of rough set theory is that it does 
not need any preliminary or additional information about data like probability in 
statistics, or basic probability assignment in Dempster-Shafer theory and grade of 
membership or the value of possibility in fuzzy set theory [23]. Some of the Rough 
set theory actions such as following: Characterizing of set of objects in terms of 
attribute values, Finding dependencies (total or partial) between attributes, Reduction 
of superfluous attributes (data), Finding significance attributes, Decision rule 
generation and others[23]. 

Rough set theory as one of the most important data mining method which is 
presented with the concept of an approximation space, which is a pair RU , , where U 
is a non-empty set (the universe of discourse) and R an equivalence relation on U, i.e., 
R is reflexive, symmetric, and transitive. The relation R decomposes the set U into 
disjoint classes in such a way that two elements x, y are in the same class if Ryx ∈),( . 

If two elements x, y in U belong to the same equivalence class, we say that x and y are 
indistinguishable. For U2 X∈ , in general it may not be possible to describe X 
precisely in RU , One may then characterize X by a pair of lower and upper 

approximations defined as follows [22]. 

}][|{ XxUxRX R ⊆∈= ;  }][|{ φ≠∈= XxUxRX R ∩  (1)

where [ ]Rx  stands for the equivalence class of x by R. The pair ),( XRXR  is the 

representation of an ordinary set X in the approximation space RU ,  or simply 

called the rough set of X. 

 

Upper Approximation  Actual set Lower Approximation 
(Dark gray) 

 

Fig. 1. Properties of rough sets approximation 
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An information system I is a pair AUI ,= , where U is a set of objects, A is a set 

of attributes, and each attribute Aa ∈  associated with the set of attribute values aV is 

understood as a mapping 
aVUa →: . An information system is called a decision 

system if assuming that the set of attributes DCA ∪=  and φ≠DC ∩ , where C is 

the set of conditional attributes and D is the set of decision attributes. Given an 
information system I, each subset P of the attribute set A induces an equivalence 
relation IND (P) called P-indiscernibility relation as follows: 

},)()(|),{()( 2 PaallforyaxaUyxPIND ∈=∈= , (2)

and    

∩
Pa

({a}) )(
∈

= INDPIND . 
(3)

If )(),( PINDyx ∈  we then say that objects x and y are indiscernible with respect 

to attributes in P. In other words, we cannot distinguish x from y, and vice versa, in 
terms of attributes in P. Note that the partition of U generated by IND(P), denoted by 
U/IND(P), can be calculated in terms of those partitions generated by single attributes 
in P as follows [25]: 

})({/⊗= ∈ αINDYPIND Pa)( , (4)

where 

};;:{ φ=∈∀∈∀=⊗ YXBYAXYXBA ∩∩ . (5)

In [23], Pawlak firstly introduces two numerical characterizations of imprecision of 
a subset X in the approximation space PU ,  accuracy and roughness. Accuracy of X, 

denoted by )(xPα   is simply the ratio of the number of objects in its lower 

approximation to that in its upper approximation;  

)(
)(

)(
XP

XP
xP =α , (6)

Where .  denotes the cardinality of a set. It is possible to measure roughness and 

accuracy of approximation quality on the relations over U [25]. 
The attributes in decision table must be reduced with an efficient attributes 

reduction algorithm. For conciseness, this algorithm is summarized in pseudo code 
(see Fig.2). 

In reduction of knowledge the basic role is played, in the proposed approach by 
two fundamental concepts of a reduct and the core. Intuitively, a reduct knowledge is 
its essential part, which suffices to define all basic concepts accruing in the 
considered knowledge, whereas the core is in a certain sense it’s most important part. 
The following is an important property establishing the relationship between the cores 
and reductions. 
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Fig. 2. Attributes Reduct algorithm [27] 

∩ )()( PREDPCORE = , (7)

Where )(PRED  is the family of all reductions of P and P is represented knowledge. 

As mentioned in ψϕ →  decision, attribute α is dispensable if: 

ψϕψϕ →−⇒→ }){/( aP , (8)

Where the set of all indispensable attributes in ψϕ →  is called the core of ψϕ → , 

and is denoted by )( QPCORE →  and 

∩ )()( QPREDQPCORE →=→ , (9)

Where )( QPRED →  is the set of all reductions of )( QP →  [23]. 

3   Data-Driven Modeling Approach  

This section of paper describes the designed architecture for prediction and setting off 
of the suitable alerts to the mentioned systems by using Rough set method. There are 
two basic approaches to prediction: model-based approach and nonparametric method 
(data-driven). Model-based approach assumes that sufficient prior information is 
available with which one can construct an accurate mathematical model for 
prediction. Nonparametric approach, on the other hand, directly attempts to analyze a 
sequence of observations produced by a system to predict its future behavior. Though 
nonparametric approaches often cannot represent full complexity of real systems, 
many contemporary prediction theories are developed based on the nonparametric 
approach because of difficulty in constructing accurate mathematical models. The 
most motivated idea in model analysis is to use a data-driven model to get a deeper 
insight to the underlying real world system.  

Algorithm: Attributes reduction (C, D) 
Input: C, the set of criteria attributes; D, the set of class 

attribute (decision). 
Output: R, the attribute reduct, CR ⊆  

› R ←{} 
› do 
› T ←R 
› for each )( RCx −∈  

› if  )()(}{ DD TxR γγ >∪
 

› }{xRT ∪←  

› R←T 
› until )()( DD CR γγ =  

› return  R 
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Initialize phase 
› Getting observation from information 
centers. 
› Normalization input data with determined 
range of data. 
› Building standard decision table. 

Learning phase  
       Data mining with Rough Set 

› Checking out of decision table consistency 
and making it consistent. 
› Removing redundant row of table. 
› Finding Core and Reductions for any 
decision rule. 
› Removing replicate rows to get the simple 
table. 
› Achieving decision rules for decision table. 
› Combining the decision rules of each class. 

Reasoning phase and retuning  
› Considering the result and setting off of 
suitable alerts. 
› Continuing to Training designed system 
from observation data and previous results 
(section two). 

According to the data-driven characteristics of the system and available data in this 
case (several years’ solar activities data)  after  the system obtaining the  previous 
behavior data of the solar activities obtained from authentic world data centers the 
system  reduces the decision rules by using rough set theory reduction algorithms . For a 
better performance of rough set theory reduction algorithms and reducing noisy and 
missing values of data, an initial preprocessing phase on the raw data is performed. 

In order to apply our approach, it is necessary to select reduce the set of attributes 
precisely (for attaining better result). It is also needed to normalize the data in 
standard data set form features. In this stage for having reliable results from the 
selected features, rough set feature reduction (RSFR) algorithm is used [27]. Finally, 
prior to this step it has a number of rules in decision table which leads to the behavior 
of the system, they are not neat and tidy however. As it was mentioned the rough set 
learning algorithm reduces these rules efficiently i.e. with using combination and 
removing repeated or inconsistent rules (caused by noise). In conclusion with 
combining of the decision rules for each class of the decision concept, the learning 
procedure from the off-line data was done. In the third phase, the model could 
function as simple as a gradient that updates with newly arrived on-line data, or an 
approximation model linearized around an operating point using historical data for the 
nominal part and on-line data for updating and re-tuning. The model architecture  is 
described in figure 4. In order to guarantee the model’s stability, new events can be 
considered as new observation or test data for checking system performance. The 
algorithm contains the following steps:  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. An overview of designed algorithm for predicting solar activities 
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As reflected in figure 4, the creation of descriptive production rules from given 
feature patterns is central to the present work.  

Observations 

Pattern Recognition 
and Set off Alert 

Unreduced data 

Reduced table Feature reduction 
(RSFR) 

Rule induction Reduced pattern Decision Maker 

Rule reduction Reduced rules 

Reduced 
pattern 

Unreduced pattern 

Training Reasoning 

Retuning according to 
validation of response  
Dynamically in specific 
periods 

 

Fig. 4. Architecture of the designed system for setting off of alerts 

Due to the fact that designed system may need to train again and have low 
efficiency at a point of time e.g. in an 11-year sunspot cycles of solar activities, the 
system will begin to learn from its previous results and also observations as new 
observations. So performance of the system will not be reduced and the system will 
have dynamic performance. 

4   Case Study  

The Sun exerts profound control over a natural hazard - space weather - that poses a 
risk to modern technology. This is a hazard we knew little of until the Space Age. The 
Sun’s control of space weather is exercised through the charged particles and 
magnetic fields that are carried by the solar wind as it buffets the Earth’s magnetic 
field. Our data and expertise help to develop scientific understanding of the evolution 
of the solar activities and space environments. In order to modeling and monitoring 
these activities, Rough sets are used as a tool. Specifically, it provides a mechanism to 
represent the approximations of concepts in terms of overlapping concepts [16]. 

4.1   Data Description 

There are many important solar indices which researchers use for forecasting and 
designing the alert systems. In this paper, we selected several most important and 
commonest prediction and alert indices according to (the datasets of which are 
available from authentic information services from the world) to set off the alerts. The 
selected indices for this study are: Sunspot number (SN), Solar Radio Flux (SRF), Kp 
and Dst that we will illustrated them in the section below. 
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Sunspot Numbers (SN). Sunspots are darker than the rest of the visible solar surface 
because they are cooler. Sunspots appear often in groups, and the sunspot number R is 
defined as R = k ( f + 10 g),  where f is the total number of spots visible to the 
observer, g is the number of disturbed regions (single spots or groups of spots), and k 
is a constant for the observatory related to the sensitivity of the observing equipment. 
This index is a suitable criterion for the solar activities and source of many events of 
space weather. 
 
Solar flux (SF). One of the major indicators of solar activity is known as the solar 
flux. It provides an indication of the level of radiation that is being received from the 
Sun. The level of ionising radiation that is received from the Sun is approximately 
proportional to the Solar Flux. 
 
Geomagnetic Index (Kp). The Kp index is obtained from a number of magnetometer 
stations at mid-latitudes. Also this index is a suitable criterion for the alert systems. 
 
Storm Time Index (Dst). The hourly Dst index is obtained from magnetometer 
stations near the equator but not so close that the E-region equatorial electrojet 
dominates the magnetic perturbations seen on the ground and uses in alert systems.  

4.2   Experimental Results  

This section first provides previous results and alerts from web sites [29], [30] and 
appropriates them as inputs for the designed system. It must be declared that 
providing these data in outright framework is difficult because different prediction 
models exploit different combinations of these parameters such as SN, Kp, Dst, Solar 
Wind, Solar Flux, AE, etc. Although the selected attributes were based on other real 
trusty alert systems, it must be noted that experimental result of algorithm in fig.2 
[27] would also obtain the same indices as the important attributes. Also missing 
value in observation data, uncertainty and accuracy of measurement systems leads to 
unreliable predictions. Hence regarding described algorithm, preprocessing on data is 
done and the solar activity indices. The data sets are normalized in several specific 
separated classes. The chart of observation data for years 1996 – 2006 are shown in 
figure 7. The general objective is to obtain the partition that, for a fixed number of 
classes. Next, the indices data are shown with class numbers such as 1-2-3-4.  

In next step, the algorithm begins cleaning data for obtaining some primary rules. 
The result of rule reduction step is illustrated in table 1.  After reduction of the rules, the 
algorithm reduces redundant rules obtained from algorithm’s step 5 of learning phase.  

For implementation of the  system, we selected 3000 out of 4000 decision rules for 
training phase and the system was expected to response to new event. In training 
phase, the algorithm reached 73 efficient rules to make decision which 10 of them are 
presented in table 1. In fact, we have just reduced the primary rules without any 
combining. Combination of the rules to reach minimal number of them is done with 
rough set algorithms. In the next section of the algorithm for attainment of efficient 
and valid rules for decision making, support and confidence of the rules are 
computed. Hence the number of rules for using decision system is 36 decision rules 
which are presented in table 2.  
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Fig. 7. The real data charts from solar indices (SN, SF, Kp, Dst) 

Table 1. Results of decision rules reduction algorithm (DS stands for system decision) 

                                               Antecedent                                                                        consequent  

IF 
SN  

is 1 ------  &  Kp  is 1 
&  Dst  
is 1 

THEN         DS 
is 1 

IF 
SN  

is 2 ------  ------  ------  
THEN         DS 

is 2 

IF 
SN  

is 1 ------  &  Kp  is 1 
&  Dst  
is 3 

THEN         DS 
is 2 

IF 
SN  

is 2 ------  &  Kp  is 3 
&  Dst  
is 2 

THEN         DS 
is 3 

IF ------  & SF  is 2 &  Kp  is 3 
&  Dst  
is 2 

THEN         DS 
is 3 

IF ------  & SF  is 2 &  Kp  is 3 
&  Dst  
is 3 

THEN         DS 
is 3 

IF 
SN  

is 3 & SF  is 3 &  Kp  is 4 
&  Dst  
is 4 

THEN         DS 
is 4 

IF 
SN  

is 2 ------  ------  
&  Dst  
is 4 

THEN         DS 
is 4 

IF 
SN  

is 2 & SF  is 2 ------  
&  Dst  
is 4 

THEN         DS 
is 4 

IF 
SN  

is 2 & SF  is 2 &  Kp  is 4 
&  Dst  
is 4 

THEN         DS 
is 4 

Table 2. The combination of decision rules results (final rules) 

Rows The reduced rules 
1 SN1  Kp1 Dst1 → DS1 

2 SN1 SF1  Kp1 Dst1 → DS1 

3 SN1 ∨  Kp1 → DS2 

4 (SN1 ∨ SF1)Kp1 Dst3 → DS2 

5 SN1 Kp2 (SF1 ∨ Dst2) → DS2 

6 SN2 Kp1 (SF1 ∨ Dst2) → DS2 

7 (SN2 ∨ Dst3) SF1 Kp2 → DS2 

8 SN2 SF2 (Kp2 ∨ Dst1) → DS2 

9 SN2 Kp1 (SF3 ∨ Dst3 ∨  Dst1) → DS2 

10 SN1 Kp2 (S F2 ∨ Dst3 ∨ Dst1) → DS2 

11 Kp3 → DS3 

12 SN3 SF1 (Kp1 ∨  Dst1) → DS3 
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Table 2. (Continued) 

13 SN3 SF2 (Kp1 ∨ Dst1 ∨ Dst2) → DS3 

14 SN3 SF1 (Kp2 ∨ Dst2) → DS3 

15 Kp3 Dst2 (SN2 ∨ SF2) → DS3 

16 Kp3 Dst3 (SN2 ∨ SF2) → DS3 

17 SN3 SF3 (Dst1 ∨ Dst2 ∨ Dst3 ∨ Kp1) → DS3 

18 SN2 SF3 (Kp3 ∨ Kp2 ∨ Dst3 ∨ Dst1) → DS3 

19 SN4 ∨ SF4 ∨ Kp4 ∨ Dst4 → DS4 

20 SN4 Dst2 (SF1 ∨ Kp1 ∨ Kp2 ∨ Kp3) → DS4 

21 SN4 SF4 Dst1 (Kp1 ∨ Kp2) → DS4 

22 SN4 Dst4 → DS4 

23 SN4 Dst1 → DS4 

24 SN4 Dst3 → DS4 

25 SN4 SF4 Dst3 (Kp2 ∨ Kp3) → DS4 

26 SN4 SF4 Kp4 (Dst3 ∨ Dst4) → DS4 

27 SN4 SF4 (Kp1 ∨ Dst3 ∨ Dst4) → DS4 

28 SN4 SF3 (Dst3 ∨ Dst4)→DS4 

29 SN4 SF3 Kp1Dst4 → DS4 

30 SN4 SF3 Kp4 Dst3 → DS4 

21 SN4 SF4 Dst4 (Kp2 ∨ Kp3 ∨  Kp4) → DS4 

32 SN3 Dst4 → DS4 

33 SN3 SF3 Dst4 → DS4 

34 SN2 Dst4 → DS4 

35 SN2 SF2 Kp4 Dst4 → DS4 

36 SN2 SF2 Dst4 → DS4 

For examination of this algorithm 1000 data from the whole 4000 were selected. 
As it is shown, the alert system experimental result is performed over the test data. 
The training data is obtained from [28], [29] and the experimental results of the 
system are shown in table 4 compared with the real alert in [3]. Comparing two 
different systems which use different indices and method for prediction and alert 
might be not easy because in real world we have a limit number of intelligent alert 
system, in other words, systems which have special algorithms and methods of 
performing predictions and alerts. 

Table 3.  The system performance based on Kp index 

Kp Warning Kp <= 3 3 <Kp<= 5 Kp> 5 

Detection  41.40% 97.26% 68.75% 

Miss  58.59% 2.73% 31.25% 

False Alarm 0.00% 1.05% 11.99% 

 
 

In table 3 we the system performance with common alert systems alerts based on 
Kp index values is presented. due to the fact that, the system works with 4 criteria 
especially when the values of the Kp is low the system has rather low performance 
but against high value of Kp index the alert of the system is appropriate. The real 
alerts are described with these linguistic terms: low activity (LA), active (A), high 
activity (HA), very high activity (VHA). 
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Table 4. Comparison of system results with the expert detection[28] 

Table 5. Comparison of 10 results of system detection and real alerts [30] 

YY MM DD SSN SF Kp Dst Syste Real Alert 
2004 3 19 58 111.3 1.625 -10.12 3 risk 

2004 3 27 88 127.2 3.362 -27.25 3 risk 

2004 4 29 24 89.8 1.037 -7.916 2 prudence 

2004 7 20 91 180.8 2.012 -7.041 3 risk 

2004 7 21 88 177.7 0.837 -0.875 3 risk 

2004 7 23 74 170.4 4.737 -19.12 3 risk 

2004 7 24 69 151.8 4.175 -118.3 4 High risk 

2004 7 25 57 143.9 7.275 -66.54 4 High risk 

2004 7 26 64 132 3.625 -132.4 4 High risk 

2004 7 27 55 121.8 7.575 -83.79 4 High risk 

2004 12 31 22 95.2 1.8 -20.2 2 prudence 

2005 1 17 64 133.1 5.2 -73.58 3 risk 

2005 1 19 45 128.3 5.037 -47.16 3 risk 

2005 1 27 20 84.3 0.487 -8.583 1 safe 

2005 3 3 9 75.7 1.075 -6.125 1 safe 

2005 3 25 34 81.7 3.35 -18.83 2 prudence 

2006 2 21 0 74.2 3.337 -17.37 2 prudence 

2006 2 22 0 74.4 2.912 -11.45 2 prudence 

2006 4 14 36 79.4 5.325 -46.12 3 risk 

2006 11 21 0 75.6 0.175 11.333 1 safe 

 
 

 

SN SF Kp Dst 
Rough set 
Output 

System 
Alert 

Expert 
Detection 

0 72.6 1.2 -5.5 1 quiet LA 
13 75.1 1.312 -62.12 3 danger A 
76 128 2.325 -24.04 3 danger HA 
144 210.6 3.037 -13.41 4 H.danger VHA 
151 210.3 1.237 1.25 4 H.danger VHA 
107 174.4 3.675 -46.04 3 danger HA 
50 112.7 2.412 -14.37 2 active A 
22 77.9 0.612 -8.208 1 quiet LA 
16 90.7 1.662 -6.416 1 quiet LA 
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a) 

 

b) 

Fig. 8. The alerts from the alert system in NOAA in a) Jul 2004 , b) Feb 2006 
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5   Conclusion and Future Works 

Developing alert and prediction systems using noisy data in huge amount is one of the 
most important research topics. Regarding the importance of application of these 
systems in expensive satellite and communications and power systems in recent years, 
using data mining and suitable combinations of their algorithms can be useful in 
simplifying and solving the problems. As it was seen, in this research an initial 
normalization of data for converting them to practical information was utilized. Since 
in data mining based on rough set theory, there is no need to an expert or prior 
knowledge and this system learns from data or solar events, for discovering and 
formulating knowledge a data driven model was used. So all occurred patterns can be 
members of their class such as quiet class and etc. Finally, it is possible to conclude 
that the designed system has a suitable capability in reducing the effects of noises in 
decision making. Moreover, having high reliability rate is one of its advantages. In 
future works, in order to arrive at more accuracy and better performance in prediction 
and alerting, other collective combinations of rough set theory can be used with other 
methods which yet have other approaches toward the issue. 

 
Acknowledgements. This paper is dedicated to the memory of the deceased professor 
Dr. Caro Lucas. 
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Abstract. A model, discrete in terms of time, geometrical space and
velocity, is defined for a mix of car and bicycle traffic. Although based
on cellular automata (CA) and interchangeable with a CA model in
some special cases, the spatial aspect of the model presented here in-
cludes some characteristics that set it apart from CA models, such as
overlapping cells and extended stochasticity. These characteristics allow
easy incorporation of a variety of network elements into a spatial network
model. The behaviour model includes rules for movement along stretches
of road, as well as rules of behaviour at decision and conflict points on
the road. Agent based simulations are run for three simple scenarios and
results of these simulations are presented.

Keywords: cellular automata, heterogeneous traffic flow, bicycles,
urban roads, simulation.

1 Introduction

Since the publication of the seminal papers by Nagel and Schreckenberg [17]
and Biham et al. [3], the former proposing a one-dimensional and the latter a
two-dimensional model, cellular automaton (CA) models have figured promi-
nently in the area of traffic flow modelling. Characteristics of urban traffic have
been studied using these models for a variety of network scenarios [8,5,21,19],
including unsignalised individual network elements with either homogeneous
[18,22,23,12,24,13] or heterogeneous traffic [7,6,9,14] and signalised elements
[4,2]. Mixed motorised and non-motorised traffic has been modelled using cellu-
lar automata also: Gundaliya et al. [10] and Mallikarjuna and Rao [16] developed
such models based on multiple cell occupancy. The CA approach has been used
to some extent for additional modelling of bicycle flows and interactions with
motorised traffic [11,14].

Herein we present a three-way (time, space, velocity) discrete flow model for
heterogeneous vehicular traffic on a network. The spatial component of the model
accommodates road sharing by vehicles of different sizes and maximal velocities,
through use of heterogeneous cellular automaton systems. It addresses the spa-
tial aspect of complex manoeuvres that take place at intersections - and other

B. Murgante et al. (Eds.): ICCSA 2011, Part I, LNCS 6782, pp. 602–614, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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points of conflict and decision making in the network - by defining rules for the
transposition of geometrically natural space representations into abstract dis-
crete models. The behaviour model is based on the Nagel-Schreckenberg cellular
automaton model for road traffic [17], which was considerably modified to in-
corporate lateral interaction between vehicles, as well as the complex behaviour
that arises from network structure.

While the model is general with respect to vehicle and infrastructure element
types, it has been applied here to the case of mixed car and pedal-bicycle urban
traffic and the elemental topologies of straight road, left turn and right turn.

This paper is organised as follows. Section 2 presents the model. Section 3
describes the simulation scenarios that were implemented, while Sect. 4 presents
the results obtained from the simulations. Section 5 concludes the paper by dis-
cussing the merits of the model, summarising the results and indicating related
planned future work.

2 Model

The spatial and behaviour model are presented separately.

2.1 Spatial Model

One of the principal characteristics of the spatial model construction, introduced
in [20], is that different vehicles move on separate, potentially overlapping cel-
lular systems. Thus a larger vehicle moves on a lattice consisting of larger cells,
while a smaller vehicle moves on a different lattice, consisting of proportionally
smaller cells. Network features where routes diverge or converge are modelled
using overlapping cells, in that the cells of two convergent or divergent routes
will overlap somewhat. Intersections and other complex network elements are
modelled using geometrically natural routes (to determine the number of cells
and overlapping of routes within an element) rather than represented using a
rectangular cell lattice, as is typically the practice in cellular automata models.

Some terms need to be defined at this point:

– a track is a single-width sequence of cells along which a vehicle moves
forward

– the cells represent vehicle positions on the track and are assigned whole
numbers in ascending order, from 0 to N - 1, where N is the number of cells
in the track; they may overlap with cells in the same track or with cells in
other tracks

– a decision point is a point at which a track diverges to become more
than one track: a vehicle must make a decision as to which of the possible
directions it will take, before it reaches the decision point

– a conflict point is a position at which a track is in conflict with another
track because in some part the two tracks overlap; generic examples of such
conflicts are found at intersections in urban traffic or entry-ramps on motor-
ways
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Three infrastructure elements are constructed using the described model.
Their geometric representation is shown in Fig. 1.

a) b) c)

Fig. 1. Spatial model elements (model representations of real infrastructure elements):
(a) cell of a road shared by cars and bicycles, (b) the spatial model of a left turn in
the same type of road and (c) the spatial model of a right turn in that same type of
road. The shaded areas show the size of a cell in each track.

Figure 1a represents a cell of a straight road where bicycles and cars move side-
by-side but do not enter each other’s space. Bicycles move on track aibibosaos,
which contains two cells, while cars move on road section bicicosbos, which con-
sists of a single cell. No cells overlap. This element is used for situations of
“positional discipline”, where bicycles keep to the left1 side of the lane, while
cars keep to the right. Figure 1b represents a left turn. The car and bicycle
tracks for the straight ahead direction are identical to the straight road element.
The turning tracks, i.e. left in Fig. 1b and right in Fig. 1c, are the same in
number and relative positions as those of the straight tracks, but, as can be
seen from the figure, cells within a route overlap. The purpose of this is to al-
low for space occupation geometry to be reflected in the model (for example, a
car that fits exactly into track bicicosbos in Fig. 1b cannot be accommodated
exactly in track bicicolbol and is allowed to “edge” forward in this track) and to
force delay in a section of the road that slows vehicles down (in this case, the
turn). Fine-tuning of this delay is introduced by placing a presence probability
on cells. The presence probability expresses the difficulty of traversing the track
(e.g. the difficulty of turning), where a greater probability represents a higher
difficulty of turning. When a vehicle is passing over the cell, it is counted into the
traversed length if it is present and is not counted if it is not present. The cell’s
1 The use of directions “left” and “right” is with reference to left-hand-side driving,

as in Ireland or the UK. However, the model has its “mirror image”, applicable
to right-hand side driving, in what would result from an across-model exchange of
“left” for “right” and vice versa. It is, therefore, generalisable.



A Discrete Flow Simulation Model for Mixed Urban Traffic 605

presence is re-calculated, using the presence probability value, after a vehicle
traverses it. It has the same value for all the cells in a track. Three overlapping
cells constitute each of tracks aibibolaol and bicicolbol in Fig. 1b. Similarly, five
and three cells constitute, respectively, tracks aibiboraor and bicicorbor in Fig.
1c. The straight road section, in Fig. 1a, has no conflict or decision points. The
left turn element, Fig. 1b, has a single conflict, between bicycle track aibibosaos

and car track bicicolbol; thus bicycles and cars travelling on those tracks are
presented with conflict points aibi and bici, respectively. The left turn element
has a single decision point for each type of vehicle, at aibi for bicycles and at
bici for cars. The right turn element, Fig. 1c, has a single conflict, between car
track bicicosbos and bicycle track aibiboraor. Bicycles entering the element are
presented with the conflict immediately, at aibi, similarly to the cars, which see
a conflict point at bici. A decision point in this element exists at aibi for bicycles
and at bici for cars.

The relationship between the cells of the model geometric space is expressed
through (i) the sequence in a route, such as aibibosaos, which consists of two
cells, (ii) sequencing of infrastructure elements, where connected, and (iii) over-
lapping. The overlapping of cells can be expressed through a table that we call
the impingement table, which indicates all instances of overlap between cells
within an infrastructure element. For example, Table 1 is the impingement table
for the left turn shown in Fig. 1. The binary representation of overlap, when
transferred into code during implementation, facilitates fast run-time inspection
of cell availability for occupation.

2.2 Behaviour Model

The behaviour model is built upon the original Nagel-Schreckenberg [17] CA
model. Even though this basic model does not reproduce all the properties of
traffic flow on freeways, it is sufficient as a base for the purpose of modelling
movement in an urban network [15].

Table 1. Impingement table for left turn shown in Fig. 1b. Column and row headings
refer to cells. For example, BL2 is the second cell in the bicycle left-turn track.

BS1 BS2 CS1 BL1 BL2 BL3 CL1 CL2 CL3

BS1 1 0 0 1 1 0 1 1 1
BS2 0 1 0 0 0 0 1 1 1
CS1 0 0 1 0 0 0 1 1 1
BL1 1 0 0 1 1 1 0 0 0
BL2 1 0 0 1 1 1 0 0 0
BL3 0 0 0 1 1 1 0 0 0
CL1 1 1 1 0 0 0 1 1 1
CL2 1 1 1 0 0 0 1 1 1
CL3 1 1 1 0 0 0 1 1 1
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In a cellular automaton model, in general, a set of rules is followed towards
determining the velocity of vehicles, i.e. the number of cells that a vehicle will
advance in the next time step, which then controls movement in any iteration.
This position update can be performed (i) in parallel for each time step, where
first the velocities for all the vehicles in the system are determined, then all the
vehicles are moved or (ii) in sequence, where each vehicle moves immediately
upon determining its velocity for the time step. We chose the more commonly
used parallel update, because it is “less safe” from the point of view of conflict
resolution, and thus more closely models the problems of interest here.

The following list contains the variables and constants used in the behaviour
rule descriptions, with their definitions:

– vLIMi(t + 1) is the limiting value for ith vehicle’s velocity at time step t + 1
– vMAX is the maximal velocity
– dI0i is the distance from the ith vehicle to the nearest impinged cell i.e. the

number of unimpinged cells ahead of the vehicle; a cell is impinged if it is
not available for occupation, i.e. if it is occupied or if any overlapping cells
are occupied

– ddi is the distance to the dth decision point for vehicle i
– dWD is the warning distance for a decision point
– vLD(x) is the decision point imposed velocity limit at distance x to a decision

point
– dci is the distance to the cth conflict point for vehicle i
– dWC is the warning distance for a conflict point
– vLC(x) is the conflict point imposed velocity limit at distance x to a conflict

point
– dBL0i is the distance to the nearest bicycle in the adjoining bicycle track to

the left, for car i
– dWB is the warning distance for a bicycle in the adjoining bicycle track to

the left
– vLB(x) is the velocity limit imposed by a bicycle in the adjoining bicycle

track to the left at distance x
– vi(t) is the velocity of the ith vehicle at time step t
– vi(t + 1) is the currently calculated velocity for the ith vehicle at time step

t + 1
– pR is the randomisation parameter, with which stochasticity is introduced

into the behaviour model
– C0 is the conflict nearest ahead to the ith vehicle
– dC0i is the distance to the nearest conflict for vehicle i
– vC0O0 is the velocity of the first approaching vehicle on the conflicting track

in conflict C0
– dC0O0 is the distance to C0 of the first approaching vehicle on the conflicting

track in conflict C0

The rules that define the behaviour of vehicles in this model are as follows:

1. Building a list of decision and conflict points within “warning
distance”
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The warning distance is the greatest distance at which a vehicle needs to
be aware of a decision point or an intersection it is approaching. Both the
decision point and the conflict point warning distances are constant for a
vehicle type and are denoted dWD and dWC, respectively. The positions at
and within warning distance before a decision or conflict point are associ-
ated with velocity limits. This defines the warning distance as the farthest
distance from a decision or conflict at which the velocity limit is lower than
the maximal velocity for a vehicle type.

The velocity limits within warning distance can be chosen to specify dif-
ferent behaviours. The specific set of limits used here can be defined as those
that allow a vehicle to reach the velocity of 1 before arriving at the decision
or conflict point, while decelerating, at most, by 1. Table 2 shows the val-
ues resulting from that rule, at maximal velocities of 3 and 2 for cars and
bicycles, respectively. From the table it can be seen that, for example, the
warning distance for a bicycle approaching an intersection or conflict is 2,
while the warning distance for a car approaching one of these entities is 5.
A car is also warned if there is a bicycle alongside it or alongside its route
within warning distance.

Table 2. Velocity limits at positions on approach, if vMAX for cars is 3 and for bicycles
is 2. Notes: (1) The limit of 1 is also imposed in the case of a bicycle alongside a car.
In the given numbering context, this corresponds to an index of -1.

Zero-based index of position ahead 4 3 2 1 0

To intersection, by bicycle (if turning) - - - 1 1
To intersection, by car (if turning) 2 2 2 1 1
To conflict, by bicycle - - - 1 1
To conflict, by car 2 2 2 1 1
To bicycle on left side1, by car 2 2 2 1 1

2. Making any decisions presented in rule 1
Making the decisions involves intelligence on the part of the agent represent-
ing the vehicle-driver unit. A decision in the model consists of choosing a
direction if more than one direction of movement is possible for the vehicle.
This, for example, occurs at the left turn shown in Fig. 1b. Upon reaching
the entry line into the turn, aici, a vehicle has the option of moving forward
or moving left, and a decision as to route choice must be made.

Decisions are made using a probability of turning, separately assigned to
each vehicle type (car, bicycle). This approach is possible since the scenarios
implemented here include only two-way decisions (“straight ahead or left?”
and “straight ahead or right?”).

3. Determine limiting value for velocity
Determining the maximum value that a particular vehicle’s velocity can take
in the next time step is a multi-step task in itself:
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(a) vLIMi(t + 1) = vMAX

(b) if dI0i < vLIMi(t + 1) then vLIMi(t + 1) = dI0i

(c) for each decision made in step 1: if ddi < dWD and vehicle i is not going
straight through and vLD(ddi) < vLIMi(t+1) then vLIMi(t+1) = vLD(ddi)

(d) for each conflict encountered in step 1: if dci < dWC and vehicle i does
not have priority and vLC(dci) < vLIMi(t+1) then vLIMi(t+1) = vLC(dci)

(e) if vehicle i is a car and dBL0i < dWB and vLB(dBL0i) < vLIMi(t+1) then
vLIMi(t + 1) = vLB(dBL0i )

4. Acceleration (equivalent to Nagel-Schreckenberg rule 1 [17])
vi(t + 1) = vi(t) + 1, if vi(t) < vLIMi(t)

5. Slowing down based on the limiting velocity value (equivalent to
Nagel-Schreckenberg rule 2 [17])
if vLIMi(t + 1) < vi(t + 1), then vi(t + 1) = vLIMi(t + 1)

6. Randomisation (equivalent to Nagel-Schreckenberg rule 3 [17])
if vi(t + 1) > 0 then, with probability pR the velocity is re-calculated as
vi(t + 1) = vi(t + 1) − 1

7. Checking for unresolved conflicts
if vi(t + 1) > dC0i and conflict C0 is unresolved, then vi(t + 1) = dC0i

The particular conflict resolution rule employed in the simulations is that
a conflict is unresolved if there is a vehicle approaching the conflict point on
the conflicting track and if the current velocity of that vehicle will in any
way allow it to cross into the conflict area, i.e. cross the conflict point, in
the next time step. This corresponds to vC0O0 < dC0O0 ⇒ conflict resolved,
otherwise conflict not resolved. Note that at dC0O0 = 0 the velocity condition
is vC0O0 < 0 and since a velocity cannot be negative in the model, no vehicles
are permitted just at the conflict point if the conflict is to be considered
resolved.

8. Vehicle motion (equivalent to Nagel-Schreckenberg rule 4 [17])
The ith vehicle moves ahead by vi(t + 1).

It should be noted that, in the rules defined above, vMAX, dWD, dWC, vLD and
vLC values are different for different vehicle types. Application of the rules to a
particular vehicle type implies the use of appropriate vehicle type-correspondent
values of those variables.

3 Simulated Scenarios

Three scenarios were simulated: a stretch of straight road, a left turn and a right
turn.

The straight road stretch was constructed from 100 elements of the type shown
in Fig. 1a. The spatial model for this configuration is shown in Fig. 2. The left
turn scenario is constructed from three groups identical to that for the straight
road scenario and one left turn element of the type shown in Fig. 1b. The spatial
configuration used for the left turn scenario is shown in Fig. 3. The right turn
scenario is constructed analogously (using a right turn element from Fig. 1c
instead of the left turn element).
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Fig. 2. Spatial model for the straight road simulation scenario

Fig. 3. Spatial model for the left turn road simulation scenario. Road sections Ri, Ros

and Rol are each exactly the same as the straight road stretch shown in Fig. 2. LT is
the element shown in Fig. 1b.

The following settings apply to the simulations:

– In all scenarios the constants used are: for cars vMAX = 3, pR = 0.3 and for
bicycles vMAX = 2, pR = 0.3.

– In the left turn scenario the probability of turning, pT, is set to 0 for bicycles
and varied for cars: pT ∈ {0.0, 0.5, 1.0}; the cell presence probability for car
track bicicolbol is varied as pCP ∈ {0.33, 6.67, 1.0}.

– In the right turn scenario the probability of turning, pT, is set to 0 for cars
and varied for bicycles: pT ∈ {0.0, 0.5, 1.0}; the cell presence probability for
bicycle track aibiboraor is varied as pCP ∈ {0.2, 0.6, 1.0}.

– Each combination of parameters for each scenario was run for t = 100000
time-steps.

– A vehicle insertion attempt onto each suitable track takes place at each time
step, before rule application, with probability pIB and pIC and initial velocity
1 and 2, for bicycles and cars, respectively. The vehicle is placed on the track
at position vMAX − 1 or the farthest unimpinged cell, whichever is lesser. If
position 0 is impinged, the insertion does not take place. In the straight road
simulation scenario, both the bicycle and car track of the road stretch are
“suitable”. In the left and right turn scenarios, the only “suitable” tracks
are the bicycle and car track of road section Ri, since the initial cells of all
other tracks immediately follow tracks of connected infrastructure elements.
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– Vehicles move off the last cell of an open-ended stretch of road as if the
road extends infinitely and has no vehicles on it beyond the last cell of the
open-ended stretch.

4 Results

Each parameter combination for each simulation scenario was applied with car
insertion probabilities taking all values 0 ≤ pIC ≤ 1, with step 0.02, and bicycle
insertion probabilities taking all values 0 ≤ pIB ≤ 1, with step 0.02. A flow dia-
gram, as a function of the two insertion probabilities, for all simulation scenarios
and vehicle types, is shown in Fig. 4. The effect of the yield rule for cars and bi-
cycles, respectively, is visible in Fig. 4b,f. The cases where priority is granted are
illustrated in Fig. 4c,e, respectively, for cars and bicycles. Here the maximal flow
capacities are almost maintained, relative to the straight stretch of road results
in Fig. 4a,d, in spite of the increasing probability of insertion for the other type
of vehicle. The small difference in maximal flow capacities between Fig. 4a and
Fig. 4c for cars and between Fig. 4d and Fig. 4e for bicycles arises from the delay
to vehicles on the higher priority track caused by those few vehicles on the lower
priority track that manage to enter the intersection before an effective conflict
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Fig. 4. Flow as a function of bicycle insert probability and car insert probability mea-
sured in straight road simulation for cars (a) and for bicycles (d); in left turn
simulation with pT = 0.5, pCP = 0.67 for cars (b) and bicycles (e); and in right turn
simulation with pT = 0.5, pCP = 0.6 for cars (c) and bicycles (f). The measurements
were taken at the last cell of the initial stretch of road: x = 99 for cars and x = 199
for bicycles.
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Fig. 5. Fundamental diagrams (density, flow) measured in straight road simulation
for cars (a) and bicycles (e) and in left turn simulation with pT = 0.0 for cars (b) and
bicycles (f); with pT = 1.0, pCP = 0.33 for cars (c) and bicycles (g); and with pT = 1.0,
pCP = 1.0 for cars (d) and bicycles (h). The measurements were taken at the last cell
of the initial stretch of road: x = 99 for cars and x = 199 for bicycles; and for insertion
probabilities 0 ≤ pIC ≤ 1, with step 0.02, and 0 ≤ pIB ≤ 1, with step 0.02. The car flow
lines each correspond to a value of pIB, while the bicycle flow lines each correspond to a
value of pIC. Increasing pIB(pIC), up to a certain value, result in fundamental diagram
lines with lower flow for cars(bicycles). For any pIB(pIC) equal to or above that value,
the fundamental diagram is on the lower limit line.

occurs and are slow to leave it. Also, in all the car flow diagrams, Fig. 4a,b,c,
the negative impact of the presence of bicycles on the flow of cars is visible.

In Figs. 5 and 6 more detail can be seen on how the flows and densities
develop as insertion probabilities of similar and other vehicle type change. These
two figures contain fundamental diagrams for the two scenarios, across different
vehicle types, over a range of values for turning probability and difficulty of
turning. In both scenarios and for both vehicle types, the fundamental diagrams
that are unaffected by flows of the other vehicle type exhibit flows equal to
those of the straight road case, with higher corresponding vehicle densities. This
is because of the difference in measurement position (in the middle of the road for
left and right turn scenarios, as opposed to at the end of the road for the straight
road scenario). This is the case with the highest flow lines in Figs. 5b,f,g,h and
6b,c,d,f. In Figs. 5g,h and 6c,d, the fundamental diagram lines show lower flows
for higher insertion probabilities of other vehicle types. This is caused by the
turning vehicles of lower priority that manage to enter the intersection (before
a conflict arises) but linger long enough to affect the flow of the priority stream.
This effect, however, is limited. In Figs. 5c,d and 6g,h, the fundamental diagram
lines “fan out” much further towards the 0 flow line, which is an expected effect
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Fig. 6. Fundamental diagrams (density, flow) measured in straight road simulation
for cars (a) and bicycles (e) and in right turn simulation with pT = 0.0 for cars (b)
and bicycles (f); with pT = 1.0, pCP = 0.2 for cars (c) and bicycles (g); and with
pT = 1.0, pCP = 1.0 for cars (d) and bicycles (h). The measurements were taken at the
last cell of the initial stretch of road: x = 99 for cars and x = 199 for bicycles; and for
insertion probabilities 0 ≤ pIC ≤ 1, with step 0.02, and 0 ≤ pIB ≤ 1, with step 0.02.
The car flow lines are each for a constant value of pIB, while the bicycle flow lines are
each for a constant value of pIC. Increasing pIB(pIC), up to a certain value, result in
fundamental diagram lines with lower flow for cars(bicycles). For any pIB(pIC) equal
to or above that value, the fundamental diagram is on the lower limit line.

for the low-priority stream. However, the flows do not reach 0, because of the
upper limit imposed on densities by the simulation model itself when used with
open boundary conditions (cf. [1]). The decrease in flow that is present even at
insertion rate of 0 for other vehicle type, in Figs. 5c,d and 6g,h, is a result of
vehicles slowing down to turn. The additional “fanning out” of car fundamental
diagram lines in all cases is caused by cars slowing down in the presence of
bicycles at close proximity. Increasing proportions of turning vehicles and higher
difficulty of turning values both negatively affect flows of each vehicle type.

5 Conclusion

The model, presented in this paper, builds on earlier cellular automaton mod-
elling and simulation, of vehicle movement, to define a general and easily exten-
sible model for heterogeneous traffic on urban traffic networks. Simulations were
performed of three simple scenarios, in order to demonstrate the applicability
of the model. Results show the expected capacity reduction for flows with lower
priority, and variation of flow with changes in turning probability and difficulty
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of turning. Also, reduction in flow of cars, effective in the presence of bicycles in
close proximity on the road, is successfully incorporated into the model.

Future efforts, building on the work presented here, will involve application of
the model to more complicated scenarios, including additional control and rule
based management techniques for urban networks, particularly those relevant to
motorised/non-motorised heterogeneous traffic.

Acknowledgement. This work is funded by the Irish Research Council for
Science, Engineering and Technology (IRCSET), through an “Embark Initiative”
postgraduate scholarship, addressing the “greening” of city transport.
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Abstract. Similarity search in a large collection of stored objects in a
metric database has become a most interesting problem. The Spaghettis
is an efficient metric data structure to index metric spaces. However, for
real applications processing large volumes of generated data, query re-
sponse times can be high enough. In these cases, it is necessary to apply
mechanisms in order to significantly reduce the average query time. In
this sense, the parallelization of metric structures is an interesting field of
research. The recent appearance of GPU s for general purpose computing
platforms offers powerful parallel processing capabilities. In this paper
we propose a GPU -based implementation for Spaghettis metric structure.
Firstly, we have adapted Spaghettis structure to GPU -based platform.
Afterwards, we have compared both sequential and GPU -based imple-
mentation to analyse the performance, showing significant improvements
in terms of time reduction, obtaining values of speed-up close to 10.

Keywords: Databases, similarity search, metric spaces, algorithms, data
structures, parallel processing, GPU, CUDA.

1 Introduction

In the last decade, the search of similar objects in a large collection of stored
objects in a metric database has become a most interesting problem. This kind of
search can be found in different applications such as voice and image recognition,
data mining, plagiarism and many others. A typical query for these applications
is the range search which consists in obtaining all the objects that are at a
definite distance from the consulted object.

1.1 Similarity Search in Metric Spaces

Similarity is modeled in many interesting cases through metric spaces and the
search of similar objects through range search or nearest neighbour. A metric
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space (X, d) is a set X and a distance function d : X2 → R, so that ∀x, y, z ∈ X;
then there must be properties of positiveness (d(x, y) ≥ 0 and d(x, y) = 0) iff
(x = y), symmetry (d(x, y) = d(y, x)) and triangle inequality (d(x, y)+d(y, z) ≥
(d(x, z)).

In a metric space (X,d) given, a finite data set Y ⊆ X, a series of queries can
be made. The basic query is the range query, a query being x ∈ X and a range
r ∈ R. The range query around x with range r is the set of objects y ∈ Y such
that d(x, y) ≤ r. A second type of query that can be built using the range query
is k nearest neighbour, the query being x ∈ X and object k. Neighbors k nearest
to x are a subset A of objects Y, such that if |A| = k and an object y ∈ A does
not exist an object z 	∈ A such that d(z, x) ≤ d(y, x).

Metric access methods, metric space indexes or metric data structures are
different names for data structures built over a set of objects. The objective of
these methods is to minimize the amount of distance evaluations made to solve
the query. Searching methods for metric spaces are mainly based on dividing
the space using the distance to one or more selected objects. As they do not use
particular characteristics of the application, these methods work with any type
of objects [1].

Among other important characteristics of metric structures, we can mention
that some methods may work only with discrete distances, while others also
accept continuous distances. Some methods are static, since the data collection
cannot grow once the index has been built. Others accept insertions after con-
struction. Some dynamic methods allow insertions and deletions once the index
has been generated.

Metric space data structures can be grouped in two classes [1], clustering-
based and pivots-based methods.

The clustering-based structures divide the space into areas, where each area
has a so-called center. Some data is stored in each area, which allows easy dis-
carding the whole area by just comparing the query with its center. Algorithms
based on clustering are better suited for high-dimensional metric spaces, which
is the most difficult problem in practice. Some clustering-based indexes are BST
[2], GHT [3], M-Tree [4], GNAT [5], EGNAT [6], and SAT [7].

There exist two criteria to define the areas in clustering-based structures:
hyperplanes and covering radius. The former divides the space in Voronoi par-
titions and determines the hyper plane the query belongs to according to the
corresponding center. The covering radius criterion divides the space in spheres
that can be intersected and one query can belong to one or more spheres.

The Voronoi diagram is defined as the plane subdivision in n areas, one per
each center ci of the set {c1, c2, . . . , cn} (centers) so that a query q ∈ ci area if
and only if the Euclidean distance d(q, ci) < d(q, cj) for every cj, with j 	= i.

In the pivots-based methods, a set of pivots are selected and the distances
between the pivots and database elements are precalculated. When a query is
made, the query distance to the pivots is calculated and the triangle inequality is
used to discard the candidates. Its objective is to filter objects during a request



A GPU-Based Implementation for Range Queries 617

through the use of a triangular inequality, without really measure the distance
between the object under request and the discarded object.

An abstract view of this kind of algorithms is the following:

– A set of k pivots ({p1, p2, . . . , pk} ∈ X) are selected. During indexing time, for
each object x from the database Y, the distance to the k pivots is calculated
and stored (d(x, p1), . . . , d(x, pk)).

– Given a query (q, r), the result d(pi, x) ≤ d(pi, q) + d(q, x) is obtained by
triangular inequality, with x ∈ X. In the same way, d(pi, q) ≤ d(pi, x)+d(q, x)
is obtained. From these inequations, it is possible to obtain a lower bound
for the distance between q and x given by d(q, x) ≥ |d(pi, x)−d(pi, q)|. Thus,
the objects x are the objects that accomplish with d(q, x) ≤ r, and then the
rest of objects that do not accomplish with |d(q, pi) − d(x, pi)| ≤ r can be
excluded.

Many indexes are trees, and, the children of each node define areas of space.
Range queries traverse the tree, entering into all the children whose areas cannot
be proved to be disjoint with the query region. Other metric structures are
arrays; in this case, the array usually contains all the objects of the database
and maintains the distances to the pivots.

The increased size of databases and the emergence of new types of data, where
exact queries are not needed, creates the need to raise new structures to similarity
search. Moreover, real applications require that these structures allow them to
be stored in secondary memory efficiently, consequently optimized methods for
reducing the cost of disk accesses are needed.

Finally, the need to process large volumes of generated data requires to in-
crease processing capacity and so to reduce the average query times. In this
context, the study is relevant in terms of parallelization of algorithms and dis-
tribution of the database.

1.2 Parallelization of Metric Structures

Currently, there are many parallel platforms for the implementation of metric
structures. In this context, basic research has focused on technologies for dis-
tributed memory applications, using high level libraries for message passing as
MPI [8] or PVM [9], and shared memory, using the language or directives of
OpenMP [10].

In [11] and [12] we can find information about testing done on the MTree; in
this case, the authors focus their efforts on optimizing the structure to properly
distribute the nodes on a platform of multiple disks and multiple processors.

Some studies have focused on different structures parallelized on distributed
memory platforms using MPI or BSP. In [13] several methods to parallelize
the algorithms of construction and search on EGNAT, analyzing strategies for
distribution of local and/or global data within the cluster, are presented. In [14]
the problem of distributing a metric-space search index based on clustering into
a set of distributed memory processors, using List of Clusters like base structure,
is presented.
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In terms of shared memory, [15] proposes a strategy to organize metric-space
query processing in multi-core search nodes as understood in the context of
search engines running on clusters of computers. The strategy is applied in each
search node to process all active queries visiting the node as part of their solution
which, in general, for each query is computed from the contribution of each search
node. Besides, this work proposes mechanisms to address different levels of query
traffic on a search engine.

Most of the previous and current works developed in this area are carried
out considering classical distributed or shared memory platforms. However, new
computing platforms are gaining in significance and popularity within the sci-
entific computing community. Hybrid platforms based on Graphics Processing
Units (GPU) is an example.

In the present work we show a version of the pivot-based metric structure
called Spaghettis [16] implemented on a GPU-based platform. There are very
little work in metric spaces developed in this kind of platforms. In Section 2.2
we show related work in this area.

2 Graphics Processing Units

The era of single-threaded processor performance increases has come to an end.
Programs will only increase in performance if they utilize parallelism. However,
there are different kinds of parallelism. For instance, multicore CPUs provide
task-level parallelism. On the other hand, Graphics Processing Units (GPUs)
provide data-level parallelism.

Current GPU s consist of a high number (up to 512 in current devices) of
computing cores and high memory bandwidth. Thus, GPUs offer a new oppor-
tunity to obtain short execution times. They can offer 10x higher main memory
bandwidth and use data parallelism to achieve up to 10x more floating point
throughput than the CPUs [17].

GPUs are traditionally used for interactive applications, and are designed
to achieve high rasterization performance. However, their characteristics have
led to the opportunity to other more general applications to be accelerated in
GPU-based platforms. This trend is called General Purpose Computing on GPU
(GPGPU) [18]. These general applications must have parallel characteristics and
an intense computational load to obtain a good performance.

To assist in the programming tasks of these devices, the GPU manufacturers,
like NVIDIA or AMD/ATI, have proposed new languages or even extensions for
the most common used high level programming languages. As example, NVIDIA
proposes CUDA [19], which is a software platform for massively parallel high-
performance computing on the company powerful GPUs.

In CUDA, the calculations are distributed in a mesh or grid of thread blocks,
each with the same size (number of threads). These threads run the GPU code,
known as kernel. The dimensions of the mesh and thread blocks should be care-
fully chosen for maximum performance based on the specific problem being
treated.
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Current GPUs are being used for solving different problems like data min-
ing, robotics, visual inspection, video conferencing, video-on-demand, image
databases, data visualization, medical imaging, etc and it is increasingly the
number of applications that are being parallelized for GPUs.

2.1 CUDA Programming Model

The NVIDIA’s CUDA Programming Model ([19]) considers the GPU as a com-
putational device capable to execute a high number of parallel threads. CUDA
includes C/C++ software development tools, function libraries, and a hardware
abstraction mechanism that hides the GPU hardware to the developers by means
of an Application Programming Interface (API). Among the main tasks to be
done in CUDA are the following: allocate data on the GPU, transfer data be-
tween the GPU and the CPU and launch kernels.

A CUDA kernel executes a sequential code in a large number of threads in
parallel. The threads within a block can work together efficiently exchanging
data via a local shared memory and synchronize low-latency execution through
synchronization barriers (where threads in a block are suspended until they all
reach the synchronization point). By contrast, the threads of different blocks in
the same grid can only coordinate their implementation through a high-latency
accesses to global memory (the graphic board memory). Within limits, the pro-
grammer specifies how many blocks and the number of threads per block that
are allocated to the implementation of a given kernel.

2.2 GPUs and Metric Spaces

As far as we know, the solutions considered till now developed on GPUs are
based on kNN queries without using data structures. This means that GPUs
are basically applied to exploit its parallelism only for exhaustive search (brute
force) [20,21,22].

In [20] both elements (A) and queries (B) matrices are divided on fixed size
submatrices. In this way, the resultant submatrix C is computed by a block of
threads. Once the whole submatrix has been processed, CUDA-based Radix Sort
[23] is applied over the complete matrix in order to sort it and obtain the first k
elements as a final result.

In [21] a brute force algorithm is implemented where each thread computes
the distance between an element of a database and a query. Afterwards, it is
necessary to sort the resultant array by means of a variant of the insertion sort
algorithm.

As a conclusion, in these works the parallelization is applied in two stages. The
first one consists in building the distance matrix, and the second one consists in
sorting this distance matrix in order to obtain the final result.

A particular variant of the above proposed algorithms is presented in [24]
where the search is structured into three steps. In the first step each block solves
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Algorithm 1 Spaghettis : Construction Algorithm
1: {Let X be the metric space}
2: {Let Y ⊆ X be the database}
3: {Let P be the set of pivots p1, . . . , pk ∈ X}
4: {Let Si be the table of distances associated pi}
5: {Let Spaghettis be ∪Si}
6: for all pi ∈ P do
7: Si ← d(pi, Y)
8: end for
9: for all Si do

10: Order(Si)
11: end for
12: Each element within Si stores its position in the next table (Si+1)

a query. Each thread keeps a heap where stores the kNN nearest elements
proccessed by this thread. Secondly, a reduction operation is applied to obtain
a final heap. Finally, the first k elements of this final heap are taken as a result
of the query.

3 Spaghettis Data Structure

Spaghettis [16] is a variant of data structure LAESA [25] based on pivots. The
method tries to reduce the CPU time needed to carry out a query by using
a data structure where the distance to the pivots is sorted independently. As
a result there is an array associated to each pivot allowing a binary search in
a given range.

For each pivot set Si = {x : |d(x, pi) − d(q, pi)| ≤ r}, i = 1, ..., k, is obtained,
where q is a query and r is a range, and a list of candidates will be formed by
intersection of the whole sets.

3.1 Construction

During the construction of the spaghettis structure, a random set of pivots
p1, ..., pk is selected. These pivots could belong or not to the database to be
indexed. The algorithm 1 shows in detail the construction process. Each posi-
tion on table Si represents an object of the database which has a link to its
position on the next table. The last table links the object to its position on the
database. Figure 1 shows an example considering 17 elements.

3.2 Searching

During the searching process, given a query q and a range r, a range search on
an spaghettis follows the following steps:
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1. The distance between q and all pivots p1, . . . , pk is calculated in order to
obtain k intervals in the form [a1, b1], ..., [ak, bk], where ai = d(pi, q) - r and
bi = d(pi, q) + r.

2. The objects in the intersection of all intervals are considered as candidates
to the query q.

3. For each candidate object y, the distance d(q, y) is calculated and if d(q, y) ≤
r, then the object y is a solution to the query.

Implementation details are shown in algorithm 2. In this algorithm, Sij repre-
sents the distance between the object yi to the pivot pj .

Figure 1 represents the data structure spaghettis in its original form. This
structure is built using 4 pivots to index a database of 17 objects. The searching
process is as follows. Assuming a query q, the distance to the pivots {8, 7, 4, 6},
and a searching range r = 2, Figure 1 shows in dark gray the intervals {(6, 10),
(5, 9), (2, 6), (4, 8)} over which the searching is going to be carried out. Also, in
this figure it is possible to see all the objects that belong to the intersection of
all the intervals and then they are considered as candidates. Finally, the distance
between the candidates and query has to be calculated in order to determine a
solution from the candidates. The solution is given if the distance is lower than
a searching range.
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Fig. 1. Spaghettis: Construction and search. Example for query q with ranges
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Algorithm 2 Spaghettis : Search Algorithm
rangesearch(query q, range r)

1: {Let Y ⊆ X be the database}
2: {Let P be set of pivots p1, . . . , pk ∈ X}
3: {Let D be the table of distances associated q}
4: {Let S be Spaghettis}
5: for all pi ∈ P do
6: Di ← d(q, pi)
7: end for
8: for all yi ∈ Y do
9: discarded ← false

10: for all pj ∈ P do
11: if Dj − r > Sij ||Dj + r < Sij then
12: discarded ← true
13: break;
14: end if
15: end for
16: if !discarded then
17: if d(yi, q) ≤ r then
18: add to result
19: end if
20: end if
21: end for

4 GPU-Based Implementation

The main goal of this paper is to develop a GPU-based implementation of the
range query algorithms.

This type of process intrinsically has a high data-level parallelism with a
high computing requirements. For that reason, GPU computing is very useful in
order to accelerate this process due to the fact that GPUs exploit in an efficient
way data-level parallelism. Moreover, these devices provide the best cost-per-
performance parallel architecture for implementing such algorithms.

This section is divided in two different parts. First, we show the exhaustive
search GPU-based implementation, and next we present the spaghettis GPU-
based implementation.

4.1 Exhaustive Search GPU-Based Implementation

This implementation is an iterative process where in each iteration one kernel
is executed, which calculates the distances between one particular query and
every elements of the database. It is not possible to calculate all distances for all
queries in only one kernel due to the GPU limitations (number of threads and
memory capacity). In this kernel as many threads as number of elements in the
database are launched. Each thread calculates the distance between one data of
dataset and one particular query, and next, determines if this data is or not a
valid solution.
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4.2 Spaghettis GPU-Based Implementation

In order to obtain better performance on GPU, we have made some changes on
the original Spaghettis structure. We adapt the structure for that it is very similar
to an array, which is more efficient in GPU computing. In this implementation,
each row is associated with an object of dataset and each column to a pivot.
Therefore, each cell contains the distance between the object and the pivot.
Moreover, unlike the original version, the array is sorted by the first pivot. Thus,
the cells of the same row is associated with the same object.

The parallelization of the searching algorithm has been splitted into three
parts, which are the most computationally expensive parts of this algorithm.
These parts correspond to the three steps presented in Subsection 3.2.

The first part consists in computing the distances between the set of queries,
Q, and the set of pivots, P . In order to exploit the advantages of using a GPU
platform is necessary a data structure which stores all distances. Therefore, this
structure is implemented as a Q × P matrix which allows us to compute all
distances at the same time in a single call to kernel. This part is implemented
in one kernel with as many threads as number of queries. In fact, each thread
solves independently the distance from a query to all pivots. The algorithm 3
shows a general pseudocode of this kernel.

Algorithm 3 Distance generator kernel
global KDistances(queries Q, pivots P , distances D)

1: {Let D be the table of distances associated to q}
2: {Let i be thread Id }
3: for all pj ∈ P do
4: Dij ← d(qi, pj)
5: end for

The second part of the parallel implementation consists in determining if
each element of the database is or not a candidate for every query. This part has
been implemented as an iterative process. In each iteration the candidates for a
particular query are computed in one kernel. As we have described above, it is
not possible to calculate all candidates for every queries in only one kernel due to
the GPU limitations. In this kernel as many threads as number of elements of the
database are launched. Each thread of this kernel determines, for a given data
(yi) of the dataset, if this data is candidate or not. Thus, this kernel returns a
list of candidates for a given query. Finally, when this process finishes we obtain
one list of candidates for each query. This task is carried out by a kernel called
KCandidates (see algorithm 4).

The kernel KSolution (see algorithm 5) correspond with the third part, and
computes if each candidate is really a solution. In this kernel, the number of
threads correponds to the number of candidates for each query. Each thread
calculates the distance between one candidate and one query, and determines if
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Algorithm 4 CUDA Search Algorithm
global KCandidates(range r, Spaghettis S, distances D, pivots P , candidates

C)

1: {Let P be set of pivots p1, . . . , p2 ∈ X}
2: {Let D be the table of distances associated q}
3: {Let C be list of candidates for q}
4: {Let i be thread Id }
5: discarded ← false
6: for all pj ∈ P do
7: if Dj − r > Sij ||Dj + r < Sij then
8: discarded ← true
9: break;

10: end if
11: end for
12: if !discarded then
13: add to C (candidates)
14: end if

this candidate is or not solution. Finally, as result we obtain one list of solutions
for each query.

In the three kernels, threads belonging to the same thread block operate
over contiguous components of the arrays. Therefore, more efficient memory
accesses are allowed. This is due to the abovementioned changes in the spaghettis
structure.

Algorithm 5 CUDA final solutions for query q

global KSolution(range r, database Y, candidates C, query q, solutions
R)

1: {Let Y ⊆ X be the database}
2: {Let C be list of candidates for q}
3: {Let R be list of solutions for q}
4: {Let i be thread Id }
5: if d(ci, q) ≤ r then
6: add to R (solutions)
7: end if

5 Experimental Evaluation

This section presents the experimental results obtained for the previous algo-
rithms considering the Spanish dictionary as database. For this case study the
generated spaghettis data structure is completely stored on the global memory
of the GPU.
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5.1 Experimental Environment

Tests made in one metric space from the Metric Spaces Library1 were selected
for this paper. This is a Spanish dictionary with 86,061 words, where the edit
distance is used. This distance is defined as the minimum number of insertions,
deletions or substitutions of characters needed to make one of the words equal
to the other. We create the structure with the 90% of the dataset, and reserve
the rest for queries. We have chosen this experimental environment because is
the usual environment used to evaluate this type of algorithms.

Hardware platform used was a PC with the following main components:

– CPU: Intel Core 2 Quad at 2.66GHz and 4GB of main memory.
– GPU: GTX 285 with 240 cores and a main memory of 1 GB.

5.2 Experimental Results

The results presented in this section belong to a set of experiments with the
following features:

– The selection of pivots ware made randomly.
– The spaghettis structure was built considering 4, 8, 16, and 32 pivots.
– For each experiment, 8,606 queries were given over an spaghettis with 77,455

objects.
– For each query, a range search between 1 and 4 was considered.
– The execution time shown in this paper is the total time of all the processes

for both versions, parallel and sequential. Therefore, in the case of parallel
version, the execution time also includes the data transfer time between the
main memory (CPU) and global device memory (GPU).

Figure 2(a) shows the execution time spent by the sequential and GPU im-
plementation for Spaghetttis structure. Notice that the parallel version based
on CUDA reduces dramatically the execution time, increasing the performance.
Figure 2(b) shows in detail the time spent by the CUDA implementation. As
reference, the execution time spent by the sequential and GPU implementation
for the exhaustive search (Seq. and GPU Brute Force) is included in both figures
(2(a) and 2(b)).

According to experimental results, it is interesting to discuss the following
topics:

– As can be observed, the use of Spaghettis structure allows us to decrease the
number of distance evaluations, due to that to compute the distance between
all the database objects is avoided. In Figure 2 we can deduce that:
• When the number of pivots increases the performance of search algorithm

is much better in sequential and GPU versions.
• The use of GPU decreases considerably the execution time in both ver-

sions, exhaustive search and emphSpaghettis structure.
1 www.sisap.org.
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– As can be observed in Figure 3 (range 1 and 2), the speed-up is smaller when
the number of pivots is higher. Due to this fact, more number of pivots more
workload for the threads. Moreover, when the range is higher (range 3 and
4) the speed-up increases, because the behaviour approaches to exhaustive
search.

– There is an asymptotic speed-up around 9.5 (see Figure 3). It is possible
to observe that this behaviour is shown when the range search is 4. But, in
order to ensure this assertion, a proof considering a range search equal to 8
has been carried out.

6 Conclusions and Future Work

In this work, a parallel approach based on GPU has been carried out in order to
reduce the execution time spent on the searching process of a query in a dataset
using Spaghettis data structure.

This implementation has provided good results in terms of speed-up when
considering suitable values for the input parameters as number of pivots and
range search. In this case, a speed-up of 9.5 has been obtained.

To be able to continue with the study of this work in order to obtain more
efficient implementations, and as future work, we have planned the following
topics:

– To test the GPU-based implementation presented in this paper considering
a different database.

– Moreover, we would like analyse the impact that different distance functions
have on the global performance of this kind of algorithms, and on the accel-
eration obtained with parallel platforms. There are distance functions with a
great computational load, like that presented in this paper, and others with
minimum computational requirements. In these cases, hiding the overhead
due to data transferences will be a challenge.

– In order to be able of executing the algorithms presented here on different
GPU vendor platforms, OpenCL implementations will be carried out.

– To compare with other parallel platforms in terms of performance, energy
consumption and economic cost. As a consequence, it is necessary to imple-
ment the work carried out here using MPI or OpenMP (or both) according
to the target platform.
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1. Chávez, E., Navarro, G., Baeza-Yates, R., Marroqúın, J.L.: Searching in metric
spaces. ACM Computing Surveys 33(3), 273–321 (2001)

2. Kalantari, I., McDonald, G.: A data structure and an algorithm for the nearest
point problem. IEEE Transactions on Software Engineering 9(5) (1983)

3. Uhlmann, J.: Satisfying general proximity/similarity queries with metric trees. In-
formation Processing Letters 40, 175–179 (1991)

4. Ciaccia, P., Patella, M., Zezula, P.: M-tree: An efficient access method for simi-
larity search in metric spaces. In: The 23st International Conference on VLDB,
pp. 426–435 (1997)

5. Brin, S.: Near neighbor search in large metric spaces. In: The 21st VLDB Confer-
ence, pp. 574–584. Morgan Kaufmann Publishers, San Francisco (1995)

6. Uribe, R., Navarro, G.: Egnat: A fully dynamic metric access method for secondary
memory. In: Proc. 2nd International Workshop on Similarity Search and Applica-
tions (SISAP), pp. 57–64. IEEE CS Press, Los Alamitos (2009)

7. Navarro, G.: Searching in metric spaces by spatial approximation. The Very Large
Databases Journal (VLDBJ) 11(1), 28–46 (2002)

8. Gropp, W., Lusk, E., Skelljum, A.: Using MPI:Portable Parallel Programming with
the Message Passing Interface. Scientific and Engineering computation Series. MIT
Press, Cambridge (1994)

9. Geist, A., Beguelin, A., Dongarra, J., Jiang, W., Manchek, B., Sunderam, V.:
PVM: Parallel Virtual Machine – A User’s Guide and Tutorial for Network Parallel
Computing. MIT Press, Cambridge (1994)

10. Dagum, L., Menon, R.: OpenMP: An industry-standard API for shared-memory
programming. IEEE Computational Science and Engineering 5(1), 46–55 (1998)

11. Zezula, P., Savino, P., Rabitti, F., Amato, G., Ciaccia, P.: Processing m-trees with
parallel resources. In: RIDE 1998: Proceedings of the Workshop on Research Issues
in Database Engineering, p. 147. IEEE Computer Society, Washington, DC (1998)

12. Alpkocak, A., Danisman, T., Ulker, T.: A parallel similarity search in high dimen-
sional metric space using M-tree. In: Grigoras, D., Nicolau, A., Toursel, B., Folliot,
B. (eds.) IWCC 2001. LNCS, vol. 2326, pp. 166–252. Springer, Heidelberg (2002)

13. Marin, M., Uribe, R., Barrientos, R.J.: Searching and updating metric space
databases using the parallel EGNAT. In: Shi, Y., van Albada, G.D., Dongarra,
J., Sloot, P.M.A. (eds.) ICCS 2007. LNCS, vol. 4487, pp. 229–236. Springer,
Heidelberg (2007)

14. Gil-Costa, V., Marin, M., Reyes, N.: Parallel query processing on distributed clus-
tering indexes. Journal of Discrete Algorithms 7(1), 3–17 (2009)

15. Gil-Costa, V., Barrientos, R., Marin, M., Bonacic, C.: Scheduling metric-space
queries processing on multi-core processors. In: Euromicro Conference on Parallel,
Distributed, and Network-Based Processing, pp. 187–194 (2010)
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Abstract. This work presents an object-oriented approach to the concurrent 
computation of eigenvalues and eigenvectors in real symmetric and Hermitian 
matrices on present memory shared multicore systems. This can be considered 
the lower level step in a general framework for dealing with large size 
eigenproblems, where the matrices are factorized to a small enough size. The 
results show that the proposed parallelization achieves a good speedup in actual 
systems with up to four cores. Also, it is observed that the limiting performance 
factor is the number of threads rather than the size of the matrix. We also find 
that a reasonable upper limit for a “small” dense matrix to be treated in actual 
processors is in the interval 10000-30000. 

Keywords: Eigenproblem, Parallel Programming, Object-Orientation, 
Multicore processors. 

1   Introduction 

The eigenproblem plays an important role in both science and engineering. Thus, it 
appears in problems such as the quantum mechanical treatment of time independent 
systems [1], in the principal components analysis (PCA) [2], in the specific 
application of PCA to face recognition (eigenfaces) or in the computation of the 
eigenvalues of a graph in spectral graph theory applied to complex networks [3]. The 
eigenproblem implies, in practical terms, the computation of the eigenvalues and 
eigenvectors of a matrix [4]. Very often the matrix is a symmetric, real, one. However, 
in the general case, we deal with Hermitian, complex matrices; see for instance [5]. 
An interesting fact is the quadratic dependence of the matrix with the problem size. 
This leads easily to large (or very large) matrices, for instance, in the variational 
treatment of quantum systems with several degrees of freedom. The capability of 
dealing with large eigenproblems (matrices of size about 106) is of great interest for 
tackling realistic problems in different fields of science and engineering. 

The eigenvalue problem is a central topic in numerical linear algebra. The standard 
approach for the numerical solution of the eigenproblem is to reduce the matrix to 
some simpler form that yields the eigenvalues and eigenvectors directly [6]. The first 
method of this kind dates back to 1846 when Jacobi proposed to reduce a real 
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symmetric matrix to diagonal form by a series of plane rotations [7]. From then, the 
field has experienced a huge development, especially since the availability of the 
modern computer in the early1950s [6]. A milestone of the field was due to Givens in 
1954 [8]. In this work, Givens proposed to use a finite number of orthogonal 
transformations to reduce a matrix to a form easier to handle, such as a tridiagonal 
form. In addition, in 1958 Householder showed how to zeroing the elements outside 
the tridiagonal in a matrix row and column without spoiling any previous similar 
transformation [9]. The Householder method became the standard reduction method 
of matrices to tridiagonal form on serial computers [6]. The method is described in 
detail in any text dealing with the eigenvalue problem, see for instance [10-13]. From 
the 1960s the way to compute selected eigenvalues and eigenvectors of a tridiagonal 
matrix involves locating the eigenvalues using a Sturm sequence and obtaining the 
eigenvectors by inverse iteration [14]. This approach is well presented in the classical 
Wilkinson's book [10]. On the other hand, for computing the whole set of eigenvalues 
and eigenvectors the QR technique is more efficient [13]. A different standpoint is 
represented by the divide and conquer approach initially proposed by Cuppen in 1981 
[15]. In this approach, the matrix is reduced to tridiagonal form, splitting this last in 
two blocks plus a rank-one update. The procedure can be recursively applied until the 
matrices are small enough. Then, we can treat the resulting blocks by other method 
such as QR. The "modern", stable implementation of the method was proposed in 
1995 by Gu and Eisenstat [16]. The divide and conquer approach is the fastest way to 
obtain all the eigenvalues and eigenvectors of a symmetric matrix [6]. Besides, the 
method is well suited for parallel implementation. 

Different available software packages allow treating the eigenvalue problem. Most 
of them implement descendants of the algorithms presented in the classical Wilkinson 
and Reinsch book [17]. In particular, many of these algorithms were codified in 
Fortran, in the 1970s, in the LINPACK (for numerical linear algebra) and EISPACK 
(for eigenproblems) packages [18, 19].  LINPACK and EISPACK give rise to 
LAPACK (also in Fortran) in the 1990s [20]. The last descendant in this family is 
ScaLAPACK, which provides a parallel implementation of a subset of LAPACK 
using a distributed memory parallel programming approach [21]. In this context, it is 
interesting to mention ARPACK (ARnoldi PACKage), which is a FORTRAN 77 
numerical software library for solving large scale eigenvalue problems [22]. ARPACK 
is designed to compute a few eigenvalues, and its corresponding eigenvectors, of a 
general n by n matrix A. It is especially well suited for large sparse or structured 
matrices. The package is based on an algorithmic variant of the Arnoldi process called 
the Implicitly Restarted Arnoldi Method [23]. A parallel ARPACK (PARPACK) is 
available for distributed memory architectures [24]. Another package worth 
mentioning is SLEPc [25]. SLEPc (Scalable Library for Eigenvalue Problem 
Computations) is a software library for the treatment of large sparse eigenproblems on 
parallel computers with a distributed memory architecture. 

These packages have been essentially implemented, or are intended to be used, 
under a traditional imperative programming model. However, to ease the modeling of 
complex application problems, it would be interesting to use an object-oriented 
approximation. In this context, we have proposed recently an object-oriented 
approach for the uniform treatment of eigenproblems in real symmetric and Hermitian 
matrices [26]. This approach has shown to yield speedups up to three over the  
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standard LAPACK routines in small matrices (i.e. for maximum sizes of 104) [26]. On 
the other hand, it is clear that to deal with larger problems (say for matrices of size 
105-106), we must resort to parallel programming. 

When considering the parallel computing landscape over the last few years, we 
find an interesting evolution. Microprocessors based on a single processing unit 
(CPU) drove performance increases and cost reductions in computer applications for 
over two decades. However, this process reached a limit point around 2003 due to 
heat dissipation and energy consumption issues [27]. These problems limit the 
increase of CPU clock frequency and the number of tasks that can be performed 
within each clock period. The solution adopted by processor developers was to switch 
to a model where the microprocessor had multiple processing units known as cores 
[28]. Nowadays, we can speak of two approaches [28]. The first, multicore approach, 
integrates a few cores (at present between two and eight) into a single microprocessor, 
seeking to keep the execution speed of sequential programs. Actual laptops and 
desktops incorporate this kind of processors. The second, many-core approach, uses a 
large amount of cores (at present as many as several hundred) and are specially 
oriented to the execution throughput of parallel programs. This approach is 
exemplified by the Graphical Processing Units (GPUs) available today. Thus, parallel 
capabilities are available in the commodity machines we find everywhere. Clearly, 
this change of paradigm has had (and will have) a huge impact on the software 
developing community [29]. 

Traditionally, parallel systems, or architectures, fall into two broad categories: 
shared memory and distributed memory [30]. In shared memory architectures we 
have a single memory address space accessible to all the processors. Shared memory 
machines have existed for a long time in the servers and high-end workstations 
segment. On the other hand, in distributed memory architectures there is not global 
address space, but each processor owns its own memory space. This is a popular 
architectural model encountered in networked or distributed environments such as 
clusters or Grids of computers. As a consequence of the popularity of computer 
clusters in the past years, today’s most used parallel approach in scientific computing 
is message passing. However, it is interesting to realize that, at present, we can  
exploit the shared memory nature of multicore microprocessors in the individual 
computer nodes of any cluster. 

The conventional parallel programming practice involves a pure shared memory 
model [30], usually using the OpenMP API [31], in shared memory architectures, or a 
pure message passing model [30], using the MPI API [32], on distributed memory 
systems. Accordingly to this hybrid architecture, different parallel programming 
models can be mixed in what is called hybrid parallel programming. A wise 
implementation of hybrid parallel programs can generate massive speedups in the 
otherwise pure MPI or pure OpenMP implementations [33]. The same can be applied 
to hybrid programming involving GPUs and distributed architectures [34, 35]. 

As a needed step in the treatment of large eigenproblems, we present in this work 
an extension of our previous object-oriented approach to the parallel treatment of 
eigenproblems on the memory shared architecture of present multicore systems. Our 
aim is to obtain a solution with acceptable scaling for a few (say less than 10) 
concurrent execution threads. As an initial case, we apply the proposed solution to the 
computation of eigenvalues and eigenvectors for real symmetric matrices. 
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2   Proposed Object-Oriented Approach to the Eigenproblem 

As commented above, it is of interest treating the eigenproblem in large matrices. For 
that, we can resort to some variant of the divide and conquer approach [15, 16]. In this 
form, we can factorize recursively the large matrix in smaller ones until the resulting 
matrices are small enough to be solved individually. This process can be implemented 
concurrently in a distributed memory system such as a computer cluster. However, 
the treatment of the small matrices is done on individual cluster nodes. Here, we can 
use a shared memory parallel model to take advantage of the multicore architecture of 
the nodes. In addition, this use of parallelism allows for increasing the size these 
“small” matrices can have. Therefore, the number of times the divide and conquer 
process must be applied can be reduced. The result would be a reduction of the 
overall computational effort. 

To parallelize the computation of eigenvalues and eigenvectors on a shared 
memory system, we propose an extension of the object-oriented approach previously 
developed [26].  The corresponding UML class diagram is shown in Fig. 1. 

 

Fig. 1. Class diagram for the sequential and concurrent proposed treatment of real and 
Hermitian eigenproblems in multicore systems  

Fig. 1 shows at the top of the diagram an interface defining (but not implementing) 
the functional behavior of every operative class. The system is organized in two 
branches corresponding to the Sequential (S_) and Shared Memory Parallel (SMP_) 
cases. At the lower end of the diagram we have the specialized classes that deal with 
the real (R) and Hermitian (H) cases. The use of the inheritance relationship along the 
diagram allows for the use of polymorphic references of the base class (RHMatrix) 
for referring to objects of any concrete class at the bottom. In this way, the same code 
can be used to invoke the processing of real or Hermitian problems either sequentially 
or concurrently. The diagram also shows that the RHMatrix interface class exhibits an 
association relationship with a package (LimitsData). This is used to define the 
different numerical limits needed in the algorithms. Finally, the classes dealing with 
Hermitian matrices have an association relationship with a “Complex” class, which is 
used to represent the behavior of complex numbers. 
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3   Sequential Algorithm 

To compute eigenvalues and eigenvectors of real symmetric and Hermitian matrices, 
we use the classical procedure described in the introduction [14]. First, we reduce the 
matrix to tridiagonal form using a series of Householder reflections. Here, we 
introduce the method of Shukuzawa et al. [36] to transform the Hermitian matrices to 
real tridiagonal matrices by using modified Houselholder reflections [26]. In this 
form, real symmetric as well as Hermitian matrices yield a real tridiagonal matrix. 
Second, we compute the desired eigenvalues of the real tridiagonal matrix using a 
Sturm sequence and the bisection method [10-13]. Third, we compute the 
eigenvectors for each previous eigenvalue using inverse iteration [10-13]. The 
pseudocode for the algorithm used is shown in Algorithm 1. Here, too low level 
details are not shown for the sake of clarity. For specific details consult [26]. 

 
Begin_algorithm 
    // Tridiagonalization of the n x n A matrix 
    for i←0 to n-2 (real symmetric matrix) or n-1 (Hermitian matrix) 

        Compute  ∑ | , |  /
 

        Compute vector x with xj=0,∀j ≤ i; xi=ai, i+1±s; xj=ai, j ,∀j >i 
        Compute  vector u=x / |x|  
        Compute β=2 (real case) or  

         β=1+(s+a*
i, i+1)/(s+a*

i, i+1) (Hermitian case) 
        Compute vector p=β+·A·u 
        Compute K=2·uT·A·u (real case) or  

         K=[1-real(κ)]· u+·A·u (Hermitian case) 
       Compute vector q=p-K·u 
       Update matrix A=A -q·u+-u·q+ 
    end_for 
 
    // Computing m of the n possible eigenvalues (m ≤ n) 
    Obtain whole eigenvalues interval using Gershgorin theorem 
    for i←m-1 to 0 
        while error in eigenvalue ei larger than a given limit 
            Bracket eigenvalue ei using bisection and a Sturm sequence 
        end_while 
        Make last non-degenerate ei the new upper limit of the eigenvalues interval     
    end_for 
 
    //Computing the m eigenvectors associated to the eigenvalues (optional) 
    for i←0 to m-1 
        Generate guess vector vi randomly 
        Perform LU decomposition of tridiagonal matrix 
        while error in eigenvector vi larger than a given limit 
            Get vi using inverse iteration 
        end_while 
        if  i>0 and vi is degenerate then   
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            j←i-1 
             while ej = ei  
                 Orthonormalize ei respect to ej 
                j←j-1 
            end_while 
        end_if 
        Rotate vector back to the original A matrix  vi  = vi - βj · uj

+· [uj · vi ] 
    end_for 
End_algorithm 
 
Algorithm 1. Sequential algorithm for the computation of eigenvalues and eigenvectors of real 
symmetric and Hermitian matrices. 
 

Taking into account the different vector-vector and matrix-vector products, the 
pseudocode above shows that the tridiagonalization has O(n3) complexity. In addition, 
computation of the m eigenvalues exhibits O(m·n) complexity. Finally, the 
eigenvectors computation is O(m·n2). The question now is how to use concurrency to 
lower the complexity of each of these processes. 

4   Concurrent Algorithm 

Different data oriented approaches have been proposed for parallelizing the 
Householder tridiagonalization. However, these approaches rely either in a distributed 
memory model [37, 38] or in the availability of a perfect square number of  
processors [39]. On shared memory systems it is interesting to mention the work of 
Honecker and Schüle [40]. These authors present an OpenMP version of the 
Householder algorithm for Hermitian matrices. However, they do not consider the 
subsequent problem of parallelizing the computation of eigenvalues and eigenvectors. 

In the present work, we use a memory shared approach considering a limited 
number of cores. Here, Algorithm 1 is used as a basis for the concurrent computation 
of eigenvalues and eigenvectors. The algorithm shows that a task based parallelizing 
approach offers little room for improvement, since very few different tasks can be 
performed concurrently. Therefore we resort to a data (domain) decomposition to 
achieve a scalable solution. In our case the whole process is based in matrix and 
vector manipulations. Thus, a data decomposition approach is obtained by 
considering independent rows or columns. That depends on the most appropriate 
strategy for profiting from cache data locality in the used language. In practice, this is 
achieved by performing concurrently the iterations of the different loops presented in 
Algorithm 1. 

Analyzing Algorithm 1 several facts are clear. First, in the tridiagonalization step, 
we have an update of the A matrix within the outer loop. Therefore, the different 
iterations of the outer loop are coupled together. So, they cannot be performed 
concurrently without incurring in a data race condition. Second, the computation of 
eigenvalues does not involve mixing eigenvalues. Thus, an independent eigenvalues 
computation is possible. For P concurrent execution threads, the complexity of this  
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step would be reduce to O(m·n/P). Finally, calculation of each eigenvector is 
independent of the others, except if degeneracy is present. However, placing the 
degenerate eigenvectors orthonormalization outside the main loop solves the problem. 
Taking into account that in the general case the amount of degeneracy is small, if any, 
the complexity would be reduced to O(m·n2/P). 

Algorithm 2 shows that the main source of imbalance in the concurrent algorithm 
is due to the tridiagonalization part. Here, the overload due to the opening and closing 
of the concurrent threads is within the main loop. It is also the sequential, single 
thread, computation of the β factor (and some steps of the K factor), which introduces 
a sequential limit on the grounds of Amdahl´s law. Therefore, we can expect a 
decrease of performance with the size of the matrix and the number of concurrent 
threads. 

With the previous considerations a concurrent algorithm can be devised as the one 
shown in Algorithm 2. 
 
Begin_algorithm 
    // Tridiagonalization of the n x n A matrix 
    for i←0 to n-2 (real symmetric matrix) or n-1 (Hermitian matrix) 
        open P concurrent threads 
            do among the P threads 

                  Compute  ∑ | , |  /
 

                Compute vector x with xj=0,∀j ≤ i; xi=ai, i+1±s; xj=ai, j ,∀j >i 
                Compute  vector u=x / |x|  
            end_do_threads 
            do single thread 
                Compute  β=2 (real case) or  

                  β=1+(s+a*
i, i+1)/(s+a*

i, i+1) (Hermitian case) 
            end_single_thread 
            do among the P threads 
                Compute vector p=β+·A·u 
           end_do_threads 
           do among the P threads 
                Compute  K=2·uT·A·u (real case) or  

           K=[1-real(κ)]· u+·A·u (Hermitian case) 
           end_do_threads 
           do among the P threads 
               Compute vector q=p-K·u 
           end_do_threads 
           do among the P threads 
               Update matrix A=A -q·u+-u·q+ 
           end_do_threads 
        close concurrent threads 
    end_for 
    // Computing m of the n possible eigenvalues (m ≤ n) 
    Obtain whole eigenvalues interval using Gershgorin theorem 
    open P concurrent threads 
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        do among the P threads 
            for i←m-1 to 0 
                while error in eigenvalue ei larger than a given limit 
                    Bracket eigenvalue ei using bisection and a Sturm sequence 
                end_while 
               Make last non-degenerate ei the new upper limit of the eigenvalues interval     
            end_for 
        end_do_threads 
  close concurrent threads 
 
 
   //Computing the m eigenvectors associated to the eigenvalues (optional) 
    open P concurrent threads 
        do among the P threads 
            for i←0 to m-1 
                Generate guess vector vi randomly 
                Perform LU decomposition of tridiagonal matrix 
                while error in eigenvector vi larger than a given limit 
                    Get vi using inverse iteration 
                end_while 
                Rotate vector back to the original A matrix  vi  = vi - βj · uj

+· [uj · vi ] 
            end_for 
      end_do_threads 
  close concurrent threads 
 
    if  i>0 and vi is degenerate then   
       j←i-1 
      while ej = ei  
           open P concurrent threads 
               do among the P threads 
                    Orthonormalize ei respect to ej 
                     j←j-1 
                end_do_threads 
            close concurrent threads 
        end_while 
    end_if 
End_algorithm 

 
Algorithm 2. Concurrent algorithm for the computation of eigenvalues and eigenvectors of real 
symmetric and Hermitian matrices. 
 

There are two implicit considerations not shown in Algorithm 2. The first is how to 
balance the workload among the different concurrent threads. The second is how to 
profit from the cache. These questions are implementation related and are considered 
in the next section. 
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5   Results and Discussion 

As test case, the classes in Figure 1 and the Algorithm 2 are implemented for real 
symmetric matrices in C++ using OpenMP for shared memory parallelization. To 
account for a good workload balancing, the different loop indexes are associated to 
the concurrent threads using the guided self-scheduling algorithm [41] available in 
OpenMP. For the class Complex, see Figure 1, we use the C++ standard complex 
class. In addition, we profit from the symmetry in the matrix to store it in packed 
upper triangular form. To take advantage of the cache, we use row-major order. 
Compilation is carried out under the Linux operating system using the Solaris CC 
compiler with the –O5 compiling option, i.e., the higher level of code optimization. 
The compiler version 5.11 is used. Performance of the implementation is tested 
considering matrix sizes of 5000 to 10000 in increments of 1000. The matrices are 
dense matrices, filled with real numbers generated randomly in the [0, 99] interval 
using the C language rand() function. The system used is a Quad-Core AMD 
Opteron™ 2376 HE with 4x512 KB and 6MB of L2 and L3 cache, respectively,  and 
8 GB of main memory. Assuming we use 64 bits for the real data type, the 512KB of 
L2 cache are enough to store rows up to 40000 elements. As shown later, this cache 
size is larger than the practical limit for a matrix to be considered “small”. Therefore, 
for the matrices the present approach is intended for, there is no need to block the 
rows in smaller pieces in order to fit the cache. Finally, to use the worst case, we 
consider computation of 100% of the eigenvalues and eigenvectors in the series of 
matrices. 

First of all, we compare the sequential results with the one-thread results using the 
concurrent algorithm. We find that the concurrent version is slightly faster by just a 
0.7% in the worst case (matrix with size 7000 and sequential computation time of 
1512 seconds). Therefore, the concurrent version can be considered as efficient as the 
sequential one. 

 

Fig. 2. Speedup for the computation of the whole set of eigenvalues and eigenvectors in real 
symmetric matrices as a function of the matrix size (n) and the number of cores (P)  
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The next question to answer is the performance of the concurrent version as a 
function of the matrix size and the number of cores. Thus, we compute the speedup 
for each matrix as a function of the number of cores. For the different matrix sizes, 
the speedup is defined as the quotient of the one core case with respect to each 
computing time. The result is shown in Figure 2. We observe that, for a given number 
of cores, the speedup is fairly independent of the matrix size. The computing time, 
using the most consuming case, n=10000, ranges from 4425 seconds (for P=1) to 
1304 seconds (for P=4). The speedup reaches almost 3.5 in all the P=4 cases. 

The variation rate of the speedup with the number of cores, P, is shown in Figure 3 
for the worst case, n=10000. By fitting the speedup to P, we observe a quadratic 
variation with a good correlation coefficient, R=0.999. As shown in Figure 3, the 
variation is suboptimal. The maximum, obtained by extrapolating the regression 
curve, is predicted to be a speedup of 5 for P=9 processors. Anyway, the present 
results suggest that the limiting performance factor is the number of concurrent 
threads rather than the size of the matrix. 
 

 

Fig. 3. Variation of the Speedup for the computation of the whole set of eigenvalues and 
eigenvectors in real symmetric matrices of n=10000 as a function of the number of cores (P). 
The continuous grey line represents the ideal scaling case. The diamonds represent the 
experimental data for a matrix size n=10000. The black line corresponds to the quadratic fitting 
of the data. 

Since in the worst case, n=10000, we compute with P=4 the whole set of 
eigenvalues and eigenvectors in 1304 seconds, the question arises as what is the 
largest size we can treat in a reasonable time. In other words, what a “small” 
eigenproblem means in actual architectures. Thus, we have extended the computation 
from n=10000 to n=40000 in 5000 steps. The results are shown in Figure 4. 

We observe that the worst case, n=40000, can be handled in less than 21 hours. 
Fitting the data to a third degree polynomial the correlation coefficient is very good, 
R=1.000, as expected from the algorithmic complexity. In addition, this uniform 
behavior shows that no degradation of the cache use does exist. So, what is the limit  
 



640 A. Niño, C. Muñoz-Caro, and S. Reyes 

 

Fig. 4. Computation time, in seconds, as a function of the matrix size, n, for the P=4 case. The 
diamonds represent the experimental data. The black line corresponds to the cubic fitting of the 
data. 

for a matrix to be considered small? Actually, Figure 4 shows that even the largest 
size here considered is affordable in a reasonable time. However, limiting ourselves to 
sizes processed in less than half a day the limit is about n=30000, which is processed 
in 8.7 hours. 
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Abstract. With the development of web based technology and availability of spatial 
data infrastructure, the demand for accessing geospatial information over web has 
increased significantly. The data sets are being accessed by standard geospatial web 
services. However, for complex user queries involving multiple web services, it is 
required to discover those services and logically compose them to deliver the 
intended information. In this paper, a geospatial orchestration engine has been 
proposed for composition geospatial web services. A rule repository has been 
designed within the orchestration engine by considering the basic geospatial web 
services. A framework has been presented to develop a complex information service 
which can be achieved by chaining of already existing services. The efficacy of the 
framework has been demonstrated through a case study. 

Keywords: Geospatial Web Services, Service chaining, Service orchestration, 
Service Composition. 

1   Introduction 

With the tremendous progress of information technology, the demand of online access 
of geospatial information from the distributed data sources is increasing. During the 
past decade many research works have carried out for integration distributed 
geospatial repositories to retrieve spatial data from heterogeneous sources. However 
only accessing the geospatial information may not be sufficient to provide essential 
information for decision making. The complex geospatial queries need integration and 
processing of the information.  

Many private and government organizations collect/maintain domain specific 
geospatial for their organizational needs, often in the proprietary format by using 
vendor specific database software. Further, these data repositories are too large in 
volume and highly heterogeneous, making it difficult to move and into the uniform 
format. On the other hand, sharing of these geospatial data are extensively useful to 
answer various different complex quires in many applications like environmental 
monitoring, disaster management, land-use mapping, transportation mapping and 
analysis, urban development planning, and natural resource assessment, etc. 
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Enterprise Geographical Information Systems (E-GIS) framework is a service 
driven approach for integration and sharing of heterogeneous data repositories. The 
Open Geospatial Consortium (OGC) provides several standards for spatial web 
service for accessing and sharing of geospatial information. The OGC provides 
standards for several spatial services, namely, Web Feature Service (WFS), Web 
Coverage Service (WCS), Web Map Service (WMS) etc. Further, the Web Processing 
Service (WPS) provides the standard for the processing of geospatial information. 
However, it may not be possible to resolve complex geospatial queries through basic 
OGC services. Most of the recently available spatial data infrastructure emphasizes on 
simple retrieval and visualization, rather than providing geospatial information by 
processing of those data. In order to handle complex queries, usual practice is to 
download the relevant geospatial data in the local system and process the same with 
in-house GIS package. 

The aim of orchestration is to facilitate collaboration of web services across the 
enterprise boundary to access composite information. In particular, orchestration is 
the description of interactions and messages flow between services in the context of a 
business process [3][4]. Most recently in the internet technology domain, web 
services have achieved a wide acceptance. T. Andrews et al. [5] identified that by 
using service composition technology with the use of BPEL (Business Process 
Execution Language) an advanced architectural models of web services could be 
developed. A similar process can be used in the mobile based software domain to 
access composite web services. Brauner et al. [6] propose to use the BPEL in 
combination with WSDL to execute such workflows. In geospatial domain M Gone et 
al. [7] analyzed the use of BPEL in comparison to Web Services. It states that current 
implementations of OGC services are some kind of hybrid representational state 
transfer (REST) based services. Since BPEL requires SOAP services, the OGC 
services, which do not provide SOAP interfaces, need a wrapper, which acts as a 
proxy to the OGC services. The suitability of the Web Service Orchestration (WSO) 
technology as a possible solution for disaster management scenarios has been 
evaluated by A Weiser [8]. In the paper [9] a framework has been designed to provide 
user specific geospatial information in mobile devices environment through the 
orchestration of geo-services. In this work an orchestration engine has been proposed 
to use predefined business logic for the composition of geospatial services. To 
establish a service chain of geospatial services three different approaches has been 
described in [10]. 

In order to create and provide user specific geospatial information for mobile 
device environment, there is a need of an Enterprise GIS platform which could 
resolve complex geospatial query. Researchers have attempted to integrate of spatial 
data repositories to provide a platform of spatial data infrastructure [1][2]. These 
types of spatial data infrastructures do not always provide essential information 
according to need of users especially in emergency situations. Most of time, for 
acquisition of geospatial information is done through the application of monolithic 
complex software which could be handled by professionals. Such types of 
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applications are not suitable for geo processing through the utilization of web services 
due to following reasons. 

 
• There is no OGC standard for chaining of geospatial web services for 

acquisition of complex information. 
• The chaining of geospatial web services in rigid way cannot be utilized in 

many situations. 
• Implementation of business logic to resolve complex information is 

difficult. 
 

Let us consider following user query:  
 

“Find the nearest k (k=1, 2, 3 …) hospitals along the road network within 
a buffer area of d (d=1, 2, 3 …) km from user’s location” 

 
To resolve the above query, following geospatial services are needed: 

 
a. Web Feature Service (say, “WFS1”) for retrieving the location of Hospital 

feature. 
b. Web Feature Service (say, “WFS2”) for Road feature. 
c. Web Processing Service (say, “WPS1”) to generate buffer from the user’s 

position. 
d. Web Processing Service (say, “WPS2”) to generate the intersection between 

buffer (generated by WPS1) and the Hospital geometry features. 
e. Finally, another Web Processing Service (say, “WPS3”) is needed to locate 

the k nearest hospitals, along with the path to reach the hospitals. 
 

Thus, it can be observed that in order to resolve the above query, it is required to 
orchestrate several geospatial web services. 

In this paper, a geospatial orchestration engine framework has been proposed to 
resolve complex queries. The orchestration engine also handles the long running 
transaction between the geospatial web services. The problem of utilizing Business 
Process Description Language (BPEL) in chaining of geospatial web services for 
orchestration has been has been introduced. Then an alternative approach for 
orchestration of geospatial web services for providing the complex information in the 
mobile device has been presented. A case study has been presented to validate the 
framework. 

2   Orchestration of Geospatial Web Services  

The orchestration of geospatial web services refers to the procedure for integration of 
relevant web services by applying business logic to generate required geospatial 
information. The required geospatial services are selected and coordinated by an 
orchestration engine (OE). This architecture typically describes the way of selecting 
relevant data services to retrieve desired geospatial information through the use of 
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catalog services. In order to generate information from heterogeneous dataset, it is 
required to integrate the various sources of distributed data into an Enterprise GIS 
platform. The main aim of proposed framework is to provide user specific 
information by discovering and coordinating relevant geospatial services by 
exploiting OGC based catalog services (CSW). In this framework the catalog sever 
not only used as geospatial web service registrar but also used as registrar of business 
logic for orchestration of web services. The business provides the integration logic 
activities that takes one or more types of input and creates an output according to user 
requirements. The user is able to define their required business logic to retrieve 
relevant geospatial information. 

Most of the SDIs (spatial data Infrastructure) are supported by catalog services to 
publish geospatial services, discover relevant services and, retrieve data for further 
processing or displaying map for visualization. The Web Feature Service (WFS) is 
used to retrieve spatial feature data from the SDI in Geographic Markup Language 
(GML) format. To provide some specific information, some SDIs use fixed service 
chaining technique by compositing relevant geospatial web services. However, these 
types information retrieval techniques are not flexible and in most cases, unable to 
fulfill the actual requirements of the user. To process the geospatial data on the fly, 
the OGC defines Web Processing Service (WPS) standard to produce different types 
of information. WPS consists of libraries of relevant geospatial algorithms and can be 
accessed through the geospatial web services.  

The identification of relevant services to capture the main goal of user is another 
task of the framework. To identify the required services, the service interface should 
provide meaningful service descriptions to enhance the services chaining process. 
However, in many situations, only the service description does not identify the proper 
services due to semantic heterogeneity problem. Finding the relevant services the 
semantic heterogeneity plays a vital role. The utilization of catalog services will be 
useful is used to discover the other geo services by analyzing the metadata of service 
descriptions. However, the metadata based search will lead to semantic heterogeneity 
problem. To overcome the semantic heterogeneity, an ontology enabled catalog 
service is required. The concept of ontology has been referred to the same meaning 
with several terms. In order to make the ontology machine-readable, it has to be 
formalized in some representation language. An explicit context model for ontology is 
used to resolve semantic heterogeneity of the geospatial services to identify the 
relevant services for service chaining.  

3   Framework for Orchestration Engine 

The main aim of the proposed framework is to provide processing of geospatial 
information through utilizing geospatial services. It provides uniform access point for 
accessing of complex geospatial information by composing different web services.. 
This architecture describes the way of selecting relevant web services according to 
user’s query. 
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Fig. 1. Proposed Orchestration Architecture 

Fig.1 shows the proposed framework for composing geospatial web services 
through service chaining and orchestration. It can access geospatial information from 
heterogeneous sources (through corresponding WFSs) and process the retrieved data 
using chained geospatial web services. 

3.1   Components of Orchestration Engine 

The orchestration engine consists of following components  
 

Geospatial query interface 
The system accepts the geospatial query in an extended SQL type format. It is 
assumed that orchestration engine gets query (from the user interface module) in this 
form along with the data sources to be accessed. The query resolver provides with the 
name of the feature information along with input parameters and output format to the 
query interface. After validating the query format the system parses the query to  
 



648 S.S. Walia, A. Dasgupta, and S.K. Ghosh 

extract input parameters, output format and the feature information required for 
processing the query. 
 
Rule editor  
The rule editor is used to add or remove the geospatial services from the local service 
registry of the orchestration engine. It can be used to compose complex geospatial 
web services. The complex geospatial web services definition is stored as an entity, 
namely “complex web service”, in the rule repository (explained later).  As each 
entity in the rule repository in defined in terms of inputs it takes and output it 
produces, it is possible to chain the web services (both basic/atomic and complex 
services). 
 
Local geospatial web service registry or rule repository  
Local Geospatial service registry is a local registry service where different geospatial 
web feature services and web processing services are registered. Each service 
registered with the framework provides the description of the task it achieves, the 
input parameters required and the output parameters. The standards of OGC are used 
in defining the input and output.  The basic four types of geospatial web services in 
the Local service registry are 
 

• Web Feature services 
• Web Processing services 
• Chained Web Processing services 
• Composite Web Feature and Processing services 

 
Web Feature service and Web processing service are the standard services. Chained 
Web Processing services are formed by the orchestration of existing web processing 
services. Composite Web Feature and Processing services are formed by the 
orchestration of existing web processing services and web feature services. The order 
for execution of atomic web services in complex web services is defined in the local 
service registry itself. 

Each geospatial web service is defined in terms of the input parameters it takes, the 
output parameters it offers, a description of the tasks it completes and an ordering set. 
An ordering set for each complex query provides with the order in which atomic web 
services are used to answer the complex query.  

4   Case Study 

Consider the following user query, Q: 
“Find the nearest k (k=1, 2, 3 …) hospitals along the road network within a buffer 
area of d (d=1, 2, 3 …) km from user’s location” 

The user query is parsed by the query resolver to extract the feature names and the 
input parameters to be fed to the orchestration engine. For the given query, the 
Hospital and Road databases need to be accessed to find out the position of the user 
and radius of interest. 
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Fig. 2. Process orchestration for the query Q  

The rule repository contains a composite web feature and the processing service, 
“Nearest”, to resolve the user query. The “Nearest” web service is achieved through 
orchestration of atomic web services. To resolve the query, Q, following atomic 
services are required to be executed. 

 
a. A web Feature service “WFS1”, to get location of hospital features. 
b. A web Feature service “WFS2”, to get road network. 
c. A web processing service “WPS1”, to generate buffer centered at user’s position. 
d. A web processing service “WPS2”, to get intersection between buffer generated 

and Hospital geometry features.  
e. A web processing service “WPS3”, to locate nearest hospitals, along with the 

path to hospital sorted by there distance from the user’s location among the 
hospitals within the buffer area. 
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The above mentioned services are executed in an order which is defined in the 
service orchestration engine corresponding to the “Nearest” rule in the rule 
repository.   

The proposed framework has been implemented in the mobile platform. The 
following results (refer Fig. 3) are obtained for query Q. 

 
 

   
User position (reference 
point), along with road 
network and hospitals 

Buffer area (radius of 
interest) to locate 

hospitals 

Path showing the nearest 
hospital from reference 

point 

Fig. 3. Snapshot of Implementation of the CASE STUDY 

5   Conclusion 

In this paper a framework work has been proposed for orchestration of geospatial web 
services. The framework answers complex geospatial queries on a set of 
heterogeneous data sources.  An orchestration engine has been developed on the top 
of the spatial data infrastructure. It utilizes the different geospatial services to 
implement chain of web services to answer complex queries. In this way the logical 
flow of different partial information are controlled to form the complete information 
against a user query. The major advantage of the proposed framework for 
orchestration of web services is that complex geospatial web services can further 
chained with other complex geospatial web services to further complete more 
complex tasks. A case study has been presented to show the efficacy of the proposed 
framework.  
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Abstract. In recent years, information and communication technology
(ICT) has been characterised by several evolving trends and new chal-
lenges. The process towards the convergence has been developed to take
into account new realities and new perspectives. Along with many pos-
itive benefits, there are several security concerns and ensuring privacy
is extremely difficult. New security issues make it necessary to rewrite
the safety requirements and to know what the risks are and what can
be lost. With this paper we want to propose a bio-inspired approach as
a result of a comparison between biological models and information se-
curity. The risk analysis proposed aims to address technical, human and
economical aspects of the security to strategically guide security invest-
ments. This analysis requires knowledge of the failure time distribution
to assess the degree of system security and analyse the existing coun-
termeasures to decrease the risk, minimise the losses, and successfully
manage the security.

Keywords: ICT; VoIP; NGN; Risk Analysis; Security; Failure Time
Distribution.

1 Introduction

ICT technologies have pervaded all critical infrastructures. Thus, in many pro-
cesses, the security risk has recently gained in significance. How to apply ICT
in various fields has become essential to understanding how to protect what
led to its introduction. The adoption of ICT by enterprises is a phenomenon
that grows continuously and that allows the implementation of innovative so-
lutions, exploiting emerging technologies and supporting decisions and manage-
ment processes that are otherwise enormously complex. Innovation in the ICT
thus brings countless benefits to enterprises in different areas of interest, and it
ultimately enables the design of security solutions in many areas of study [1][5].
The complexity of the systems handling the information and communications,
is changing. The networks are evolving towards convergence, and the aim is to
form a single complex, dynamic and communicative body, capable of providing
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services, applications, dynamic models around each of users. With the increase
of size, interconnectivity and convergence, the networks have become vulnerable
to various form of threats[1][3][5]. The evolution of the communication implies
the need of the new security requirements, new security mechanisms and efficient
countermeasures. Biological organisms are also complex interconnected systems
with many points of access. Using the concepts of biological systems and models
we can inspire information and communication security. Thus, in examing some
of common structures that will characterise the future of the ICT, we can find
some striking similarities to biological systems[18][19]. This paper has been or-
ganised as follow. After a brief introduction and the related work, presented in
Section I and Section II, in Section III and IV we discuss on Information and
Communication Technology Security issues and security requirements related to
the new challeges and the new tendency towards the convergence of the next
future. An overview of Biological Models, Bio-Inspired Security and similarities
with Information Security are presented in Section V. In Section VI we present
a risk analysis model based on bio-inspired approach. Some consideration about
strategic decisions and business investments on risk are presented in Section VII
and finally we conclude with Conclusions and Future Work.

2 Related Work

Despite the growing interest in the research and standardisation of communities
regarding the security of computer science and communication systems, a gen-
eral consolidated study on the degree of security of an ICT system is still lacking
[1][5]. Through standardisation activities is ongoing attempt to solve the security
problems of ICT systems by promoting use of many different models of study and
analysis. Additional studies have investigated ICT applications in various fields.
Relatively little research has been conducted concerning mobile/wireless ICTs,
software-as-service, RFID, storage infrastructure, social computing networks and
VoIP. There is a general tendency to treat the issue of security in communica-
tions through taxonomies of vulnerabilities and threats [3][4][6]. Risk, instead, is
rarely mentioned in quantitative terms about ICT Security. Recognising what is
already described by other studies [11][12][13][15] on risk analysis and manage-
ment for information system security, and recognising what is already studying
and analysing abour statistical methods [7][8][16] this paper aims to propose a
comparison of different disciplines. The aim is to learn from the study for the
analysis of risk in the broader field of biology and demonstrate that there is a
strong correlation between the study of Epidemiology and the study of security
in communication systems, to find an appropriate model risk analysis for ICT
systems.

3 Information and Communication Security Issues

As explained in [9][10] information can be defined as an important business asset
that can exist in many forms.In [1][5], information security is defined as a range
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of controls that is needed for most situations in which information systems are
used. In the past, information was stored using methods aimed at finding it, over
the years, in the same format with the highest integrity. The main problem was
that part of it was lost, because of the nature of the data and the breach and
errors accidental. The data violation has acquired in time varied connotations
because of the different security requirements, and the issue of data breach re-
mains the same over the years. To strategically design the system is important
to limit the damage, analysing aspects related to vulnerabilities and threats,
risk and impact, in order to preserve confidentiality, integrity and availability.
Then, the protected data do not restrict the how of shared knowledge, they al-
low to prevent loss, and maintain confidentiality. While in the past, however,
information traveled for long distances to be shared, now the real-time accel-
erates the transmission of data, shared knowledge and transmission of personal
information. The information in the form of voice or data, written, stored or
communicated, shared or processed, is a source of knowledge, and the power of
knowledge should not be underestimated. Information is a resource that has ac-
quired, increasingly, more value. Meanwhile, the simplicity with which all kinds
of personal information are shared increases due to false illusion of an always
possible repair. An ICT system sometimes gives a false perception to keep safe
with a series of consecutive procedures, which are activated after a threat has
exploited a vulnerability. Security is not a repair process but a strategic decision
and preventive planning. Information Security is repair for any damage suffered,
noting that risk is a prerogative of the system. If a failure occurs we run for
cover, with heavy investments which sometimes cause interruption of processes
and so on. This is an attitude, modus operandi, which belongs to a society that
has lost the concept of value of information [9][10] . Today, the process towards
the convergence of the triple play(voice, video,data) and quadruple play (voice,
video, data and mobile communications) has been developed to take into account
new realities and new perspectives in the world of telecommunications and to
account for the need to converge networks and the existing fixed and mobile ser-
vices in the NGN (Next Generation Network) [2]. For example, Voice over IP ,
VoIP, is the first step towards convergence and represents a big challenge already
well under way. VoIP has become a valid alternative to the traditional telephone
network. With VoIP, ensuring privacy is extremely difficult [3][4]. VoIP is eco-
nomically viable and highly effective, and the widespread use of VoIP in recent
years is growing, but it introduces many security challenges, and the benefits of
this technology are as great as the security issues . The need for security is linked
to the value of the information that is transmitted, and with the new develop-
ment of converged networks, the information also acquires an important shared-
communication value. Therefore, in an ICT system is important to understand,
first of all,why we must protect the information, than figure out what kind of
risks are there, and the safety requirements, suitable to the system, even before
to design an analysis of the assets and evaluate what to do.
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4 Understanding Risk: Why Is the Security Important?

There are three requirements that must be maintained for an ICT system:

1. Confidentiality or Privacy: is the restriction of access to resources only to a
specified set of individuals or processes. Also for the recipients of informa-
tions are valid the same restrictions and is necessary identify them to avoid
a spread of information.

2. Integrity: is the prohibition to manipulate informations by those persons or
processes that may damage them. In this way in a communication process
data losses are prevented because sender and recipients are known.

3. Availability: is the attempt to limit the delay in information delivery, in
this way the recipient receives informations as soon as possible, with a finite
delay.

These requirements are commonly called the CIA set of security objectives. In-
formation Security means improving the system and protecting the assets from
the many different kinds of threats. Threats can cause damage by intervening
directly in the information exchanged or by interrupting the continuity of certain
procedures, affecting the system, destroying a part of it, or violating the rules
of privacy. The damage may be multiple, and its nature is not limited to a few
unfortunate events. Technology and communication thus becomes a vehicle for
both good and bad actions. The importance of security is directly proportional
to the value of information, which is shared in any system. With a proper strate-
gic planning and risk analysis we can estimate the expected benefits from each
investment in safety. In general the information can be more or less sensitive,
and each database can be more or less confidential. So there may theoretically
be a multitude of degrees of confidentiality and secrecy. With the convergence
of the technologies and services the threats, to the entire systems and processes,
are increasing. The attacks are more probable and this probability increases with
the value of the information. First of all, to design a security infrastructure, it
is necessary to properly assess the risk to protect the data to assure confiden-
tiality, availability and integrity, and so the importance of security for a general
system [5]. To benefit from the investments, it is essential to understand where,
how and when to apply them [11][13]. We need to know the system information,
assets and processes involved in a communication, and we must assess threats
and vulnerabilities of the system. The analysis of risk requires knowledge of the
probability of failure and its distribution and the probability that an attack oc-
curs, that is when a threat exploits a vulnerability, because of the lack of proper
security measures. Thus, we can assess the degree of system security and analyse
the existing countermeasures to try to decrease the risk, minimise the losses, and
successfully manage the security. To do this, we consider in subsequent sections,
a biological approach to evaluate each complex ICT system as a biological organ-
ism. In this way we can apply the analytical models of failure distribution and
define the trend of the risk value, which is useful in decision making strategies
of countermeasures.
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5 Bio-Inspired Security

5.1 Introduction and Related Work

The similarity between biological processes and computer security problems has
long been recognised and studied, over the years. To prove this, in 1987, Adelman
introduced the term”computer virus”, inspired by biological terms, such as Spaf-
ford with the term ”form of artificial life”, referring to the virus, and so on.The
analogy between the protection mechanisms of living organism and the security
could be indeed appealing. Many comparisons have been studied according to
several point of view[12][18][19]. Whereas there have been a moltitude of studies
based on a biology-computer analogy for defense methodologies,there have been
several studies about similarities between computer worms and biological virus,
pathogens. There are many biological terms such us ”worms”, virus, which have
been borrowed to name camputer attacks. The term virus is widely used for ma-
licious code affecting computer systems and we could use this term for different
threats affecting the communication systems in general. Such usage suggests the
comparison with biological diseases. We can describe the computer virus as a
program that can affect other programs or entire networks, by modifying them,
exploiting vulnerabilities and compromising the security requirements. Recog-
nising that there is a real parallelism between biological systems and computer
networking[18], we consider the future convergence of the networks and the evo-
lution of the communication systems as a process highly complex, such as a
biological entity. Our networks are increasingly facing new challages and they
grow larger in size, and we want to continue to be able to achieve the same
robustness, availability and safety. Biological systems have been evolving over
billions of years, adapting to a continuous changing of environment. If we con-
sider information systems and biological systems, they share several properties
such as complexity and interactions between individuals of a population (asset of
the information systems). There are many analogies between computer systems
and biology, and many research studies support this idea [20]. The reasearch
in this area has mostly focused on leveraging epidemiological studies of disease
propagation to predict computer virus propagation[12][15][17]. The use of epi-
demiological model to predict virus is based on a wide range of mathematical
models, which has been developed over the years. When considering the spread
of an infection through a population many factors are likely to be important,
such as the trasmissibility of the agent pathogen, the immune response the gen-
eral behaviour of the population and the risk perception[14]. We discuss about
this in the next section.

5.2 Epidemiological Models

In recent years there had been a growing interest in using biological, epidemi-
ological models to gain insights into information and communication systems.
These approachs developed through the years are based on several models[17].
Some of this looked at the effect of the network topology on the speed of virus
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propagation, some looked at virus spread on different network, and some the
risk perception in epidemics. Different studies have also used several biological
models for immunisation strategies. As a result, biologically inspired research
in information and communication security is a quickly growing field to elu-
cidate how biological or epidemilogical concepts in particular have been most
successfully applied and how we can apply these to the safety strategies for
risk analysis and management[15]. Through this study, we notified a close sim-
ilarities between the biological diseases and what we define as communication
risk.Among the biomedical disciplines, epidemiology there seemed to be more
suitable for comparison. Epidemiology is a methodology, a technical approach
to problems, a ”philosophy”. Epidemiology is a way ”different” to study health
and disease, and it is cross-science. Epidemiology is working with the clinic and
preventive medicine. It is involved in analyzing the causes, the course and ob-
viously, the consequences of diseases, by mathematical-statistical models that
analyze the spread of disease in populations. Purposes of Epidemiology are:

– Determine the origin of a disease whose cause is not known.
– Investigate and control a disease whose cause is known.
– Acquire informations about the natural history of disease.
– Plans programs and activities of control and monitoring of disease.
– Assess the economic effects of disease and analyze the cost-benefit.

In this way, individuals of a population exposed to a particular virus, are like
the information assets of the communications system, exposed because of their
vulnerability to network threats. The threat can damage one or all of the assets
of the information system, and it represents a potential cause of an accident or
deliberate accidental, as a malicious code. The vulnerability is a weakness of the
system for the security of informations. The attack occurs when the vulnera-
bility is exploited by threat agents. Many epidemiological studies are designed
to verify the existence of associations between certain events, in this case, we
talk of the incidence or of the onset of a disease in a population of individuals.
Epidemiology is a methodology of study. The same can be said for safety. Using
these concepts and models, it can inform, guide, inspire information security,
and understand, prevent, detect, interdict and counter threats to information
assets and system. The risk, like a disease, is the result of three factors: threat,
vulnerability and explanatory variables. In the case of a communication system,
we talk of the impact of a malicious code or a threat of the network, and there-
fore, also of damage caused as a result. These results can be distorted because of
other variables that somehow might confuse the results, and so called confound-
ing variables (counfonders). These variables may be confounding or interacting
variables, also called in econometrics control variables or explanatory variables,
which are used into the Cox regression model [7][8]. The explanatory variable
plays a key role in understanding the relationship between cause and effect of a
general threat. The explanatory variable is a variable which is used to explain or
to predict changes in a value of another variable. This is important to evaluate
the relationship between the point events that we define in the next section. To
assess the confounding, it is necessary an analysis which provides a collection
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of epidemiological data sets and informations. This is complex in the case of
communications systems and networks. In this case, the analysis is multivariate,
because it involved so many factors that influence and change network vulner-
abilities. The Cox Model also considers the variable time and helps to assess
the risk of exposure to a threat in the time. This analysis is embedded in a
broader analysis, survival analysis and failure time analysis. Thus, realizing a
link between biomedical disciplines and safety review, the models of failure time
analysis are needed to asses the probability of the the attacks distributions, to
estimate the extent of the risk and of the security investments.This approach
depends on having knowledge of the probability distributions associated with
successful attacks on information assets. About this, little real data is available,
and to estimate the risk we need to use a simplistic model. We deal with this in
the next section, giving an overview of the failure time distribution models.

5.3 Failure Time Distribution

A failure event in general, could be due to an attack by malevolent individuals
or groups that want to damage the security system. A failure doesn’t meaning
the total distruction of the system, but even the impairment of the informations
that it holds. In this section we want to give a brief overview of the study done
about survivor analysis and failure time distributions models, which allows us
to estimate the risk. Ryan and Ryan [11][13] models a general information in-
frastructure in number of finite information systems {Si : i ∈ I}, where, Si �= Sj

if i �= j, and the set I= {0,1,2,3,. . . ..}. Each system, which purpose is to pre-
serve the information, can be thought as a finite collection of information assets
Si={αk:k ∈ I }. Threats can destroy or only degrade information, we can prac-
tice information security at the system and network level, where it is easier for
designers to act in different ways to reduce risk. Each system is also characterized
by a vector Xi. called the decision vector, where each element is determined by
the decisions and the strategies chosen to manage risk. Obviously threats that
can affect the system are many, and then many variables should be introduced,
but in this case they are reduced to a small number in order to analyze the model
more accurately. The potential threats can attack the system in a single finite
set {Tj :j ∈ I}, and it can damage each information asset {αk}. The consequences
of a successful attack of a threat Tj at time tiis called impact, but if the attack
failed impact is zero. The danger of each threat on each information asset, is
the impact may have on each characteristic, and adding all these quantities to
obtain the total probability. For each information system during the time inter-
val of observation, it is necessary to do a distinction between complete data and
censored data. Complete Data come from those systems whose failure causes are
well-known and which occur during the observation period. Censored Data come
from those systems that have no failure during the observation period, or if a
failure occurs and the cause is unknown. For each individual system it is possible
to define the following functions, and summarise the main functions involved as
follow:

658 A. La Corte, M. Scatá, and E. Giacchi



– Survivor Function S(t), which is the probability of being operational at time
t :

S[t] = Pr[T ≥ t] = 1− F (t) (1)

Where F(t) is the Failure function, which tell us the probability of having a
failure at time t.

– Failure Density Function f(t), which is the probability density function:

f(t) =
dF (t)

dt
= −dS(t)

dt
(2)

– Hazard Function h(t), which is the probability that an individual fails at
time t, given that the individual has survived to that time:

h(t) = lim
δ→0+

Pr(t ≤ T < t+ δ | T ≥)/δ (3)

where h(t)δt is the approximate probability that an individual will die in the
interval (t, t+ δt), having survived up until t

– Cumulative hazard function H(t):

H(t) = − logS(t) (4)

In this regard, it is possible to introduce estimators of these functions S(t), F(t),
f(t), h(t), referring to complete data, then neglecting censored data. Consider N
systems and suppose that n(t) is the number of failure that occur before time t,
the number of systems that most likely will have a failure in the interval [t, t+ δ]
is denoted by n(t+ δ)−n(t) and N-n(t) is the number of systems still operating
at time t. An empirical estimator for the function S(t) is :

S(t) =
N − n(t)

N
(5)

An empirical estimator for the function F(t) is:

F (t) =
n(t)

N
(6)

Instead for the function f(t) is :

f(t) =
n(t+ δ)− n(t)

δN
(7)

For small value of , it is possible to calculate an empirical estimator for the
function h(t), which is:

h(t)δ =
f(t)δ

S(t)
(8)

Unfortunately, these definitions are not valid for data which are Censored, but
it is possible to give alternative definitions to match the previous one to the case
of interest. Using the first method, called Kaplan-Meier, we denote by:

t(1) < t(2) < t(3) . . . < t(m)
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the distinct ordered times of death(not considering the censored data ). We
define d(i) the number of failure at time t(i) , and n(i) the number of surviving
system just before the instant t(i). The estimator for the function S(t) can then
be defined as follows:

SKM (t) =
∏

i

(
ni − di

ni
) (9)

for tj ≤ t < tj+1, j = 1, 2, 3, . . . , k − 1. The explanation of why this expression
is valid even if there are Censored Data is very simple. To be alive at time t, a
system must surely survive even in the moments before time t(1),t(2) .. because
for sure in this interval [t(i), t(i+1)] there is no failure. So the probability of a
failure at time t(i) is equal to d(i)/n(i), taken for granted that the system survived
in the previous interval. Obviously if there are not Censored Data, the estimator
expression coincides with the previous case. The expression for other functions
are:

FKM (t) = 1− SKM (t) (10)

HKM (t) = − logSKM (t) (11)

hKM (t) =
dj

nj(tj+1 − tj)
(12)

The second method, called Nelson-Aalen, may be considered better than the
Kaplan-Meier, as the latter can be considered an approximation when dj is
smaller than nj . In this case the expressions become:

SNA(t) =
∏

j

exp(− dj
nj

) (13)

FNA(t) = 1− SNA(t) (14)

HNA(t) = − logSNA(t) =
r∑

j=1

dj
nj

(15)

hNA(t) =
dj

nj(tj+1 − tj)
(16)

6 Risk Analysis Model

The risk analysis model, presented in this section, is based on a bio-inspired
approach. Through this approach, epidemiological matching and failure time
distribution models, we build the foundation for a complex risk analysis and for
security descision-making strategies to manage the safety of the system. Each
ICT system consists of a series of assets. Each asset is linked to each other and
both exchange information and are actively involved in the processes within the
system, and are interconnected and communicate with the external environment.
A biological system, a human body for example, has many similarities with ICT
systems:
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– High Complexity.

– High Connectivity.

– Numerous Access Points.

– Communication, Cooperation and Coordination on micro and macro level

– Vulnerabilities to several threats

– Relation with other systems of the same nature

– Relation and Communication with external environment

Thus, we can define in both contexts:

– Biological Risk: the probability that a virus exploits a vulnerability. This can
provide a disease of a single individual human body or it can spread causing
an epidemic.

– ICT Risk: the probability that a threat exploits a vulnerability of an asset
or of the system to cause an attack, compromising the security requirements
of confidentiality, integrity and availability.

– Biological Failure: it is the event linked to an outbreak of a disease.

– ICT Failure: it is an event linked to the damage in the system, which is
manifested, for example, with a denial of service.

Based on previous observations and definitions, we can define the risk of a system
as the sum of two components:

R = R∗ +Rr (17)

the first term is a function of the failure time distribution F (t), while the second
represents the Residual Risk Rr. It is the minimum achievable risk threshold
of each system. Below this threshold it is impossible to get off, because there
are not systems with a risk threshold equal to zero. The risk analysis aims to
estimate these values and contextualizing them in the test system, we can then
determine the safety measures to be taken to minimize component dependent
failure distribution. Thus, Risk R∗ can assume three different values :

– Rnt= Not Tolerable Risk. It is the maximum risk threshold above which the
system has serious security problems.

– Ru= Unprotected Risk. It is the risk threshold of a system where there are
not investments of any kind.

– Rt=Tolerable Risk. It is a risk threshold that we want to achieve, decreasing
the threshold Ru, applying a certain investment I.

Now we identify four ideal cases, based on the strategic choice of investment in
the system. In each case we show the trend of the risk as a function of the time.
We identify the four limits values described above. The risk will change within
certain ranges, depending on the adopted security strategies, investments and
preventive actions or shelter when damage occurs.

A Bio-Inspired Approach for Risk Analysis of ICT Systems 661



Fig. 1. Case 1

Fig. 2. Case 2

6.1

The initial risk is Rt, because there is an initial investment I. The risk of the
system is maintained within the range Rt − Ru, because the system is not to-
tally exposed to threats. There can be intermediate investments but they are
inappropriate or negligible and therefore they are not considered (for example
an antivirus update unscheduled).

6.2

In this second case, the initial investments are negligible. Investments, in this
case, are done for a scheduled maintenance of the system, or after a successful
attack of a threat. The points indicated by the arrows are times where the
investments are applied. The function oscillates aroud Ru.

Case 1: Initial investment, Made in the Initial Planning Stage 

 
Case 2: Intermediate Investments (Maintenance, 
Protection/Shelter after an Attack of a Threat) 
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Fig. 3. Case 3

Fig. 4. Case 4

6.3 Case 3: Initial and Intermediate Investments

The risk, in this case, has small peaks over the threshold Rt, and oscillates around
Rt, and sometimes tends to the minimum threshold of Rr, without touching it.

6.4 Case 4: No Investments

In this case the initial and intermediate investments are not necessary equal
to zero, but they can be inappropriate or applied in non- strategic instants of
time. There is the absence of a strategic security planning.The risk increases
dramatically.

7 The Economics of Risk: Strategic Decisions and
Business Investments

The ideal analysis should allow so great a risk estimate. The Case 3 is the ideal
case where investments are allocated at the beginning and at intermediate time.
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An optimal strategy also considers the economic tradeoff between the timing of
investment, its value and cost-effective. To improve the security of a system it
should make investments a way to protect the system from possible threats. It
is obvious that this investment must be profitable for the system and prevent
any attacks, or survive if there was one. The developments in technology have
improved performance, in terms of security systems, but it has meant that the
threats, that can attack a system, evolved. For this reason, before investing the
money, it is necessary to make appropriate assessments. Resuming the previous
definitions of hazard function, we can consider two different systems and compare
them [11]. In the first system we suppose to make investments to improve security
and define h1(t) its instantaneous failure rate, in the second system we decide
not to invest in security and call h0(t) its hazard rate. It is possible to relate the
two quantities through the following relatioship[11] :

h1(t) = kh0(t) (18)

Assuming that the hazard function is continuous, although in reality it is not very
likely, it is assumed that the processes of censored always occur after a failure.
From this report it is possible to evaluate the benefit that an investment can
result in increasing the security of a system. The parameter k is called Hazard
Ratio, and through its value it is possible to make the following observations :

– If k < 1 the probability of succumbing to an attack is less in a system on
which we decide to invest.

– If k = 1 there is no advantage on investing, because the two systems, when
being attacked, would behave the same way.

– If k > 1 the system in which we have invested money succumb more easily
to an attack and then invest money is not beneficial.

If we decide to invest for the security of the system, the benefits that we expect
to obtain is given by the following formula [13]:

ENB [i] = p0L− piL− i (19)

where p0 and pi are the loss probabilities for the system on which we invested
and the one without, respectively, and L is the loss. A positive value of ENB

means that the investment has made benefits. If we apply the investment, the
Survivor Function is shifted to the right, this means that systems survive longer
than others. Thus, we want to introduce and propose the loss variable definition
for an ICT system, as:

L = Linf + LE (20)

Where Linf , is the information loss, reported to confidentiality, integrity and
availability:

Linf = LinfC + LinfINT + LinfAV AIL (21)

And LE is the economic loss due to the information loss. At each risk threshold
it is possible to match a loss threshold.
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– Lu is the information and economic loss in an unprotected system.
– Lt is a tolerable information and economic loss of system whit a tolerable

risk threshold.
– Lr is the minimum information and economic loss (ideal case) of a system

ideally with no risk.
– Lnt is a non tolerable loss associated to a non tolerable maximum risk.

8 Conclusion and Future Works

ICT networks are critical part of the infrastructure needed to operate a modern
industrial society and facilitate efficient communication between people, efficient
use of resource, and efficient way to ensure security of the systems fram threats
that may exploit vulnerabilities and endanger security requirements. Most net-
works have emerged without clear global strategy to project information and
communication technology. Historically, security decisions are taken outside of
the context and after the damage occures, with the false perception to obtain
high security efficiency at reasonable cost. A security management strategy im-
plies a complex dynamic risk analysis of the system,of information exchanged
and of communication and cooperation with other systems. Introducing robust-
ness inevitable requires additional cost, computational and redundant resources
on making network tollerant to failures, but this is not cost-effective in the short
term. Drawing inspiration from biology has led to useful approaches to problem-
solving, with this paper we want to propose and develop a risk analysis model
based on bio-inspired approach for information and communication systems and
for general future converged networks. There is a great opportunity to nd solu-
tions in biology that can be applied to security issues of information systems. We
intend to develop a biologically inspired model for dynamic, adaptive converged
information and communication systems to estime a quantitative measure of
risk based on this presented approach. This involves proportional hazard mod-
els, Cox regression models, angent based models, cross-correlation, life table of
assets,adaptive networks, etc. The measure of risk will be useful to evaluate the
most appropriate security countermeasures,expected benets of an investment
and therefore, to manage the safety, balancing costs, benets and efficiency of a
network.
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4. Keromytis, A.D.: Voice-over-IP Security: Research and Practice, IEEE Computer
and Reliability Societies, Secure Systems (2010)

5. Shneier, B.: Architecture of privacy. IEEE Computer Society, Security and Privacy
(2009)

6. Quittek, J., Niccolini, S., Tartarelli, S., Schlegel, R.: NEC Europe Ltd, 2008 On
Spam over Internet Telephony (SPIT) Prevention IEEE Communications Magazine
(2008)

7. Roxbee Cox, D., Oakes, D. (eds.): Analysis of Survival data. Chapman & Hall/CRC
(1984)

8. Roxbee Cox, D.: Regression Models and life-tables. Journal of the Royal Society,
Series B (Methodological) 34(2) (1972)

9. International Standard ISO/IEC 27002:2005, Information Technology Security
tech- niques. Code of Practice for information security management

10. International Standard ISO/IEC 27005:2008, Information Technology Security
techniques. Information Security Risk Management

11. Ryan, J.C.H., Ryan, D.J.: Performance Metrics for Information security Risk man-
agement. IEEE Computer Society, Security and Privacy (2008)

12. Ryan, J.C.H., Ryan, D.J.: Biological System and models in informa- tion Security.
In: Proceedings of the 12th Colloquium for Information System Security Education,
University of Texas, Dallas (2008)

13. Ryan, J.C.H., Ryan, D.J.: Expected benefits of information security investments,
Computer and Security, ScienceDirect (2006), http://www.sciencedirect.com
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Abstract. The issues of survivability of networks, especially to some open year 
round services have increased rapidly over the last few years. To address this 
topic, the effective survivability metric is mandatory for managerial 
responsibility. In this paper, we provide a survivability mechanism called 
Degree of Disconnectivity (DOD) for the network operator to detect risks. To 
evaluate and analyze the robustness of a network for network operators, this 
problem is modeled as a mathematical programming problem. An attacker 
applies his limited attack power intelligently to the targeted network. The 
objective of the attacker is to compromise nodes, which means to disable the 
connections of O-D pairs, to achieve the goal of reaching a given level of the 
proposed Degree of Disconnectivity metric. A Lagrangean Relaxation-based 
algorithm is adopted to solve the proposed problem.  

Keywords: Information System Survivability, Degree of Disconnectivity, 
Lagrangean Relaxation, Mathematical Programming, Network Attack, 
Optimization Problem, Resource Allocation. 

1   Introduction 

With customers’ expectations of open year round service, the complete shutdown of 
an attacked system is not an acceptable option anymore. Nonetheless, over the past 
decade, malicious and intentional attacks have undergone enormous growth. With the 
number of attacks on systems increasing, it is highly probable that sooner or later an 
intrusion into those systems will be successful. As several forms of attacks are aimed 
at achieving pinpointed destruction to systems, like DDoS, the relatively new 
paradigms of survivability are becoming crucial. Compared with other metrics, like 
reliability and average availability, that measure a network, survivability is a 
network’s ability to perform its designated set of functions under all potentially 
damaging events, such as failure in a network infrastructure component [1]. 
                                                           
* Correspondence should be sent to d96006@im.ntu.edu.tw. 
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Survivability focuses on preserving essential services in unbounded environments, 
even when systems in such environments are penetrated and compromised. 

A number of papers have studied various theoretical aspects of survivability 
against antagonistic attacks. In [2], due to the diversified definitions of network 
survivability, the author categorized the methods to evaluate network survivability 
into three subcategories: connectivity, performance, and function of other quality or 
cost measures. The least twenty recognized quality models indicate that the 
survivability is that users could receive the services that they need without 
interruption and in a timely manner. 

When evaluating survivability, the connectivity of a network to achieve a service 
level agreement is another vital issue. The definition of network connectivity is the 
minimum number of links or nodes that must be removed to disconnect an O-D 
(Original and Destination) pair [3]. In general, the more numbers of links or nodes 
that must be removed to disconnect an O-D pair, the higher the survivability of the 
network will be. Thus, there are many researches adopting the network connectivity 
with the quantitative analysis of network survivability. In [4], the author proposed 
using the network connectivity to measure the network survivability under intentional 
attacks and random disasters. In addition, in [5], the author also adopted the network 
connectivity to do the quantitative analysis of network survivability and the 
survivability metric is called the Degree of Disconnectivity (DOD). 

Many network scenarios have traditionally assumed that the defender, i.e. network 
operator, only confront a fixed and immutable threat. However, the September 11 
attacks in 2001 demonstrated that major threats today involve strategic attackers that can 
launch a serial action of malicious and intentional attacks, and choose the strategy that 
maximizes their objective function. The attacker utilizes his knowledge about the target 
network to formulate his attacking strategy order to inflict maximum damage on a 
system, a network, or a service under malicious and intentional attacks. Consequently, it 
is critical for the defender to take into consideration the attacker’s strategy when it 
decides how to allocate its resource among several defensive measures [6]. 

However, the conflict interaction between the attacker and the defender suggests a 
need to assume that both of them are fully strategic optimizing agents with their 
different objectives. A number of papers have studied various theoretical aspects of 
protecting potential targets against attacks. Some of these papers discuss the scenarios 
and solved the problem with game theory. Here, in this paper, a conflict network 
attack-defense scenario is described as a mathematical model to optimize the resource 
allocation strategies for network operators and is expressed for both attackers and 
defenders considering the DOD [5]. 

2   Problem Formulation and Notations 

The network scenario discussed in this paper can be seen as a game with attackers and 
defender entities: attackers represent intelligent or rational entities of the network that 
may choose a computer and corrupt its database and systems, such as hackers. The 
defender represents the distributed database administrator, whose goal is to maintain 
the integrity of the data. Once the database is compromised, the DOD is affected, 
which is defined as (1). Based on [5], the proposed survivability metric called degree 
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of disconnectivity (DOD) is defined as S, which assesses the average damage level of 
a network; it can also be called the degree of segmentation, degree of segregation, or 
degree of separation. 

The DOD metric in this paper is defined as S, which is evaluated on the 
disconnected numbers of O-D pairs among all O-D pairs. DOD can be generated as 
the residual index of the networks. In this case, twi is 1, while node i on an O-D pair w 
is dysfunctional. The Original node here is source node, and the destination node is 
the database. The transmission cost of dysfunctional node is M, otherwise it is ε. The 
greater the value of S, the more the network is damaged. 

2

S   .
wi i

w W i V
N

t c

C M
∈ ∈=

×

∑∑
 (1)

Because the attacker’s resources, i.e. time, money, and man power, are limited, 
only part of a network can be compromised. Therefore, the resources must be fully 
utilized so that the attacker can cause the maximum harm to the target network. In 
order to discuss the worst case scenario, the concept of [6], which assumes complete 
information and perfect perception on behalf of both attackers and defenders, is 
adopted. Hence, both the attacker and the defender have complete information about 
the targeted network topology and the budget allocation is assumed. The serial of 
attack actions considering the survivability of a network is then modeled as an 
optimization problem, in which the objective is to minimize the total attack cost from 
an attacker’s perspective, such that the given critical O-D pair is disconnected and the 
survivability is over the given threshold resulting in the inability of the network to 
survive. Note that the network discussed here is at the AS level.  

The above problem is formulated as a mathematical model as follows. For 
simplicity, since the targeted network is at the AS level, the attacker cannot simply 
attack any node directly. The notations used in this paper and problem formulation is 
defined in Table 1. 

Table 1. Given Parameters and Decision Variables 

Given parameter 
Notation Description 

V Index set of nodes 
W Index set of OD pairs 
Pw Set of all candidate paths of an OD pair w, where w∈W

M
Large amount of processing cost that indicates a node has been 

compromised 
ε Small amount of cost processing cost that indicates a node is functional 

δpi
Indicator function, 1 if node i is on path p, 0 otherwise, where i∈V and 

p∈Pw

iâ The threshold of attack cost leading to a successful node attack 

S
The threshold of a network crash, which is the average damage level of

all O-D pairs 
Rw The weight of O-D pair w, where w∈W

iâ The threshold of attack cost leading to a successful node attack 
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Table 1. (continued) 

Decision variable 
Notation Description 

xp 1 if path p is chosen, 0 otherwise, where p∈Pw

yi 1 if node i is compromised by attacker, 0 otherwise (where i∈V)
twi 1 if node i is used by OD pair w, 0 otherwise, where i∈V and w∈W

ci
Processing cost of node i, which is  if i is functional, M if i is 

compromised by attacker, where i∈V
 

 
The problem is then formulated as the following minimization problem: 
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1
w
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x
∈

=∑  
∀w∈W (IP 1.5) 

0 or 1px =  ∀p∈Pw, w∈W (IP 1.6) 
0 or 1iy =  ∀i∈V (IP 1.7) 
0 or 1wit =  ∀ i∈V, w∈W. (IP 1.8) 

 
 
The objective of the formulation is to minimize the total attack cost by of the 

attacker by deciding which node to compromise. Constraint (IP 1.1) describes the 
definition of the transmission cost of node i, which is ε if node i is functional, and M 
if node i is compromised. Constraint (IP 1.2) requires that the selected path for an  
O-D pair w should be the minimal cost path. Constraint (IP 1.3) denotes the 
relationship between twi and xpδpi. To simplify the problem-solving procedure, the 
auxiliary set of decision variables twi is replaced by the sum of all xpδpi. (IP 1.1) to (IP 
1.3) jointly require that, when a node is chosen for attack, there must be exactly one 
path from the attacker’s initial position, s, to that node, and each node on the path 
must have been compromised. These constraints are jointly described as the 
continuity constraints. And constraint (IP 1.4) determines that if a target network has 
been compromised, the DOD metrics must be larger than the given threshold. 
Constraints (IP 1.5) and (IP 1.6) jointly entail that only one of the candidate paths of 
an OD pair w can be selected. Lastly, constraints (IP 1.6) to (IP 1.8) impose binary 
restrictions on decision variables. 
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3   Solution Approach 

3.1   Solution Approach for Solving the Problem of (IP 1) 

3.1.1   Lagrangean Relaxation 
Lagrangean Relaxation (LR) [7, 8] has been very useful in conjunction with branch 
and bound, which serves as the basis for the development of heuristics (dual ascent) 
and variable fixing. This approach is composed by sets of constraints that are relaxed 
and dualized by adding them to the objective function with penalty coefficients, the 
Lagrangian multipliers. The objective, in the relaxation, is to dualize, possibly after a 
certain amount of remodeling, which is then transformed into disconnected and easier 
to solve subproblems. In such a way, these subproblems obtain bounds on the actual 
integer optimal value, and separate solutions to the individual subproblems which, 
while not necessarily consistent because they may violate some of the linking 
constraints, might however suggest ways of constructing good globally feasible 
solutions. 

By applying this method with a vector of Lagrangean multipliers u1, u2, u3, and u3, 
the model can be transformed into the following Lagrangean relaxation problem  
(LR 1). In this case, constraints (1-1) to (1-4) are relaxed, and dualized by adding 
them to the objective function with penalty coefficients, the Lagrangian multipliers, 
which are defined as u1, u2, u3, and u4 with the vectors of {ui

1}, {uwp
2},{uwi

3},{u4} 
respectively. The objective, in this case, in the relaxation, is to dualize, possibly after 
a certain amount of remodeling, the constraints linking the component together in 
such a way that the original problem is transformed into disconnected and easier to 
solve subproblems. Here, (LR 1) is decomposed into three independent and easily 
solvable optimization subproblems with respect to decision variables xp, yi, and twi, ci; 
the respective subproblems can thus be optimally solved. 

 
Subproblem 1.1 (related to decision variable xp): 

,min)( 33
1 ∑∑∑

∈ ∈ ∈

=
Ww Vi Pp

ppiwiSub

w

xuuZ δ , 
(Sub 1.1)

Subject to: 
1

w

p
p P

x
∈

=∑  
∀w∈W (IP 1.5)

0 or 1px =  ∀p∈Pw, w∈W (IP 1.6)

 
To reduce the complexity, subproblem 1.1 is decomposed into |W| problems, 

which are all independent shortest path problems. The value of xp for each O-D pair w 
is individually determined. Hence, uwi

3 can be viewed as the cost of node i on O-D 
pair w. Dijkstra’s algorithm is adopted to obtain xp for each O-D pair w. The time 
complexity of Dijkstra’s algorithm is O(|V|2), where |V| is the number of nodes; 
therefore, the time complexity of subproblem 1 is O(|W|×|V|). 
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Subproblem 1.2 (related to decision variable yi): 
1 1 1 1
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Subject to:  
0 or 1iy =  ∀i∈V (IP 1.7)

 
To solve subproblem 1.2 optimally, this problem can also be decomposed into |V| 

individual problems. The value of decision variable yi is determined by its coefficient, 

whose value is )()(ˆ 11 Muuba iiii −++ ε . In order to minimize subproblem 2, if this 
coefficient is positive, yi is set as zero; otherwise it is one. The time complexity of 
subproblem 2 is O(|V|). 

 

Subproblem 1.3 (related to decision variable twi and ci):
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Subject to: 
0  1wit or=  ∀i∈V, w∈W (IP 1.8) 
  i Mc orε=  ∀i∈V. (Sub 1.3.2) 

 
To optimally solve subproblem 1.3, it is further decomposed it into |V| independent 

subproblems. However, since each decision variable twi and ci in (LR 4) and (LR 5) 
have only two kinds of value, the exhaustive search is applied here to find the optimal 
objective function value among the four combinations of twi and ci. The time 
complexity of subproblem 1.3 is O(|V|×|W|). 

These relaxed problems are solved optimally to get a lower bound for the primal 
problem. After solving (LR 1), the resulting bounds are taken as the initial bounds in 
the next stage. Three stage heuristics are adopted to derive feasible solutions to the 
primal problem, and the subgradient method is used to update the Lagrangean 
multipliers to obtain a better bound. 

3.1.2   Getting Primal Feasible Solutions 
To obtain the primal feasible solutions of (IP 1), the solutions obtained from (LR) are 
considered. By using the Lagrangean relaxation method and the subgradient method, 
it is possible to get the tightest possible bound on the optimal value. The Zn auxiliary 
problem consisting in optimizing the bound over all possible values of the multipliers 
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is thus solved. This theoretical lower bound on the primal objective function value, as 
well as ample hints for getting primal feasible solutions, is obtained. However, as 
some critical and difficult constraints are relaxed to obtain the (LR) problem, the 
solutions may not be valid for the primal problem. Thus, there is the need to develop 
heuristics to tune the values of the decision variables so that primal feasible solutions 
can be obtained. As a result, a heuristic is adopted to improve this situation. In this 
heuristic, each solution to (LR) is adjusted to a feasible solution to (IP 1). 

The concept of this heuristic arises from the attacker’s strategy. Given that the 
node was traversed several times, the attacker would have a higher possibility of 
attacking it. Hence, the compromised nodes are separated in the Attack-Bucket, while 
the rest nodes are in the Safety-Bucket. The nodes in both buckets are separately 
sorted in descending order by their attacked frequencies. First, select nodes with most 
frequently from the Safety-Bucket to transfer to the Attacked-Bucket. Then adjust the 
nodes transferred to the Attacked-Bucket from the Safety-Bucket. In this manner, a 
heuristic for getting a primal feasible solution is developed. The time complexity for 
this heuristics is O(|V|). 

4   Computational Experiments 

4.1   Experiment Environment 

The proposed algorithms for the DOD model are coded in Visual C++ and run on a 
PC with an INTELTM Core2 CPU 6400 2.13 GHz CPU. Two types of network 
topology, grid and scale-free networks, as attack targets are demonstrated here. The 
network size here is under 9, 16, 25, 16 nodes. The parameters used in the 
experiments are detailed as below. 

Table 2. Experiment Parameter Settings 

Parameters Value 

Network Topology Grid (square), Scale-free 
Number of Nodes |N| 9, 16, 25, 36 
Total Defense Budget Equal to Number of Nodes 
No. of O-D pairs |W| 72, 240, 600, 1260 
Degree of Disconnectivity (S) 80%, 60%, 40%, 20% 
Defense Capability ˆ ( )i ia b  ˆ ( )i ia b  = 0.5bi + , bi  

 

4.2   Computational Experiment of (IP 1) 

To demonstrate the effectiveness of the proposed heuristics, we implement one 
algorithm, Degree-based Attack Algorithm (DAA) for comparison purposes. The 
details are described in Table 3. The concept of the DAA is derived from the heuristic 
of stage_1 of the Three-Stage Heuristic for getting a primal feasible solution. 
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Table 3. Degree-based Attack Algorithm (DAA) 

1. //Initialization 

2. SumOfRTC=
w wi i

w W i V

R t c
∈ ∈
∑ ∑  

3. Threshold= (S×|W|×M); 
// Stage 1: MAX(Node_ Degree) in Safety-Bucket 
4. WHILE (SumOfRTC < Threshold AND unfinished==TRUE ){ 
5.    //Find the node i among the Safety-Bucket 
6.    FIND node i, whose degree is maximal; 
7.    SET node i to attack; // switch node i to Attack-

Bucket; 
8. IF (all the nodes’ is in the Attack-Bucket){ 
9. unfinished==FALSE; 
10. } 
11. ELSE{ 
12. unfinished==TRUE; 
13. } 
14. RUN Dijkstra then to calculate the SumOfRTC; 

15.}//end of while 

4.3   Experiment Result of (IP 1) 

To compare attack behavior under different scenarios, we use the attackers’ attack 
cost to evaluate the degree to which the attacker’s objective is achieved. The greater 
the attack cost, the more robust the network. The LR value means the attack cost is 
calculated by the optimal feasible solution derived from the Lagrangean Relaxation 
process. The experiment results under different topology types [10], numbers of 
nodes, and damage distribution patterns are shown in Table 4-4. 

 

Fig. 1. The comparison of LR and DAA under grid networks 
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Fig. 2. The comparison of LR and DAA under scale-free networks 

As Fig. 1 and Fig. 2 show, among these figures, the cross axle is the Attack cost. 
Each point on the chart represents the DOD value under degree-based initial budget 
allocation strategy. The vertical axle is the given threshold of DOD under the given 
network topologies and budget allocations. Compared to the solution quality of the 
proposed Lagrangean Relaxation-based algorithm (LR) with DAA, the LR obtained 
the lowest attack costs. The proposed heuristic outperforms in all cases, which always 
causes the lowest network survivability (the highest DOD value) in all network 
topologies and sizes. The attackers’ resources are utilized and generalized by the 
solution derived from LR among various types of network topology. Meanwhile, the 
survivability of grid networks is lower than others using the DOD metric, since grid 
networks are more regular and more connected. As a result, some nodes are used 
more often by OD pairs. If these nodes are compromised by the attacker, the DOD 
value increases. 

5   Conclusions 

In this paper, the attack and defense scenarios consider the DOD metric to describe 
attacker and defender behavior of networks by simulating the role of the defender and 
the attacker. The attacker tries to maximize network damage by compromising nodes 
in the network, whereas the defender’s goal is to minimize the impact by deploying 
defense resources to nodes and enhance their defense capability. In this context, the 
DOD is used to measure the damage of the network. The problem is solved by a 
Lagrangean Relaxation-based algorithm, and the solution to the problem is obtained 
from the subgradient-like heuristic and budget adjustment algorithm. 

The main contribution of this research is the generic mathematical model for 
solving the network attack-defense problem, which is modeled as a generic 
mathematical model. The model is then optimally solved by the proposed heuristic. 
With this mathematical technique, the complex problems based on the optimized 
methodology is resolved.  
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The novel network DOD reflects the aim of an attacker to separate the target 
network into pieces. This metric enables the indication of the damage of the residual 
networks. Also, we have examined the survivability of networks with different 
topologies, sizes and budget allocation policies. Their survivability can be 
significantly improved by adjusting the defense budget allocation. From the outcomes 
of the experiments, we can conclude that the defense resources should be allocated 
according to the importance of nodes. 

The current research considers a one-round scenario in which both actors deploy 
their best strategies under the given topology, but it would be more comprehensive if 
the scenario is demonstrated in multi-rounds. Both actors may not exhaustively 
distribute their resources in single round. Moreover, the defenders could deploy some 
false targets, i.e. honeypots, to attract attackers to waste their budgets. This more 
complex attacker behavior, therefore, should be considered in further research. 
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Abstract. This paper shows the application of generalized finite differ-
ence method (GFDM) to the problem of dynamic analysis of plates. We
investigated stability and its relation with the irregularity of a cloud of
nodes.
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1 Introduction

The rapid development of computer technology has allowed the use several meth-
ods to solve partial differential equations(12,13,14). The numerical method of
lines (NML) discretizes the PDE with respect to only one variable (usually
space) preserving the continuous differential with respect to time. This method
can be applied to the control of the parabolic partial differential equation and
the dynamic analysis of plates (15,16).

The Generalized finite difference method (GFDM) is evolved from classical
finite difference method (FDM). GFDM can be applied over general or irregular
clouds of points (6). The basic idea is to use moving least squares (MLS) approxi-
mation to obtain explicit difference formulae which can be included in the partial
differential equations (8). Benito, Ureña and Gavete have made interesting con-
tributions to the development of this method (1,2,4,5,7). The paper (3) shows
the application of the GFDM in solving parabolic and hyperbolic equations.

This paper decribes how the GFDM can be applied for solving dynamic anal-
ysis problems of plates.

The paper is organized as follows. Section 1 is the introduction. Section 2 de-
scribes the explicit generalized finite difference schemes. In section 3 is studied
the consistency and von Neumann stability. In Section 4 is analyzed the relation
between stability and irregularity of a cloud of nodes. In Section 5 some ap-
plications of the GFDM for solving problems of dynamic analysis are included.
Finally, in Section 6 some conclusions are given.

� Universidad de Castilla La Mancha, Spain.
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2 The Generalized Finite Difference Method

Let us to consider the problem governed by:

∂2U(x, y, t)
∂t2

+ A2[
∂4U(x, y, t)

∂x4
+ 2

∂4U(x, y, t)
∂x2∂2

+
∂4U(x, y, t)

∂y4
] = F (x, y, t)

(x, y) ∈ (0, 1) × (0, 1), t > 0 . (1)

with boundary conditions⎧⎪⎨
⎪⎩

U(x, y, t)|Γ = 0
∂2U(x,y,t)

∂y2 |(0,y,t) = ∂2U(x,y,t)
∂y2 |(1,y,t) = 0, ∀y ∈ [0, 1]

∂2U(x,y,t)
∂x2 |(x,0,t) = ∂2U(x,y,t)

∂x2 |(x,1,t) = 0, ∀x ∈ [0, 1]

. (2)

and initial conditions

U(x, y, 0) = 0;
∂U(x, y, t)

∂t
|(x,y,0) = G(x, y) . (3)

where F, G are two known smoothed functions and the constant A depends of
the material and geometry of the problem.

2.1 Explicit Generalized Differences Schemes

The intention is to obtain explicit linear expressions for the approximation of
partial derivatives in the points of the domain. First of all, an irregular grid or
cloud of points is generated in the domain. On defining the composition central
node with a set of N points surrounding it (henceforth referred as nodes), the
star then refers to the group of established nodes in relation to a central node.
Each node in the domain have an associated star assigned.

If u0 is an approximation of fourth-order for the value of the function at the
central node (U0) of the star, with coordinates (x0, y0) and uj is an approx-
imation of fourth-order for the value of the function at the rest of nodes, of
coordinates (xj , yj) with j = 1, · · · , N .

Firstly, we use the explicit difference formulae for the values of partial deriva-
tives in the space variables. On including the explicit expressions for the values
of the partial derivatives the star equation is obtained as

[
∂4U(x, y, t)

∂x4
+ 2

∂4U(x, y, t)
∂x2∂2

+
∂4U(x, y, t)

∂y4
](x0,y0,n) = m0u0 +

N∑
j=1

mjuj . (4)

with

m0 +
N∑

j=1

mj = 0 . (5)

Secondly, we shall use an explicit formula for the part of the equation 1 that
depends on time. This explicit formula can be used to solve the Cauchy initial
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value problem. This method involves only one grid point at the advanced time
level. The second derivative with respect to time is approached by

∂2U

∂t2
|(x0, y0, n) =

un+1
0 − 2un

0 + un−1
0

(t)2
. (6)

If the equations 5 and 6 are substituted in equation 1 the following recursive
relationship is obtained

un+1
0 = 2un

0 − un−1
0 + A2(t)2[m0u

n
0 +

N∑
j=1

mju
n
j ] + F (x0, y0, nt) . (7)

The first derivative with respect to the time is approached by the central differ-
ence formula.

3 Stability Criterion

For the stability analysis the first idea is to make a harmonic decomposition of
the approximated solution at grid points and at a given time level n. Then we
can write the finite difference approximation in the nodes of the star at time n,
as

un
0 = ξneiνT x0 ; un

j = ξneiνT xj . (8)

where: ξ is the amplification factor,

xj = x0 + hj ; ξ = e−iw�t

ν is the column vector of the wave numbers

ν =
{

νx

νy

}
= ν

{
cosϕ
sinϕ

}

then we can write the stability condition as: ‖ξ‖ ≤ 1.
Including the equation 7 into the equation 6, cancelation of ξneiνT x0 , leads

to

ξ = 2 +
1
ξ
− (t)2A2(m0 +

N∑
1

mje
iνT hj ) . (9)

Using the expression 5 and after some calculus we obtain the quadratic equation

ξ2 − ξ[2 + A2(t)2(
N∑
1

mj(1 − cosνT hj) − i

N∑
1

mj sin νT hj)] + 1 = 0 (10)

Hence the values of are
ξ = b ±

√
b2 − 1 . (11)
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where

b = 1 +
A2(t)2

2

N∑
1

mj(1 − cosνT hj) − i
A2(t)2

2

N∑
1

mj sin νT hj . (12)

If we consider now the condition for stability, we obtain

‖b ±
√

b2 − 1‖ ≤ 1 . (13)

Operating with the equations 12 and 13, cancelling with conservative criteria,
the condition for stability of star is obtained

t ≤ 1
4A

√
m0

. (14)

4 Irregularity of the Star (IIS) and Stability

In this section we are going to define the index of irregularity of a star (IIS)
and also the index of irregularity of a cloud of nodes (IIC).

The coefficient m0 is function of:

– The number of nodes in the star
– The coordinates of each star node referred to the central node of the star
– The weighting function (see references (1, 4))

If the number of nodes by star and the weighting function are fixed, then the
equation 14 is function of the coordinates of each node of star referred to its
central node.

Denoting τ0 as the average of the distances between of the nodes of the star
and its central node with coordinates (x0, y0) and denoting τ the average of the
τ0 values in the stars of the cloud of nodes, then

m0 = m0τ
4 . (15)

The stability criterion can be rewritten as

t <
τ2

4a
√
|m0|

. (16)

For the regular mesh case, the inequality 14 is for the cases of one and two
dimensions as follows

t <
9τ2

A
√

13[3(1 +
√

2) + 2
√

5]2
if N = 24 . (17)
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Multiplying the right-hand side of inequalities 17, respectively, by the factors

√
13[3(1 +

√
2) + 2

√
5]2

36
√
|m0|

if N = 24 . (18)

the inequality 16 is obtained.
For each one of the stars of the cloud of nodes, we define the IIS for a star

with central node in (x0, y0) as Eq. 18

IIS(x0,y0) =
√

13[3(1 +
√

2) + 2
√

5]2

36
√
|m0|

if N = 24 . (19)

that takes the value of one in the case of a regular mesh and 0 < IIS ≤ 1.
If the index IIS decreases, then absolute values of m0 increases and then

according with Eq. 14, t decreases.
The irregularity index of a cloud of nodes (IIC) is defined as the minimum of

all the IIS of the stars of a cloud of nodes.

5 Numerical Results

This section provides some of the numerical results of the applications of GFDM
for dynamic analysis of plates (consider a rectangular plate. 1 × 1), using the
weighting function

Ω(hj , kj) =
1

(
√

h2
j + k2

j )3
. (20)

The global exact error can be calculated as

Global exact error =

√∑N
i=1 e2

i

N
. (21)

where N is the number of nodes in the domain, ei is the exact error in the
node i.

5.1 Free Vibrations of a Simply Supported Plate

The equation is

∂2U(x, y, t)
∂t2

+
1

4π4
[
∂4U(x, y, t)

∂x4
+ 2

∂4U(x, y, t)
∂x2∂2

+
∂4U(x, y, t)

∂y4
] = 0

(x, y) ∈ (0, 1) × (0, 1), t > 0 . (22)
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Fig. 1. Regular and irregular mesh

Fig. 2. Irregular meshes

Fig. 3. Irregular mesh
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with boundary conditions

⎧⎪⎨
⎪⎩

U(x, y, t)|Γ = 0
∂2U(x,y,t)

∂y2 |(0,y,t) = ∂2U(x,y,t)
∂y2 |(1,y,t) = 0, ∀y ∈ [0, 1]

∂2U(x,y,t)
∂x2 |(x,0,t) = ∂2U(x,y,t)

∂x2 |(x,1,t) = 0, ∀x ∈ [0, 1]

. (23)

and initial conditions

U(x, y, 0) = 0;
∂U(x, y, t)

∂t
|(x,y,0) = sin(πx) sin(πy) . (24)

Table 1 shows the results of the global error, using a regular mesh of 81 nodes
(figure 1), for several values of t.

Table 1. Influence of �t in the global error

�t % error

0.01 0.009298

0.005 0.002319

0.003 0.000834
0.001 0.000093

Table 2. Influence of irregularity of mesh in the global error

IIC % error

0.92 0.002315

0.83 0.002547

0.76 0.002735

0.58 0.002770

Fig. 4. Approximated solution in the last time step
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Table 2 shows the results of global error with t = 0.005 for several irregular
meshes of 81 nodes (figures 1, 2 and 3).

Figure 4 shows the solution of the equation 22 in the last time step (n = 2000).
As new initial conditions let us assume that due to impact an initial velocity is
given to a point (x = y = 0.5) of the plate, which give the conditions

U(x, y, 0) = 0;

{
∂U(x,y,t)

∂t |(x,y,0) = 1 if x = y = 0.5
∂U(x,y,t)

∂t |(x,y,0) = 0 if (x, y) 	= (0.5, 0.5)
. (25)

The exact solution is given by

U(x, y, t) = 2[sin(πx) sin(πy) sin(t) − 1
9

sin(3πx) sin(3πy) sin(9t)

+
1
25

sin(5πx) sin(5πy) sin(25t) − · · · ] . (26)

Table 3 shows the results of the global error, using a regular mesh of 81 nodes
(figure 1) and t = 0.001, versus the number of time steps (n).

Table 3. Variation of global error versus the number of time steps

n Global error

100 0.01122
200 0.01858
600 0.02690
1200 0.03363

Figures 5 and 6 show the approximated solution of the equation 22 with the
initial conditions 25 in the last time steps for the cases n = 100, n = 200, n = 600
and n = 1200 time steps respectively.

5.2 Forced Vibrations of a Simply Supported Plate

The equation is

∂2U(x, y, t)
∂t2

+
1

4π4
[
∂4U(x, y, t)

∂x4
+ 2

∂4U(x, y, t)
∂x2∂2

+
∂4U(x, y, t)

∂y4
] =

15 sin t sin(2πx) sin(2πy)) (x, y) ∈ (0, 1) × (0, 1), t > 0 . (27)

with boundary conditions⎧⎪⎨
⎪⎩

U(x, y, t)|Γ = 0
∂2U(x,y,t)

∂y2 |(0,y,t) = ∂2U(x,y,t)
∂y2 |(1,y,t) = 0, ∀y ∈ [0, 1]

∂2U(x,y,t)
∂x2 |(x,0,t) = ∂2U(x,y,t)

∂x2 |(x,1,t) = 0, ∀x ∈ [0, 1]

. (28)
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Fig. 5. Approximated solution with n=100 Approximated solution with n=200

Fig. 6. Approximated solution with n=600 Approximated solution with n=1200

and initial conditions

U(x, y, 0) = 0;
∂U(x, y, t)

∂t
|(x,y,0) = sin(πx) sin(πy) + sin(2πx) sin(2πy) . (29)

Table 4 shows the results of the global error, using regular mesh of 81 nodes
(figure 1), for several values of t.

Table 5 shows the results of global error with t = 0.005 for several irregular
meshes of 81 nodes (figures 1, 2 and 3).
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Table 4. Influence of �t in the global error

�t % error

0.01 0.332700

0.005 0.084030

0.003 0.030310

0.001 0.003372

Table 5. Influence of �t in the global error

IIC % error

0.92 0.08403

0.83 0.08427

0.76 0.08565

0.58 0.08611

Figure 7 shows the solution of the equation 27 in the last time step (n = 2000).

Fig. 7.

5.3 Free Vibrations of a Fixed Plate

In this section, the weighting function used is 20 and the global exact error can
be calculated by 21.

The pde is

∂2U(x, y, t)
∂t2

+
1

4(4.73)4
[
∂4U(x, y, t)

∂x4
+ 2

∂4U(x, y, t)
∂x2∂2

+
∂4U(x, y, t)

∂y4
] =

15 sin t sin(2πx) sin(2πy) (x, y) ∈ (0, 1) × (0, 1), t > 0 . (30)
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with boundary conditions⎧⎪⎨
⎪⎩

U(x, y, t)|Γ = 0
∂U(x,y,t)

∂y |(0,y,t) = ∂U(x,y,t)
∂y |(1,y,t) = 0, ∀y ∈ [0, 1]

∂U(x,y,t)
∂x |(x,0,t) = ∂U(x,y,t)

∂x |(x,1,t) = 0, ∀x ∈ [0, 1]
. (31)

and initial conditions⎧⎨
⎩

U(x, y, 0) = 0
∂U(x,y,t)

∂t
|(x,y,0) = (cos(4.73x) − cosh(4.73x) − 0.982501[sin(4.73x)−

sinh(4.73x)])(cos(4.73y) − cosh(4.73y) − 0.982501[sin(4.73y) − sinh(4.73y)])

.

(32)

The exact solution is given by

U(x, y, t) = (cos(4.73x) − cosh(4.73x) − 0.982501[sin(4.73x) − sinh(4.73x)])
(cos(4.73y) − cosh(4.73y)− 0.982501[sin(4.73y)− sinh(4.73y)]) sin t . (33)

Table 6 shows the results of the global error, using a regular mesh of 81 nodes
(figure 1), for several values of t.

Table 6. Influence of �t in the global error

�t Global error

0.005 0.36490
0.002 0.03519
0.001 0.00492
0.0005 0.00064

Table 7. Influence of irregularity of mesh in the global error

IIC Global error

0.92 0.00492
0.83 0.00494
0.76 0.00496
0.58 0.00504

Table 7 shows the results of global error with t = 0.001 for several irregular
meshes of 81 nodes (figures 1, 2 and 3).

Figure 8 shows the approximated solution of the equations 30, 31 and 32 in
the last time step (n = 500).
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Fig. 8. Approximated solution in the last time step

6 Conclusions

The use of the generalized finite difference method using irregular clouds of points
is an interesting way of solving partial differential equations. The extension of the
generalized finite difference to the explicit solution problem of dynamic analysis
has been developed.

The von Neumann stability criterion has been expressed in function of the
coefficients of the star equation for irregular cloud of nodes.

As it is shown in the numerical results, a decrease in the value of the time
step, always below the stability limits, leads to a decrease of the global error.

Acknowledgments. The authors acknowledge the support from Ministerio de
Ciencia e Innovación of Spain, project CGL2008− 01757/CLI.
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Abstract. Tensor field visualization is a hard task due to the multi-
variate data contained in each local tensor. In this paper, we propose
a particle-tracing strategy to let the observer understand the field sin-
gularities. Our method is a viewer-dependent approach that induces the
human perceptual system to notice underlying structures of the tensor
field. Particles move throughout the field in function of anisotropic fea-
tures of local tensors. We propose a easy to compute, viewer-dependent,
priority list representing the best locations in tensor field for creating
new particles. Our results show that our method is suitable for positive
semi-definite tensor fields representing distinct objects.

Keywords: Tensor Field, Particle Tracing, Dynamic Visualization, Sci-
entific Visualization.

1 Introduction

Arbitrary tensor fields are very useful in a large number of knowledge areas like
physics, medicine, engineering and biology. The main goal of the study of ten-
sors in these areas is to investigate and seek for collinear and coplanar objects
represented by tensors. These objects or artifacts are formed by subsets of ar-
ranged and structured tensors which capture some geometric continuity like, for
example, fibers.

The best visualization methods must offer different features to allow the ob-
server to see as many aspects of tensor multivariate data as possible. Therefore,
it is very hard to combine in a single method all the expected functionalities.
In this paper we introduce a visualization process suitable for many different
positive semi-definite tensor fields. Our goal is to highlight most continuity in-
formation in a simple and adaptive fashion. An interesting approach may take
into account not only the static data given by an ordinary tensor field. It can
also use other information like the object’s surrounding space and the observer
(i.e. camera model) to generate and modify the visual data.

In this paper we present a dynamic method to visualize tensor fields. It takes
into account the observer point of view and other attributes aiming to highlight
collinear and coplanar information. The particle motion incites the human per-
ceptual system to fuse and perceive salient features. The work of [1] also use

B. Murgante et al. (Eds.): ICCSA 2011, Part I, LNCS 6782, pp. 690–705, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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particle tracing to extract visual information of a tensor field. However, the cri-
terion to create particles is purely random, which may generate some confusing
results. In this paper we defined a priority list to choose the best places in the
space where particles should born to produce a superior viewing result. The pri-
orities are computed by a linear combination of anisotropic measures of tensors
and by the viewer camera parameters.

    Tensor 
Field 

Velocity 
Field 

Observer 
Direction 

Visualization Tensorlines Position 

Particle Tracing 

         

Priority List 

Fig. 1. Schematic representation of the proposed method

An overview of our method is depicted in Figure 1, having the following steps:
extract the best velocity vector from the tensor field, use a priority list to define
where new particles will appear, perform the advection of particles.

2 Related Works

In tensor field visualization we can adopt different approaches to represent infor-
mation. The discrete approach is commonly used when punctual data is sufficient
to obtain the required information. A superquadric glyph is an ordinary fashion
to represent local information given by the field mapping into geometric prim-
itives, like cubes, ellipses and cylinders this information. Using the concept of
glyphs, Shaw et al [2] have developed their work for multidimensional generic
data visualization. Their main contribution is to connect the advantages of the
visual human being perception and superquadrics intrinsic interpolation feature.
In a later extension [3], they propose to measure how many forms assumed by
superquadric can be distinguished by human vision system. Westin et al [4] pro-
posed an anisotropic metric to identify and compare a set of glyphs. Kindlmann
[5] defines a linear mapping of shape coefficients in order to view anisotropic
and isotropic tensors. They present the problem of ambiguous glyphs that can
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induce to wrong visual conclusions when the glyphs adopt planar or linear forms.
In one hand, all problems that involves symmetry can be solved using ellipsoidal
glyphs. In other hand, there are ambiguity situations in the visual identification
of the tensor. If the point of view direction is aligned to the main eigenvector,
ellipsoidal linear tensors can be identified as spheres. To overcome this prob-
lem, he presents a new parametrization of superquadric tensor glyphs to better
represent shape and orientation.

There are also continuous methods for tensor visualization based upon the
tensor interpolation of two distinct points in a multidimensional space. In [6] the
concept of tensor field lines - extended from [7] - is generalized, and the concept
of hyperstreamlines is introduced. In that work they represent all information of
a tensor field taking into account not points, but the trajectory generated by the
tensor using its eigenvectors. This approach is interesting to visualize symmetric
tensor fields, where its eigenvectors are real and orthogonal. However, the field
becomes hard to visualize for a large number of hypersetreamlines. Delmarcelle et
al [8] have presented another problem with hypersetreamlines: the degeneration
when a tensor has at least two equal eigenvectors. In [9] is presented a method
to avoid degeneration due to planar and spherical tensors in input data. This
method was applied in tensors fields obtained from magnetic resonance images.

Zheng and Pang [10] proposed a method to visualize tensor field using the con-
cept of linear integral convolution. Their work is an extension of [11], which uses
a white texture noise and hyperstreamlines to generate the visual information.

Dynamical particles walking through a tensor field is a powerful and recent
method for visualization. The sensation of movement incites the human per-
ceptual system making easier the understanding of some field properties. Kon-
dratieva et al [1] has proposed a dynamical approach using particle tracing in
GPU (Graphic Processing Unit). They argue that particle tracing gives an effi-
cient and intuitive way to understand the tensor field dynamics. The advection of
a set of particles in a continuous flow is used to induce particle motion. Through
the tensor field, a direction vector field is generated - based on [12] - and then,
the advection using this vector field is performed.

3 Fundamentals

3.1 Orientation Tensor

A local orientation tensor is a special case of non-negative symmetric rank 2
tensor. It was introduced by Westin [13] to estimate orientations in a field. This
tensor is symmetric and can be saw as a pondered sum of projections:

T =
n∑

i=1

λieieT
i , (1)

where {e1, e2, ..., em} is a base of Rn. Therefore, it can be decomposed into:

T = λnTn +
n−1∑
i=1

(λi − λi + 1)Ti, (2)
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where λi are the eigenvalues corresponding to each eigenvector ei. This is an
interesting decomposition because of its geometric interpretation. In fact, in R3,
an orientation tensor T decomposed using Equation 2 can be represented using
the contribution of its linear, planar, and spherical intrinsic features:

T = (λ1 − λ2)Tl + (λ2 − λ3)Tp + λ3Ts. (3)

A R
3 tensor decomposed by Equation 3, with eigenvalues λ1 ≥ λ2 ≥ λ3, can

be interpreted as following:

– λ1 � λ2 ≈ λ3 corresponds to an approximately linear tensor, with the spear
component being dominant.

– λ1 ≈ λ2 � λ3 corresponds to an approximately planar tensor, with the plate
component being dominant.

– λ1 ≈ λ2 ≈ λ3 corresponds to an approximately isotropic tensor, with the
ball component being dominant, and no main orientation present.

For many purposes only the main direction of the tensor is necessary. Further-
more, the shape of the tensor is generally more important than its magnitude.
Using the sum of the tensor eigenvalues, one may obtain the linear, planar, and
spherical coefficients of anisotropy:

cl =
λ1 − λ2

λ1 + λ2 + λ3
, (4)

cp =
2 (λ2 − λ3)

λ1 + λ2 + λ3
, (5)

cs =
3λ3

λ1 + λ2 + λ3
. (6)

Note that coefficients in Equations 5 and 6 were scaled by 2 and 3, respectively,
so that each of them independently lie in the range ∈ [0, 1] with cl + cp + cs = 1
[13].

3.2 Invariants towards Eigenvalues

The eigenvalues of a tensor D can be calculated solving:

det(λI − D) = 0.

Hence:

det(λI − D) =

∣∣∣∣∣∣
λ − Dxx −Dxy −Dxz

λ − Dyy −Dyz

λ − Dzz

∣∣∣∣∣∣ = λ3 − J1λ
2 + J2λ − J3,
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where,

J1 = Dxx − Dyy − Dzz = tr(D),

J2 = DxxDyy + DxxDzz + DyyDzz − D2
xy − D2

xz − D2
yz =

tr(D)2 − tr(D2)
2

,

J3 = 2DxyDxzDyz + DxxDyyDzz − D2
xzDyy − D2

yzDxx − D2
xyDzz = det(D).

(7)

so that tr(D) and det(D) are the trace and the determinant of tensor D,
respectively.

The matrix determinant is invariant to basis changing and thus is classified as
an algebraic invariant. Another useful invariant used to determine the eigenvalues
of a tensor is the squared norm:

J4 = ‖D‖2 = J2
1 − 2J2

= D2
xx + 2D2

xy + 2D2
xz + D2

yy + 2D2
yz + D2

zz

= λ2
1 + λ2

2 + λ2
3. (8)

3.3 Eigenvalue Wheel

Kindlmann [14] describes other three invariants used to solve a cubic polynomial:

Q =
J2

1 − 3J2

9
=

J4 − J2

9
=

3J4 − 3J2
1

18
(9)

R =
−9J1J2 + 27J3 + 2J3

1

54
=

−5J1J2 + 27J3 + 2J1J4

54
(10)

Θ =
1
3

cos−1

(
R√
Q3

)
. (11)

The wheel eigenvalues can be defined as a wheel with three equally placed
radii centered on the real number line at J3/3. The radius of the wheel is 2

√
Q,

and Θ measures the orientation of the first radius [14].
The central moments of a tensor determines the geometric parameters of the

eigenvalue wheel. The central moments are defined as:

μ1 =
1
3

∑
λi =

λ1 + λ2 + λ3

3
= J1/3

μ2 =
1
3

∑
(λi − μ1)

2 =
2(λ2

1 + λ2
2 + λ2

3 − λ1λ2 − λ1λ3 − λ2λ3)
9

= 2Q

μ3 =
1
3

∑
(λi − μ1)

3 = 2R.
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The second central moment μ2 is the variance of the eigenvalues, and the
standard deviation is σ = √

μ2 =
√

2Q. The asymmetry A3 of the eigenvalues is
defined as follows [15]:

A3 =
μ3

σ3
=

∑
(λi − μ1)3

3μ2
√

μ2

=
R√
2Q3

. (12)

3.4 Anisotropy

In literature we can find many forms to measure the tensor anisotropy. The
fractional anisotropy (FA), relative anisotropy (RA), volume ratio and others,
can be computed using the tensor eigenvalues [16].

The FA [16] and RA [17] are defined as following:

FA =
3√
2

√
μ2

J4
= 3

√
Q

J4
=

√
J4 − J2

J4

RA =
√

μ2√
2μ1

=
3
√

Q

J1
. (13)

3.5 Tensorlines

The tensorlines concept is an extension of the hyperstreamlines method proposed
in [6]. Hyperstreamlines is obtained by a smooth path tracing. This is done by
using the main tensor eigenvector to perform line integration. The degenera-
tion problem in this method incited Weinstein et al [9] to develop an extension
called tensorlines. The tensorlines method uses multiple tensor features to de-
termine the correct path to follow. It stabilizes the propagation incorporating
two additional terms vint and vout given by:

vout = Tvin, (14)

so that vin is the incoming direction, vout the outgoing direction and T the local
tensor. The vin vector corresponds to the propagation direction in the previous
step, and vout is the input vector transformed by the tensor.

The propagation vector used in the integral is a linear combination of e1,
vin, and vout. The next propagation vector, vprop, depends on the shape of the
tensor:

vprop = cle1 + (1 − cl) ((1 − wpunct)vin + wpunctvout) , (15)

where wpunct ∈ [0, 1] is a parameter defining the penetration into isotropic
regions [9].
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3.6 Particle Tracing

The tensorline method generates a vector field that can be visualized using many
approaches. One of those is called particle tracing. In this method, massless
particles are inserted into the field subspace and their movements are coordinated
by its vectors.

It is necessary to compute the particle position
→
x in time t over velocity

→
v

each time-step. The mathematical model for this problem is straightforward. A
given particle p, is identified by your initial position

→
xpo with velocity

→
v p (p, t).

We must find
→
x∈ Rn: {

d
→
x p

dt =
→
v p (

→
xp, t) t ∈ [t0, Tp]→

xp|t=t0 =
→
xp0 .

, (16)

where Tp is the time for particle p walk through all domain Ω.

4 Proposed Method

One common problem in tensor field visualization is ambiguity. In glyph-based
visualization, tensors with different forms may appear similar in a particular
point of view. Tensors with linear anisotropy may be identified as an isotropic
if the main eigenvector is aligned to the observer. To solve this problem we can
adopt a metric to evaluate the tensor orientation in regard to the observer. This
strategy can be efficient not only to treat the degeneration problem, but also
to improve other visualization methods. We will apply the benefits of observer
metrics to propose a visualization method based on particle tracing.

In our work, particles in motion will represent the features of the tensor field.
One critical point in visualization using particle tracing is to define the particle
starting point. The most intuitive approach used to insert particles into the
domain is to compute new positions randomly. However, a fixed distribution
function will generally not insert new particles in most interesting sites.

4.1 Priority Features

Let Tx×y×z being a discrete and finite tensor field with lattice given by x, y, z ∈ N

so that T = {t1, t2, t3...tn}, and composed by |T| = N tensors. For a given voxel
(a, b, c) where a, b, c ∈ N and such that a ≤ x, b ≤ y and c ≤ z we have the
correspondent tensor ti ∈ T.

To correct visualize the tensor field we need to define a criterion to generate
and insert particles into the domain T. This should be done in accordance with
field variants and properties. In this work we propose a scalar Υ ∈ R, which
defines the priority of a voxel to have a particle being created on it. The Υ is
also used to define a color palette aiming to highlight the desired properties.
This priority is calculated using tensors characteristics and geometric features
of the scene (Fig. 2).
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Fig. 2. Simulation space

To evaluate the tensor position in relation to the observer we propose the
coefficients k1, k2 e k3:

k1 = 1 − |e1 · obs| (17)
k2 = 1 − |e2 · obs| (18)
k3 = |e3 · obs|, (19)

where e1, e2 and e3 are the eigenvectors of the tensor and obs is the vector that
corresponds to the camera view.

Another important coefficient is the Euclidean distance between the observer
and the tensor dobs:

dobs =
|xT − xobs|
MAX(dobs)

, (20)

this distance is normalized by the greatest distance in the field MAX(dobs).
These coefficients are used together with tensor attributes to evaluate the

priority of a voxel receive a particle. For this proposal, we will calculate the
scalar Υ as the linear combination of the following terms:

– average of the eigenvalues of the tensor (μ1): related to the tensor size;
– variance of the eigenvalues of the tensor (μ2): a bigger variance indicates

that the tensor will probably have a planar or linear anisotropy;
– asymmetry of the tensor eigenvalues (A3): changes from negative to positive

as the tensor vary from planar to linear;
– standard square of a tensor (J4): related to amplification imposed by the

tensor;
– coefficient of fractional anisotropy (FA) and relative anisotropy (RA): used

to detect anisotropy and isotropic regions;
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– coefficient of orthogonally between the observer and the first eigenvalue (k1),
with the second eigenvalue (k2) and the third eigenvalue (k3): quantify the
relative position of the observer in relation to the tensor eigensystem, so we
can prioritize tensors that are parallel or orthogonal to the observer;

– normalized distance to the observer (dobs): reveal tensors closer to the screen;
– coefficient of linear anisotropy (cl), coefficient of planar anisotropy (cp): also

allow to differentiate anisotropy.

Tensor fields may present multivariate information coming from many differ-
ent applications. Aiming to generate appropriate results, the scalar Υ will be
parameterized by the user in order to focus on the desired characteristics:

Υ t =α1μ1 + α2μ2 + α3A3 + α4J4 + α5FA + α6RA

+ α7k1 + α8k2 + α9k3 + α10dobs + α11cl + α12cp. (21)

where αi ∈ [−1, 1] and t ∈ T. So, the Υ t ponders how much the tensor t ∈ T

presents the required information.

4.2 Priority List and Particle Insertion

In the application beginning, a number Np ∈ N of particles will be established
by the user. The program will allocate all the necessary memory and particles
are initialized, but not immediately inserted into the space. In the next step, all
tensors t ∈ T will be sorted and ranked in a list with most important elements
(higher Υt) positioned on the top (Fig. 3).

To insert a particle pi into the domain, a random number κ ∈ [0, 1] is generated
using a standard normal distribution and then we select the correspondent z-th
tensor, z ∈ [0, N − 1], in the priority list:

z =
κN

ς
(22)

where N is the total number of tensors and ς defines a Gaussian distribution. A
bigger ς implies a higher frequency of choice of the top tensors in the priority

Fig. 3. Normal probability distribution on the priority list
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list. The particle pi will be created in the position of the z-th tensor spatial
position. The process of particle insertion stops when the domain contains at
least Np particles.

The next algorithm step is to define a main direction
→
v∈ R3 for the new

particle. We may define a unique direction for each particle. This can be done
using a gradient of a specific field attribute. However, the created particle initially
will always move towards the same direction. A better solution is to invert the
initial direction of half the number of creations.

The Υ scalar has viewer-dependent terms, so, it is necessary to reorder the
priority list on every change of the camera position and orientation. This process
can be computationally expensive, and impairs the visualization performance.

To deal with this problem we use the following implementation strategy: after
the first iteration, the priority list stays partially ordered only if the camera
changes are not abrupt. If a full reordering is needed, the quicksort algorithm
with median-of-three partitioning [18] is performed. This algorithm has presented
relatively good performance results, leading to a real time visualization.

4.3 Particle Removal

The particle is removed from the visualization space when it reaches one of the
following situations: a) it is located at a bigger isotropic region b) get away from
the visualization lattice, and c) when the absolute value of the dot product be-
tween the entry direction into a voxel and the current voxel propagation direction
is equal to zero or smaller than a threshold γ ∈ R. We have found empirically
the value γ = 0.3 as a good parameter to avoid that a particle get stuck between
two voxels with opposite directions. It implies that the angle among these two
directions should be in the interval (72.54◦, 90.00◦].

In our implementation, for performance reasons, no particle is deallocated
until the application ends. When the stop criterion is reached for a determined
particle, its computational resources are reused and it is recreated using the
priority list.

In Kondratieva et al. [1] work, it is proposed that particles should be restarted
in its original initial position. Later, Kondratieva [19] concludes that the pre-
vious approach needed modifications. They observed a flicker behavior in the
display due to the presence of high frequencies in the field. This situation may
distract the user and disturb the visualization. The authors proposed that par-
ticles should always restart at random in the tensor field.

In our method, a fixed number of particles is created, and during the visual-
ization process they are inserted into the lattice taking into account the priority
list and removed when it is necessary. When a particle is destroyed, it restarts
using the creation criterion. Thus, particles may reborn and highlight different
features in the same simulation. Further information will be highlighted if the
user, at runtime, manually changes the parameters αi presented in Equation 21,
or changes the observer’s point of view.
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Our algorithm for tensor field visualization may be summarized as following:

1. select the tensor field to be visualized (domain T) and the number of particles
(Np);

2. compute Υ t (Eq. 21) for each tensor;
3. for each tensor t ∈ T, sort and rank it in the priority list;
4. select an available particle and insert it into the visualization space using

the priority list;
5. perform the particle advection loop;
6. verify what particles must be killed using the stop criterion;
7. if the viewer position or orientation changes too much, perform step 3.
8. if the number of particles in visualization space is smaller than Np, go to

step 4, otherwise go to step 5;

5 Results

In section, we present shots of different types of tensor fields. The particles
were represented by a pointer glyph (otherwise specified) and the color gradient
adopted flows from blue (minimum) to red (maximum) for a given Υ (Fig. 4).

Fig. 4. Color palette for the Υ values

We have inserted into a 38x39x40 grid three spherical charges, located at
(0,0,0), (38,39,40) and (38,0,40). For all voxels in the grid we use a formulation
to ponder the influence of each charge in that space region and then compute
a local tensor. The Figure 5(a) shows the obtained result using discrete glyphs
and in Figure 5(b) we draw a few tensorlines.

An important tensor feature is the anisotropy A3 (Eq. 12). Thus, if the user
want to seek for regions of high anisotropy, the Υ function may be adjusted. It
varies from positive to negative as the tensors changes it form from linear to
planar.

We have defined Υ = −A3 + FA and the results are shown in Figure 6. The
anisotropy in this field can be seen using the proposed method (Fig. 6). We have
used superquadric glyphs (Fig. 6(a)) and pointer glyphs (Fig. 6(b)) as particles
to understand the field properties. In Figure 6(a) there are less particles than
Figure 6(b). Note that the superquadric glyph particles, in Figure 6(a), are more
stretched in regions near to the charges showing a linear behavior. This regions
presents a high anisotropy. Using the Υ function in Figure 6(b) one may note:
a) a large number of particles are inserted into that region, b) the particles
flows smoothly making the field variation more understandable. We consider
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(a) (b)

Fig. 5. A tensor field with three charges: (a) represented by superquadric glyphs and
(b) by a few tensorlines

(a) (b)

Fig. 6. Three charges field represented by our method: (a) particles assuming su-
perquadric glyph shapes (particles near the charges are more stretched) and (b) pointer
glyphs smoothly flowing through the domain

the pointer glyph the best way to represent the particles because it makes the
visualization cleaner and allows a complete view inside the volume.

The next example is a helical tensor field (Fig. 7) with visualization depending
on the observer. The tensors in this field suffer a torsion process along the z -
axis. Using k1 and having the z-axis orthogonal to the observer (Fig. 7(a)),
one may see that the tensors in the internal regions tend to have high priority
values (reddish colors) as they are orthogonal to the viewer. Using k1 with the
z-axis aligned with the observer (Fig. 7(b)), the now bluish sites (low priority
values) represent tensors highly parallel to the viewer, in regard to the new
camera orientation. The proposed method is highly efficient and suitable to
extract volumetric information from tensor fields.
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z
x

y

(a) (b)

Fig. 7. Helical field: color palette given by k1 in two different views

Fig. 8. Brain fiber visualization. Lower left corner: brain image from [19].

Diffusion tensor magnetic resonance imaging (DT-MRI) is generally used to
detect fibrous structures of biological tissues. In this work we have used a diffu-
sion tensor field of a brain available at [20] to test our method. The results are
shown in Figures 8 and 9.

The branching and crossing of brain’s white matter tracts generates local
tensors with high planar anisotropy [5]. To find these brain regions, we adjust
the priority and the colorization using Υ = μ2 + A3 − FA (Fig. 8). So, we
are searching for tensors with higher variance, amplitude and anisotropy - we
are penalizing the isotropic regions with −FA. In the central regions of the
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(a) (b)

Fig. 9. Influence of the viewer-dependent terms: (a) highlighting tensors orthogonal to
e1 and (b) orthogonal to e2.

brain, which is composed by a larger number of fiber and tissues, we can see a
concentration of the required information, as expected.

The influence of viewer-dependent terms can be also observed in the brain
field (Fig. 9). When we are searching for tensors with eigenvectors orthogonal
to the observer, the k1 and k2 view-dependent terms could be used. The k1

coefficient (Fig. 9(a)) highlights tensors which has main eigenvectors orthogonal
to the observer. In a opposite fashion, the k2 coefficient is emphasizing tensors
that presents main direction non-orthogonal to the observer, for the same point
of view (Fig. 9(b)).

6 Conclusions

In this paper we presented a tensor field visualization method based upon particle
tracing using viewer-dependent terms. We proposed a priority list which defines
where particles should born in the tensor field domain. This is done aiming
to highlight regions of interest. We also present a set of observer-dependent
coefficients that contributes to the final visualization, generating suitable results.
In order to cover a wide range of different tensor fields, we developed a Υ scalar
which can be adjusted to the user needs. The Υ quantifies the importance of
a tensor in the visualization process for a given set of parameters (Eq. 21).
Thus, a previous knowledge of the field is required to achieve a better visual
interpretation.

We provide results using three different tensor fields. In each field, the
anisotropy analysis showed correctly collinear and coplanar structures formed by
the tensors throughout the domain. The view-dependent attributes contributed
to the visualization process, highlighting orthogonality and proximity of tensors
in relation of the observer (Fig. 7 and 9).

A flicker problem occurs when a new created particle reaches isotropic regions
and are instantly destroyed by the removal criterion. This effect can be avoided



704 G. de Almeida Leonel, J.P. Peçanha, and M.B. Vieira

by filtering the noise present in the tensor field and smoothing the transition
between isotropic and anisotropic regions.
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Abstract. In this paper a modified discrete-time chaotic system is pre-
sented from the statistical point of view. This chaotic system is used in a
cryptosystem and, for improving the presented method used in security
data transmission, its structure is changed. The technique is implemented
for a Rössler hyperchaotic system. The improvement consists in modi-
fying the existing system in order to obtain a higher robustness for the
cryptosystem; for this, a time varying delay is added in its structure.

Keywords: discrete chaotic systems, chaotic systems with delay, tran-
sient time, statistical independence.

1 Introduction

Improving the existing methods of secure data transmission for more secured
communications is always a popular research domain. Using the chaotic maps
in new ciphering methods is one of these directions.

When it is talking about information exchange it is understood the existence
of, at least, one emitter and one receiver (the number is increasing in multicast
or broadband communications). This paper deals with the case of “Single In-
put Single Output” (S.I.S.O.), one emitter and one receiver. A very important
condition for establishing a communication is the synchronization of both sub-
systems; without that, the receiver could not “understand” what it is receiving.
The possibility of synchronizing two chaotic systems (proved in [1]) and the con-
trol of synchronization (see [2]) permitted the existence of cryptography based
on multidimensional chaotic systems.

The chaotic Rössler system referred in this paper is used in [3] for implement-
ing a ciphering method generically named inclusion method (I.M.). In this type
of method the message is embedded in the structure of the system so, roughly

B. Murgante et al. (Eds.): ICCSA 2011, Part I, LNCS 6782, pp. 706–720, 2011.
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speaking, the evolution of the chaotic behaviour means the ciphering. In con-
text of the addition method (A.M.), see [4], the original message is added to a
sequence generated by a chaotic system.

The Rössler discrete system presents hyperchaotic behaviour; such systems
have more than one unstable Lyapunov exponents, [3], [5], and their behaviour
is more irregular than classical chaos.

In section 2 it will be presented the weaknesses of the classical I.M., here
based on Rössler map. By using a time delay technique, a new structure of
Rössler system will be introduced.

In section 3 the two structures of Rössler map (without delay and with delay)
will be put into comparison from the statististical point of view. The statistical
aspects concern: the transient time and the probability law (related by using
Smironv test) and the statistical dependence/independence issue (treated by
using on original test [6]).

2 Rössler Map without and with Delay

The identifiability and some parametric cryptanalysis are used to characterize,
in general, a cryptosystem created by I.M., in this paper the case study is a
cryptosystem based on Rössler map. The equations of this system are given in
(1), ⎧⎪⎨

⎪⎩
z+
1 = a1z1(1 − z1) + a2z2

z+
2 = b1[(1 − b2z1)(z2 + b3) − 1](1 − b4z3)

z+
3 = c1z3(1 − z3) − c2(1 − b2z1)(z2 + b3)

(1)

where z1, z2 and z3 are the state variables of the system; rewriting in a short
form z := (z1, z2, z3)T ∈ �3 represents the state vector evaluated at the step
k (i.e. z(k)), so z+ := z(k + 1). The vector θ ∈ �8 is the parameter vector of
system (1), θ = (a1, a2, b1, b2, b3, b4, c1, c2)T . Equation (1) is a three-dimensional
hyperchotic system, see [3] and its behaviour can be observed in Fig. 1 (com-
puted for parameter vector θ = (3.78, 0.2, 0.1, 2, 0.35, 1.9, 3.8, 0.05)T and initial
condition z(0) = (0.542, 0.087, 0.678)T).

In [3] a cryptosystem is created as follows:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

z+
1 = a1z1(1 − z1) + a2z2

z+
2 = b1[(1 − b2z1)(z2 + b3) − 1](1 − b4z3)

z+
3 = c1z3(1 − z3) − c2(1 − b2z1)(z2 + b3) + m

w = z1

(2)

where m is the original message (the input of the cryptosystem) and w is the
cryptogram (the output of the cryptosystem). The secret key can be represented
by a part or totally of hyperchaotic system parameters. Variable m ∈ � is
considered the confidential message to be transmitted; for not influencing the
hyperchaotic behaviour the amplitude of m must be less than 10−2. Hence,
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system (2) is considered a “Single Input Single Output” (S.I.S.O.) system which
has m as input and w as output.

The structure of the cryptosystem is proposed in this way because, from the
observability point of view, see [7] and [8], choosing the state variable z1 as output
is the most appropriate decision. The observability gives important information
about the possibility to inverse the system, so by having a sufficient number of
samples from the selected output w all the state vector z := (z1, z2, z3)T ∈ �3

can be reconstructed.
For selecting the state variable where the input will be introduced (included)

the singularity manifold is analyzed in [7]. The singularity manifold defines the
states where the system cannot be inversed. As conclusion the third state variable
is chosen for including the original message, m, and the first state variable as
output, w.

By performing a known plain text attack it can be proved that the secret key
can be found just using a few samples from the known message and the cor-
responding samples from the cryptogram. In the context of dynamical system
the parameter identifiability defined in [9] is used for proving how the param-
eter vector can be found. This is proved in [9] for two discrete bi-dimensional
cryptosystems build as I.M., Burger map and Hennon map.

For verifying the parameter identifiability, the system (2) is reiterated s times,
where s is the observability index of the system. In general, s value is equal to
the dimension of the system; for the case study the observability index is s = 3,
see [3]. So the system (2) is reiterated three times:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z+
1 − a1z1(1 − z1) − a2z2 = 0

z++
1 − a1z

+
1 (1 − z+

1 ) − a2z
+
2 = 0

z+++
1 − a1z

++
1 (1 − z++

1 ) − a2z
++
2 = 0

z+
2 − b1[(1 − b2z1)(z2 + b3) − 1](1 − b4z3) = 0

z++
2 − b1[(1 − b2z

+
1 )(z+

2 + b3) − 1](1 − b4z
+
3 ) = 0

z+++
2 − b1[(1 − b2z

++
1 )(z++

2 + b3) − 1](1 − b4z
++
3 ) = 0

z+
3 − c1z3(1 − z3) + c2(1 − b2z1)(z2 + b3) + m = 0

z++
3 − c1z

+
3 (1 − z+

3 ) + c2(1 − b2z
+
1 )(z2 + b+

3 ) + m+ = 0
z+++
3 − c1z

++
3 (1 − z++

3 ) + c2(1 − b2z
++
1 )(z2 + b++

3 ) + m++ = 0
w − z1 = 0
w+ − z+

1 = 0
w++ − z++

1 = 0
w+++ − z+++

1 = 0

(3)

An input/output relation is obtained from (3), as in [10], and shows that
exists an equation only between the parameter vector θ, the output w and the
message m; it can be summarized:

F (θ, w+++, w++, w+, m) = 0 (4)
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Fig. 1. Rössler map phase portrait, “Folded-Towel” (system (1))

Then, the input/output relation (4) is iterated 7 times and yields F1,
F2, . . . , F8. In this case there are 8 equations for 8 parameters, where:

F1(a1, w
+++, w++, w+, m) = 0 (5)

So, performing plain text attack and having the parameter identifiability, see
[11] and [12], it is proved that the robustness of the cryptosystem (2) seems to
be weak.

For increasing the distance between the cryptograph and the cryptanalyst an
improvement is proposed for the method presented. The structure of the resulted
cryptosystem is based on the following system:⎧⎪⎨

⎪⎩
z+
1 = a1z1(1 − z1) + a2z

d−
2

z+
2 = b1[(1 − b2z1)(zd−

2 + b3) − 1](1 − b4z3)
z+
3 = c1z3(1 − z3) − c2(1 − b2z1)(zd−

2 + b3)
(6)

where zd− := z(k−d(k)) and d is a vector who contains the delay corresponding
to the step k. At a first glance, the hyperchaotic behaviour seems to be conserved,
the phase portrait corresponding to the system (6) looks like in Fig. 1. The aim
is to build a new cryptosystem on this modified system. A proposed scheme
can be similar with (2). The way to recover the ciphered message showed in [3]
indicates that the delay can be added in the state variable z2 and the simplicity of
reconstructing the original message is not too much affected, but the robustness
is improved. Trying to find an input/output relation as (4) will be more difficult
(to find how many times the system (6) has to be reiterated). So the dimension
of system (3) is increasing more and more if the delay is different from iteration
to iteration.

The experiments from section 3 are performed for a variable delay with max-
imum value 3, delay randomly generated. For example, for the first 15 iterations
the elements of delay vector were randomly generated as follows:
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k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

d 0 0 0 3 1 2 1 2 1 3 2 3 1 2 2

For exemplification of using the delay vector is presented its influence on the
first equation of system (6) at the first iterations:

k d System (6), first equation

1 0 z1(1) = a1z1(0)(1 − z1(0)) + a2z2(0 − 0)
2 0 z1(2) = a1z1(1)(1 − z1(1)) + a2z2(1 − 0)
3 0 z1(3) = a1z1(2)(1 − z1(2)) + a2z2(2 − 0)
4 3 z1(4) = a1z1(3)(1 − z1(3)) + a2z2(3 − 3)
5 1 z1(5) = a1z1(4)(1 − z1(4)) + a2z2(4 − 1)
6 2 z1(6) = a1z1(5)(1 − z1(5)) + a2z2(5 − 2)
7 1 z1(7) = a1z1(6)(1 − z1(6)) + a2z2(6 − 1)

For future applications based on Rössler system with delay it is necessary to
verify if the new system has the same statistical properties as the initial Rössler
map. With respect to this aspect, the statistical behaviour of two type Rössler
system, (1) and (6), are put into comparison in the next section.

3 Statistical Analysis on Systems Behaviour

In this section it will be verified if and how the statistical properties of Rössler
map with delay (6) are different than those given in [13] for the initial system.
The main experimental results obtained in [13] were focused on the followings:

– the computational measurements of the transient time - the time elapsed
from the initial condition (initial state vector) of the system up to its entrance
in stationarity.

– the evaluation of the minimum sampling distance which enables the statis-
tical independence between two random variable extracted from the same
state variable (z1 or z2 or z3).

– the evaluation of the minimum sampling distance which enables the statisti-
cal independence between two different outputs of the system (i.e. the pair
(z1, z3)).

Note that, three random processes assigned to the three state variables are ob-
tained for a fixed set of parameters θ = (3.78, 0.2, 0.1, 2, 0.35, 1.9, 3.8, 0.05)T ,
but different initial conditions. In Fig. 3(a) are presented two trajectories for
each of the three random processes assigned to the Rössler system without de-
lay. The trajectories are specified by the following two sets of initial conditions:
(z1(0), z2(0), z3(0)) = (0.25, 0.1, 0.75) and (z1(0), z2(0), z3(0)) = (0.8,−0.1, 0.27).
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3.1 Measuring Transient Time for the Rössler System with Delay

Here the statistical analysis is based on applying Smirnov test in two ways:
by measuring the transient time for each state variable of system (6) and by
verifying if the probability law for zi, with i = {1, 2, 3}, from system (6), is the
same with the probability law corresponding to zi from the system (1).

As for Rössler map the first order probability law appropriate to the random
process (in the stationarity region) is unknown, the Smirnov test was selected
for measurements of the transient time. The test is based on two independent
experimental data sets, (x1, x2, . . . , xn) and (y1, y2, . . . , ym), considered as the
observed values of two random variables X and Y , which comply with the i.i.d.
model. The two hypothesis of the test are:
– H0 : the two random variables X and Y have the same probability law
– H1 : the two random variables X and Y do not have the same probability

law

The test relies on the experimental cumulative distribution function (c.d.f.)
FeX(x) and FeY (y) for the two random variables X and Y . The aim of the
test is to establish if the two random variables X and Y obey to the same
probability law.

For measuring the transient time there were considered n = m = N = 100000
(the size of the experimental data sets) and the significance level α = 0.05. For
generating these data sets are needed 2N = 200000 different initial conditions of
the type (z1(0), z2(0), z3(0)) which were generated according to the uniform law
in the domain [0.2; 0.8]× [−0.1; 0.1]× [0.2; 0.8]. For the two random variables X
and Y the experimental data sets are obtained as follows: by sampling the ran-
dom process at the iteration k1 results the set (x1, x2, . . . , xN ) and by sampling,
the same state variable, at iteration k2 results the set (y1, y2, . . . , yN). The set
(x1, x2, . . . , xN ) is obtained from the first N initial conditions and the other set
(y1, y2, . . . , yN) comes from the other N initial conditions (from the ensemble
of 2N). This way of choosing the two data sets ensures the independence be-
tween them. The Smirnov test was applied for different values of k1 and each
time k2 value was kept the same; this k2 value was selected in the stationarity
region. Smirnov test is applied for each pair (k1, k2) and if the hypotheses H0 is
accepted, k1 may indicate the entrance in the stationarity region.

For an accurate decision a Monte Carlo analysis is applied, which consists in
resuming the Smirnov test by 500 times. Thus, for each pair (k1, k2) and keeping
the same volume of experimental data sets n = m = N = 100000 the proportion
of acceptance of H0 null hypothesis is recorded.

In Table 1 are presented the experimental results referring to the three random
processes assigned to the Rössler map with delay (6), in comparison with the
experimental results obtained in [13] for Rössler map without delay (1). On the
first row are indicated the iterations k1 used to obtain the set corresponding to
the random variable X ; for Y was considered the iteration k2 = 200, which is
supposed to be in the stationarity region. For each and every state variable zi

are given the numerical results of the Monte Carlo analysis for the two Rössler
maps (with and without delay).
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Table 1. The proportion of accepting H0 for Smirnov test (transient time evaluation)

k1 10 15 20 25 30 35 40 45 50

z1
0 33.6 90 94.2 95.8 95 94 94.8 95
0.51 85.2 91.7 93.6 95.6 95.1 94.1 94.8 94.8

z2
0 92.6 76 95 95.2 96.4 93.8 95.8 94.2
0.16 76.7 92.7 94.8 95 94.7 95.5 96.1 94.4

z3
0 10 90 94 94.2 95.4 94 95 95
14.6 91.6 92.4 94.2 94.4 95.9 95 95.4 95.1

How to read the table: for example, considering k1 = 25, the state variable z1 and
the Rössler system with delay, the proportion of accepting H0 null hypothesis
is 93.6% (from the total of 500 Smirnov tests applied for the pair (k1; k2) =
(25; 200)). For the same k1 = 25, the same state variable z1, but the Rössler
system without delay, the proportion of accepting H0 null hypothesis is 94.2%.
By analyzing the results, the value k1 = 25 iteration may indicate the beginning
of the stationarity region for all state variables of Rössler system without or with
delay.
Note. According to the probability estimation theory, if the proportion of H0

hypothesis acceptance lies in the [93%; 97%] interval, it can be said, with a 95%
confidence, that k1 and k2 belong to the stationarity region.

Supplementary to the transient time measurement, there were used Smirnov
tests for verifying if the probability law for zi, with i = {1, 2, 3}, from system
(6), is the same with the probability law corresponding to zi from the system
(1).

The size of the experimental data sets was n = m = N = 100000 and the
significance level α = 0.05. For generating these data sets are needed 2N =
200000 different initial conditions of the type (z1(0); z2(0); z3(0)) which were
generated according to the uniform law in the domain [0.2; 0.8] × [−0.1; 0.1] ×
[0.2; 0.8]. Both systems were initialized by using the same set of initial conditions.

The two data sets required by Smirnov test are obtained as follows:

– for a fixed state variable zi, the data set (x1, x2, . . . , xN ) is obtained from
the system (6) by sampling the state variable at the iteration k1. The values
k1 were chosen in the stationarity region, so more than 25 iterations;

– the data set (y1, y2, . . . , yN ) is obtained from the system (1) by sampling the
same state variable zi at the iteration k2 = 100 (this iteration is considered
in the stationarity region).

For each pair (k1; k2) the Smirnov test was resumed 500 times for a more accurate
decision. The results are presented in Table 2 and concerning it, the decision upon
the probability law of the new system will be discussed. For example, taking into
consideration state variable z3 and iteration k1 = 40, in 96.4% of times from the
ensemble of 500, the Smirnov test indicates that the random variable X has the
same probability law as the random variable Y . Note that the random variable
X is obtained from the third state variable of system (6) at k1 = 40 and the
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Table 2. The proportion of accepting H0 for Smirnov test (verifying probability law
for each state variable of systems (1) and (6))

k1 30 40 50

x1 96.6 94.7 95

x2 95.7 97.4 96.2

x3 95.2 96.4 95.7

random variable Y is obtained from the system (1) at the iteration k2 = 100
also from the third state variable.

Fig. 2 presents the experimental cumulative distribution functions of the
random variables extracted from the random processes assigned to each state
variable of the two systems. The random processes were sampled at k1 = 50
iterations for the Rössler system without delay (1), respectively k2 = 50 for
Rössler system with delay (6).

Fig. 2. Experimental Cumulative Distribution Function for Rössler map without delay
(solid line) and with delay (dashed line): (a) z1 state variable, (b) z2 state variable, (c)
z3 state variable

Remark. The experimental results presented in this subsection sustained that
the statistical behaviour of the systems (1) and (6) is quite the same, so the first
visual observation concerning the phase portrait of both systems is confirmed.
All the advantages of hyperchaotic behaviour could be taken into consideration
in the context of future applications based on Rössler system with delay.

3.2 Statistical Independence

In what follows the minimum sampling distance which enables statistical inde-
pendence between two jointly distributed random variables X and Y sampled
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from Rössler map is determinate. X and Y are obtained from the random pro-
cesses at k1 and k2 = k1 +d, respectively, where d is the sampling distance under
investigation for statistical independence. The following two cases are considered:

(a) X and Y are sampled from a same random process. Each of the three random
processes assigned to Rössler map (1), respectively modified Rössler map (6),
see Fig. 3(a).

(b) X and Y are sampled from distinct random processes. For example, the two
random processes assigned to z1 and z3 state variables in (1), or in (6), are
investigated, see Fig. 3(b).

Fig. 3. Trajectories of the random processes; the random variables X and Y are sam-
pled from the same process (a) or distinct random processes (b)

To evaluate the minimum sampling distance d which enables statistical inde-
pendence between X and Y the test procedure given in [6] was applied. For the
first case (a), the independence test was applied in a similar way as in [13] and
[14].

The statistical independence in the context of Rössler map without delay was
discussed in [13] and in this subsection some results are confirmed and a new
analysis is presented. A complete investigation was realised here with respect
to the analysis in pair, (zi; zj), for all three state variable, where i 	= j and
i, j = 1, 2, 3; also the statistical independence was verified for the proposed
system (6). The aim is to verify the behaviour of Rössler map with delay in
order to see if this system can provide new information concerning statistical
independence that may be useful in future applications.
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The statistical independence procedure starts with the acquisition of two ex-
perimental data sets of N size, (x1, x2, . . . , xN ) and (y1, y2, . . . , yN), measure-
ments of the two random variables X and Y corresponding to the (a) or (b)
mentioned case. Each of the two data sets has to comply with the i.i.d. statis-
tical model. Here, the data set (x1, x2, . . . , xN ) consists of the values obtained
at k1 iteration, and (y1, y2, . . . , yN ) consists of the values at k2 iteration. The
N initial conditions of the type (z1(0), z2(0), z3(0)) were randomly chosen in the
domain [0.2; 0.8]× [−0.1; 0.1]× [0.2; 0.8].

Note that when a single random process is concerned, as in the case (a),
each pair of values (xi, yi), i = 1, N is obtained on the same trajectory at k1

and k2 = k1 + d iterations. In case (b), when the statistical independence is
investigated on two distinct random processes, the pair (xi, yi) is obtained on
two trajectories (xi on first trajectory at k1 iteration and yi on the second
trajectory at k2 iteration).

The two hypotheses of the independence test are: the null hypothesis, H0,
meaning that the random variables X and Y are statistically independent, and
the alternative hypothesis, H1, meaning that the random variables X and Y are
dependent. By the test procedure, two successive transforms are applied on each
of the two investigated random variables X and Y :

X −→ X ′ −→ U

Y −→ Y ′ −→ V

According to the test theory, X ′ and Y ′ are uniformly distributed in the (0; 1)
interval, and U and V are standard normal random variables. By this approach,
the entire independence analysis is shifted by the two transforms from the (x, y)
coordinates to (x′, y′) coordinates and finally to the (u, v) coordinates. This
results from: U is a function only of X and V is a function only of Y .

By the test theory, if U and V are dependent then X and Y are dependent;
if U and V are independent then X and Y could be statistically independent.
For an accurate decision upon statistical independence, a very large amount of
data is needed. The sizing of the experiment is discussed in the test theory and
is based on some results from Kolmogorov-Smirnov concordance test.

The independence test algorithm consists of the following main steps:

1. The experimental cumulative distribution functions FeX(x) and FeY (y), for
X and Y , respectively, is computed.

2. Applying FeX(x) transform on the xi values and FeY (y) on the yi values,
i = 1, N , the new data x

′
i = FeX(xi) and y

′
i = FeY (yi) are obtained, which

are uniformly distributed in (0; 1).
3. Applying a new random variable transform, which is the inverse of the dis-

tribution function of the standard normal law (of mean 0 and variance
1) computed by numerical methods, on data (x

′
1, x

′
2, . . . , x

′
i, . . . , x

′
N ) and

(y
′
1, y

′
2, . . . , y

′
i, . . . , y

′
N ), the new data of the type (u1, u2, . . . , ui, . . . , uN) and

(v1, v2, . . . , vi, . . . , vN ) are obtained. According to the known theory, both ui

and vi values are standard normally distributed. As U and V are normal
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random variables, one can now benefit from Pearson’s independence test on
Gaussian populations.

4. The correlation coefficient r between U and V and the t test value are
computed:

r =
∑N

i=1(ui − ū)(vi − v̄)√∑N
i=1(ui − ū)2

∑N
i=1(vi − v̄)2

(7)

t = r

√
N − 2
1 − r2

(8)

If the null hypothesis H0 is correct (X and Y are independent), then the
test value should obey the Student law with N −2 degrees of freedom. Based
on the α significance level, the tα/2 point value of the Student law of N − 2
degrees of freedom is computed. If |t| ≤ tα/2, then the two random variables
X and Y could be independent and in order to decide upon independence
the test has to continue with step 5. Conversely, if |t| ≥ tα/2, the random
variables X and Y are dependent and no further investigation is required
(the test stops).

5. If |t| ≤ tα/2, then test if U and V are jointly normally distributed. If U and
V are proven jointly normally distributed, the decision is that X and Y are
statistically independent. If U and V are not jointly normally distributed, X
and Y are dependent. In order to decide upon the normal bivariate law, the
test uses the visual inspection of the (u, v) scatter diagram. Thus, to accept
statistical independence between X and Y , the (u, v) scatter diagram should
be similar to that shown in Fig. 4 - the (u, v) reference scatter diagram.

Fig. 4. The reference scatter diagram for two independent random variables in (u, v)
coordinates

As it is known, the correlation of the two random variables is equivalent to
the existence of a linear dependence between them: the correlation exists if there
is a non-zero linear regression slope (an ascending or a descending data trend).
In our illustrations the linear regression slope can be also graphically inspected
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on (u, v) coordinates; it is plotted on the respective scatter diagram and is equal
to r correlation coefficient from (7).

The experiments were done for N = 100000 initial conditions following a uni-
form probability law in [0.2; 0.8]×[−0.1; 0.1]×[0.2; 0.8] intervals. The significance
level was chosen α = 0.05, thus the α/2 point value of the Student law of N − 2
degrees of freedom is tα/2 = 1.96.

For exemple, let consider X and Y both sampled from the random process
assigned to z1 state variable of Rössler map without delay, with the sampling
distance d = 10 iterations. The numerical results obtained by means of (7) and
(8) are:

r = −0.0228 ⇒ t = 7.2241 ⇒ |t| ≥ tα/2

Following the test procedure by the numerical results the conclusion is that the
two random variable X and Y are statistically dependent for d = 10, so the test
algorithm stops. The result is confirmed observing that the scater diagram in
(u, v) coordinates, Fig. 5(a), differs from the respective reference scater diagram
from Fig. 4. Also, the regression slope indicates correlated data.

For the same state variable z1 of Rössler map without delay, but the sampling
distance d = 35 iterations, the numerical results:

r = −0.0042 ⇒ t = 1.3145 ⇒ |t| ≤ tα/2

The test procedure decides that the two random variables are statistically inde-
pendent. The correlation coefficient r has a small value so it can results a t value
lower than the given threshold tα/2 and the scatter diagram in (u, v) coordinates,
Fig. 5(b), resembles at the respective reference scatter diagram in Fig. 4.

The final conclusions on the minimum sampling distance which enables sta-
tistical independence are supported by a Monte Carlo analysis. The numerical
results of these analysis are presented in Table 3 for system (1) and in Table
4 for system (6). The test procedure was resumed 500 times. The experiments
were computed for k1 = 100 and k2 = k1 + d (for different values k1 in the
stationarity region the results were similar).

Fig. 5. Scater diagram for (u, v) coordinates and z1 state variable from system (1): (a)
distance d = 10; (b) distance d = 35
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How to read the tables with the experimental results: for example, on the
last column of Table 3, the random variable X is obtained at iteration k1 from
the random process assigned to state variable z1 and the random variable Y is
obtained at iteration k2 from the random process assigned to state variable z3,
X := z1[k1] and Y := z3[k2]. In this case the decision is that d = 30 is the
minimum sampling distance which enables statistical independence, because for
d ≥ 30 the proportion of acceptance of H0 null hypothesis remains in the range
[93%; 97%]. For d = 30, the proportion is 95.6% (see last column of Table 3), so
it is in the interval mentioned, as the other bold values from the table.

According to first three columns Table 3, for each state variable a value d = 35
iterations is a minimum sampling distance which enables statistical indepen-
dence. The analysis on last six columns of this table presents the independence
investigation between two different state variables. For example from the last
two columns it can be noticed that z3 becomes independente with respect to
z1 after 30 iterations, while z1 becomes independent with respect to z3 after 40
iterations.

The Table 4 presents the results by applying the independence test on system
(6) - where the delay is adjusted on the system structure. It can be observed

Table 3. The proportion of acceptance for H0 null hypothesis for independence test
applied on system (1)

d X z1[k1] z2[k1] z3[k1] z1[k1] z2[k1] z2[k1] z3[k1] z3[k1] z1[k1]
Y z1[k2] z2[k2] z3[k2] z2[k2] z1[k2] z3[k2] z2[k2] z1[k2] z3[k2]

10 0 84.8 0.98 0 0 11.8 71 77.6 23.8
20 95 95.8 89.8 47.6 37.2 69.8 62.8 0 59
25 60.4 92.4 87 94.6 66 95.6 89 86.2 85
30 83.6 95.2 89.6 93.2 95 93.4 94 86 95.6
35 96 94.4 96 94.4 93.8 95.8 94.8 89.6 93.4
40 95.6 94.6 95.6 95.2 95.4 96.6 94.8 96.6 94.8
45 95.2 95.8 95.2 96.2 94.6 95 95.4 95 95.6
50 93.2 97.2 93.2 94.4 93.4 95.8 94.2 95.8 94.2

Table 4. The proportion of acceptance for H0 null hypothesis for independence test
applied on system (6) - the system with delay

d X z1[k1] z2[k1] z3[k1] z1[k1] z2[k1] z2[k1] z3[k1] z3[k1] z1[k1]
Y z1[k2] z2[k2] z3[k2] z2[k2] z1[k2] z3[k2] z2[k2] z1[k2] z3[k2]

10 16 26.6 27.2 0 8.20 11.6 0.80 3 27.4
20 84.6 92.6 90 95.4 91 89.2 64.6 80.2 79.2
25 93.4 94.6 93.6 94.2 94.4 94.4 93.6 91.8 91.6
30 94.4 95.6 95.4 97.2 95 94.2 94.2 93.6 95.8
35 95.4 96.2 94.6 94.8 94.4 95.2 92.6 95.2 94.8
40 96 95.8 95.8 96 94.6 96.8 94.6 96.8 94.6
45 96 96 94.8 96 94.8 95.2 94.2 94.8 94.2
50 93.2 95.8 95.8 94.8 95.2 95.6 94.4 95.6 94.4
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that, in all cases, the minimum sampling distance which enables statistical in-
dependence is decreasing with respect of the same situation from Table 3, by
comparing column by column the two tables.

4 Conclusions

The idea of chaotic discrete system with delay, introduced with the purpose of
designing a more robust cryptosystem, was proved as being also useful from
the statistical point of view, with respect to the “identification” attack. Conse-
quently, the robustness will increase and the statistical behaviour is not changing
if the delay is adjusted in the structure of the initial system; so, all the advantages
of hyperchaotic dynamics can be preserved.

The results on the statistical independence show that the modified system
gives a smaller distance with respect to the minimum sampling distance which
enables the statistical independence. Thus, it can be said that the distance be-
tween the cryptograph and the cryptanalyst is increasing because the output
considered variable becomes faster independed with respect to the dynamic vari-
able where the original message is included.
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Gámez, Manuel V-511
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Garćıa-Castro, Raúl V-244
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Nuñez, A. III-582

Obersteiner, Michael II-39
Oh, Chang-Yeong V-120
Oh, DeockGil IV-424
Oh, Kyungrok V-157
Oh, Seung-Tak V-181
Oliveira, Lino V-500
Oliveira, Miguel III-343
Onaindia, Eva V-547
Opio�la, Piotr IV-112
Ortigosa, David II-450
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Stankutė, Silvija I-492
Stehn, Fabian III-44
Stein, Ariel F. III-374
Stigliano, Francesco I-92
Sztajer, Szymon I-512

Tagliolato, Paolo II-151
Takahashi, Daisuke II-547
Tan, Li II-490
Tasso, Sergio III-466
Terlizzi, Luca I-162



728 Author Index

Theodoridis, Yannis II-562
Tian, Jie IV-592
Tilio, Lucia I-410, II-265
Tomaz, G. III-261
Tominc, Biba II-136
Torre, Carmelo M. I-466
Torricelli, Diego IV-582
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